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Abstract. We study the initial value problem for the Korteweg-de Vries equation

(i) \( u_t - 6uu_x + \varepsilon^2 u_{xxx} = 0 \)

in the limit of small dispersion, i.e., \( \varepsilon \to 0 \).

When the unperturbed equation

(ii) \( u_t - 6uu_x = 0 \)

develops a shock, rapid oscillations arise in the solution of the perturbed equation (i)

In our study:

a. We compute the weak limit of the solution of (i) for periodic initial data as \( \varepsilon \to 0 \).

b. We show that in the neighborhood of a point \((x, t)\) the solution \( u(x, t, \varepsilon) \) can be approximated either by a constant or by a periodic or by a quasiperiodic solution of equation (i). In the latter case the associated wavenumbers and frequencies are of order \( O(1/\varepsilon) \).

c. We compute the number of phases and the wave parameters associated with each phase of the approximating solution as functions of \( x \) and \( t \).

d. We explain the mechanism of the generation of oscillatory phases.

Our computations in a and c are subject to the solution of the Lax-Levermore evolution equations (7.7). Our results in b–d rest on a plausible averaging assumption.

0. Introduction.

Description of the problem. We study the initial value problem for the Korteweg–de Vries (KdV) equation

(0.1a) \( u_t - 6uu_x + \varepsilon^2 u_{xxx} = 0 \),

(0.1b) \( u(x, 0, \varepsilon) = -v(x) \)

in the limit \( \varepsilon \to 0 \). In this limit equation (0.1a) is a model for the formation and propagation of dispersive shocks in one space dimension. We examine the problem with periodic initial data of period \( p \). We normalize the initial data to satisfy

(0.1c) \( \max_{x \in \mathbb{R}} v(x) = 1, \quad \min_{x \in \mathbb{R}} v(x) = 0. \)
The physical and mathematical mechanisms of weak dispersion are dramatically
different from the better known ones of weak dissipation. For example, in the weak
dissipation limit of the Burger’s equation \( u_t - 6uu_x - \varepsilon^2 u_{xx} = 0 \), the limit of the
solution \( u(x, t, \varepsilon) \) exists in a strong sense as \( \varepsilon \to 0 \). The limit of the solution displays
shock discontinuities whose speed and stability are fixed by the Rankine-Hugoniot
jump condition and the entropy condition. This is to be contrasted with the small
dispersion limit of the KdV equation (0.1) in which a shock emits rapid oscillations
which spread into the medium. As a result the limit of the solution \( u(x, t, \varepsilon) \) of (0.1)
as \( \varepsilon \to 0 \) exists only weakly in the shock region.

History of the problem. The initial value problem (0.1a, b) has been studied by Lax
and Levermore [6] for special initial data, which decay as \( x \to \pm \infty \). The problem
was later studied for other types of decaying initial data by Venakides [11, 12] and
by Levermore [21]. The main quantity computed in [6] and [11] is the weak limit of
the solution \( u(x, t, \varepsilon) \) as \( \varepsilon \to 0 \). More specifically, \( u(x, t, \varepsilon) \) is represented as the
second derivative in \( x \), of a quantity which converges uniformly in compact sets of
\( (x, t) \) as \( \varepsilon \to 0 \). The method employed in these cases is the inverse scattering
transformation. The generation of oscillations studied in [12] can be considered as a
limiting case of the present study.

Our main results. a. We compute the weak limit of the solution of (0.1) for periodic
initial data as \( \varepsilon \to 0 \). The limit is weak in the sense that \( \int u(x', t, \varepsilon) \, dx' \) converges
uniformly in compact sets of \( (x, t) \).

b. We show that in the neighborhood of a point \( (x, t) \) the solution \( u(x, t, \varepsilon) \) can be
approximated either by a constant or by a periodic or by a quasiperiodic solution of
equation (0.1a) with wavenumbers and frequencies of order \( O(1/\varepsilon) \).

We show in \$8\$ that when \( \varepsilon \) is sufficiently small, we can approximate \( u(x + \varepsilon y, t + \varepsilon \tau, \varepsilon) \) either by a constant or by a periodic or by a quasiperiodic soliton solution of
(0.4). We denote this by \( U(y, \tau; x, t) \). \( U(y, \tau; x, t) \) approximates \( u(x + \varepsilon y, t + \varepsilon \tau, \varepsilon) \)
almost uniformly in \( (y, \tau) \). Its wave parameters, with the exception of phase shifts, are
independent of \( \varepsilon \) (hence our suppression of \( \varepsilon \) in the notation). According to the
theory of the KdV equation the wave parameters of \( U(y, \tau; x, t) \) (excluding phase
shifts) and the position of the baseline are uniquely determined by the spectrum of
the selfadjoint operator on the line \(- \infty < y < \infty\):

\[
\mathcal{L}_{(x, t)} = \frac{d^2}{dy^2} - U(y, \tau; x, t).
\]
The spectrum of this operator depends on $x$ and $t$ and is independent of $\varepsilon$. It is also independent of $\tau$. The number of gaps in the spectrum of $\mathcal{L}_{(x,t)}$ equals the number of interacting oscillatory phases present in $U(y, \tau; x, t)$. The dependence of the spectral endpoints on $x$ and $t$ gives the modulation of the local wave parameters.

We define the family of sets

$$\Sigma_t = \{(x, \xi) : \xi \text{ is an element of the spectrum of } \mathcal{L}_{(x,t)}\}.$$  

Clearly knowledge of the sets $\Sigma_t$ is equivalent to knowledge of the waveform (up to phase shifts) at each $(x, t)$ in the limit $\varepsilon \to 0$.

We denote the boundary of the set $\Sigma_t$ in $\mathbb{R}^2$ by $g_t$. The boundary $g_t$ is a natural object to study. At $t = 0$, $g_t$ is simply the graph of the curve $\xi = v(x)$ of the initial data of (0.1). Indeed, at $t = 0$

$$\lim_{\varepsilon \to 0} u(x + \varepsilon y, 0 + \varepsilon \tau, \varepsilon) = u(x, 0) = -v(x).$$

The approximating solution $U(y, \tau; x, 0)$ to (0.2) is the “constant” $-v(x)$, i.e., a zero-phase solution. The associated operator is given by

$$\mathcal{L}_{(x,0)} = d^2/dy^2 + v(x)$$

with spectrum $(-\infty, v(x))$. When $t > 0$ and before breaktime (i.e., at times at which no two characteristics of the equation

$$u_t - 6uu_x = 0$$

intersect, the strong limit of $u(x, t, \varepsilon)$ exists as $\varepsilon \to 0$ and equals $u(x, t, 0)$. As in the case $t = 0$, $g_t$ is the graph of the function $\xi = -u(x, t, 0)$. We let

$$\beta^2_0(x, t) = -u(x, t, 0) = -\lim_{\varepsilon \to 0} u(x + \varepsilon y, t + \varepsilon \tau, \varepsilon)$$

for all $t$ before breaktime.

After breaktime, when the limit of $u(x, t, \varepsilon)$ ceases to exist in a strong sense in the shock region and $u(x + \varepsilon y, t + \varepsilon \tau, \varepsilon)$ is a modulated periodic or quasiperiodic solution in the variables $y, \tau$, we show that the evolution of $g_t$ is governed by equations (7.7) first derived by Lax and Levermore [6]. The curve $g_t$ becomes the graph of a multivalued function of $x$. This is not the multivalued function obtained by naively taking the values carried by all characteristics of (0.6) arriving at a point $(x, t)$. While multivaluedness is not acceptable for the solution of (0.6), it is perfectly admissible for the curve $g_t$ which has been defined as the boundary of a set in $\mathbb{R}^2$. Multivaluedness in this case signifies that the spectrum of the associated operator $\mathcal{L}_{(x,t)}$ develops gaps. To each of these corresponds a phase of oscillation. In §7 these gaps are denoted by $(\beta^2_3, \beta^2_5, \beta^2_7)$, etc.; the maximum of the spectrum by $\beta^2_0$. The $\beta_i$'s are seen to satisfy the modulation equations derived by Whitham [13] for a single phase wave and by Flaschka, Forest, and McLaughlin [4] in the multiphase case. These equations are not sufficient to capture the evolution of the curve $g_t$, globally, because they cannot describe the generation of a new phase created when the modulation equations of the existing phases develop a shock. On the other hand the Lax-Levermore evolution equations do not display a similar problem in describing the evolution of $g_t$. The singular problem (0.1) has thus been transformed to the regular, in principle well-posed, initial value problem, the Lax-Levermore evolution
equations (7.7). We do not yet have a rigorous proof for the existence (local or
global) and uniqueness of the solution of the Lax-Levermore evolution equations
beyond breaktime.

Description of our method. Following the works of Dubrovin, Matveev, and
Novikov [3] and McKean, van Moerbeke, and Trubowitz [7, 8, 9] we represent the
solution \( u(x, t, \varepsilon) \) of the KdV equation in terms of the spectral data of the associated
selfadjoint Hill's operator \( \mathcal{L}(t) = \varepsilon^2 d^2/ds^2 - u(s, t, \varepsilon) \) on the line \(-\infty < s < \infty\). As \( \varepsilon \to 0 \), we obtain a representation of the form
\[ u(x, t, \varepsilon) = -2 \frac{\partial}{\partial x} \sum_{i=1}^{\infty} f(v_i) + o(1), \]
\[ \sum_{i=1}^{\infty} e^b(v_i, \varepsilon) = a_j(x, t, \varepsilon) + o(1), \quad j = 1, 2, \ldots, \]
where \( a_j, b_j, \) and \( f \) are known functions, and \( (v_i(x, t, \varepsilon))_{i=1}^{\infty} \) are eigenvalues of the
operator \( \mathcal{L}(t) \) in the interval \([x, x + p] \) with Dirichlet boundary data. We show that
the system of equations (0.9) tends to a continuum limit as \( \varepsilon \to 0 \). This is an integral
equation, for a certain density function, and is solvable by the Wiener-Hopf method
used by Lax and Levermore [6, II]. We refer to it as the basic integral equation. In
the same limit, equation (0.8) yields the weak limit of \( u(x, t, \varepsilon) \) as a functional of the
density function which solves the basic integral equation.

When \( \varepsilon \) is nonzero but sufficiently small, we employ the solution of the basic
integral equation to recover information on the solution to the discrete equations
(0.8) and (0.9). This allows us to discern the mechanism by which oscillations arise in
\( u(x, t, \varepsilon) \).

Our method differs from the method employed by Lax and Levermore [6] and by
proved negligible and the exact solution is represented in terms of the
N-soliton formula. In [11] the exact solution is again approximated by what essentially
amounts to a continuum of interacting solitons. In both of these cases the limit
\( \varepsilon \to 0 \) is taken on the exact solution represented by the integral of a real exponential
function over a complicated measure.

Advantages of the method. Our method:
(a) Solves the periodic problem.
(b) Obtains the weak limit of \( u(x, t, \varepsilon) \) as a first derivative in the variable \( x \) of a
quantity converging in the strong sense.
(c) When \( \varepsilon \) is small but nonzero, it describes basic features of the waveform in the
shock region.
(d) We conjecture that the method can be used to solve other integrable systems in
the continuum limit, provided they have a representation
\[ u(x, t, \varepsilon) = F(v_1, v_2, \ldots; x, t, \varepsilon), \]
\[ G_j(v_1, \ldots; x, t, \varepsilon) = 0, \quad j = 1, 2, \ldots, \]
where equations (0.11) should be interpreted as a complete set of first integrals.
Interesting candidates are the nonlinear Schrödinger and sine-Gordon equations.
Applying our method to these equations—especially in the case in which, unlike the
KdV equation, the associated operator is not selfadjoint—should not necessarily yield results similar to ours, and presumably requires a nontrivial extension of our work. This is confirmed by a look at existing results. For example, Forest and McLaughlin [15] and Ercolani, Forest, and McLaughlin [17] show that unlike the KdV wavetrains many sine-Gordon wavetrains have nonhyperbolic modulation equations. These wavetrains are modulationally unstable and should not be expected to evolve from nonoscillatory initial data.

Related topics. a. This study gives an analytical proof of a mechanism by which a coherent finite-dimensional spatial structure passes through a shock by restabilizing into another, slightly larger, finite-dimensional structure.

b. Given our detailed derivation of the oscillations, the Young measure at each space-time point may be computed. This computation is carried out by McLaughlin [14]. Thus, we are in a case where the questions raised by the compensated compactness approach of Tartar, DiPerna, and others, regarding the generation and propagation of oscillations in conservation laws can be answered more or less explicitly.

c. Our study can be considered a special case of the more general problem of the KdV-Burger equation \( u_t - 6uu_x + \epsilon^2 u_{xxx} = \delta u_{xx} \), which displays the simultaneous presence of weak dissipation and dispersion. In this case the dissipative (resp. dispersive) term dominates when \( \delta \) and \( \epsilon \) tend to zero satisfying \( \epsilon^2 \ll \delta \) (resp. \( \delta \ll \epsilon^2 \)) (see Schonbek [18]). On the boundary \( \delta / \epsilon^2 = O(1) \) the results of Forest and McLaughlin [16] apply.

Organization. In §1 we write the solution to the periodic KdV equation in the implicit form of (0.8)-(0.9) and in §2 we discuss the general effect of \( \epsilon \rightarrow 0 \). In §§3–6 the limit \( \epsilon \rightarrow 0 \) is taken. The basic integral equation is derived, and the weak limit is obtained as a functional of the solution of this equation. In §7 we outline the solution of the basic integral equation using results of Lax and Levermore. Finally in §8 we outline the mechanism of the emergence of oscillations. We give a more detailed account of the generation of oscillations in [12], where the case of decaying initial data has been examined.

1. Representation of periodic solutions. A \( p \)-periodic solution of the Korteweg–de Vries equation

\[
\begin{align*}
  u_t - 6uu_x + u_{xxx} &= 0, \\
  \end{align*}
\]

defined on the real line and satisfying mild regularity assumptions has the representation [2, 9]

\[
\begin{align*}
  u(x,t) &= -\xi_0 + 2 \sum_{i=1}^8 \left[ \psi_i(0,t) - \frac{\xi_{2i-1} + \xi_{2i}}{2} \right], \\
  \end{align*}
\]

where \([\xi_{2i-2}, \xi_{2i-1}]\) is the \( i \)th spectral band of the selfadjoint Hill’s operator \( \mathcal{L}(t) = d^2/ds^2 - u(s,t) \) on the real line \( -\infty < s < \infty \), and \( \psi_i(x,t) \) is the unique solution of the eigenvalue problem \( \mathcal{L}(t)\psi_i(s) = \psi_i(x,t)\psi_i(s), \psi_i(x) = \psi_i(x+p) = 0 \) which satisfies \( \xi_{2i-1} < \psi_i < \xi_{2i} \). We call the \( \psi_i \)'s the Dirichlet spectrum. We have \( \xi_0 > \xi_1 > v_1 > \xi_2 > \xi_3 > v_2 > \xi_4 > \xi_5 > v_3 > \cdots \). The set of \( \xi_i \)'s is also characterized as the union of the \textit{simple} spectra of \( \mathcal{L}(t) \) over the interval \([x, x+p] \)
with (a) periodic \( (\psi(x) = \psi(x + p)) \), (b) antiperiodic \( (\psi(x) = -\psi(x + p)) \) boundary conditions. The number \( g \) of spectral gaps can be finite or infinite. As \( x \) and \( t \) vary, the \( \xi_j \)'s remain constant, and \( v_j(x, t) \) oscillates in the \( j \)th spectral gap \([\xi_{2j}, \xi_{2j-1}]\) according to the equations

\[
\frac{\partial v_j}{\partial x} = \frac{2\pi^2j^2}{p^2} \frac{R(v_j)^{1/2}}{W_j(v_1, v_2, \ldots)},
\]

\[
\frac{\partial v_j}{\partial t} = 2\{u(x, t) - 2v_j\} \frac{\partial v_j}{\partial x} = \frac{4\pi^2j^2}{p^2} \{u(x, t) - 2v_j\} \frac{R(v_j)^{1/2}}{W_j(v_1, \ldots, v_g)},
\]

where for \( j = 1, 2, \ldots, g \):

\[
R(v_j) = (v_j - \xi_0) \prod_{i=1}^{g} \frac{(v_j - \xi_{2i-1})(v_j - \xi_{2i})}{\pi^4 i^4 p^{-4}},
\]

\[
W_j(v_1, v_2, \ldots) = \prod_{i=1}^{g} \frac{(v_j - v_i)}{\pi^2 i^2 p^{-2}}.
\]

These products are well defined when \( g = \infty \) because

\[
\xi_{2i} \sim -\pi^2 i^2/p^2 \quad \text{as} \quad i \to \infty,
\]

\[
\text{width of } i \text{th gap} = \xi_{2i-1} - \xi_{2i} \quad \text{decays fast as} \quad i \to \infty,
\]

This decay is exponential if \( u(x, t) \) is analytic in \( x \). The sign of the square root \( R(v_j)^{1/2} \) changes every time \( v_j \) reaches an endpoint of the interval \([\xi_{2j}, \xi_{2j-1}]\). \( R(v_j)^{1/2} \) can be made single-valued, if it is defined to take positive and negative values respectively on two different copies of the interval \([\xi_{2j}, \xi_{2j-1}]\). The corresponding endpoints of the two copies are then identified and topologically \( v_j \) varies on a circle.

Our \( v_j \)'s and \( \xi_i \)'s are the \( -\mu_j \)'s and \( -\lambda_i \)'s respectively of the traditional notation of this representation.

In the following theorem, we integrate explicitly the system of differential equations (1.3). This system was derived by Trubowitz [9] in the case of infinitely many gaps. Our theorem is a generalization to infinitely many gaps of the integration of the system in the finite case as given in [2].

**Theorem 1.1.** Let

\[
P(v) = \prod_{i=1}^{g} \frac{v - \rho_i}{\pi^2 i^2 p^{-2}}, \quad P_j(v) = \frac{P(v)}{v - \rho_j},
\]

where \( (\rho_i)_{i=1}^{g} \) are real numbers satisfying

\[
-\xi_0 + 2 \sum_{i=1}^{g} \left( \rho_i - \frac{\xi_{2i} + \xi_{2i-1}}{2} \right) = 0,
\]

\[
\rho_i \in [\xi_{2i}, \xi_{2i+1}] = \text{ith gap} \quad \text{for all but finitely many } i \text{'s}.
\]
Then

\begin{equation}
(1.11) \quad u(x, t) = -\xi_0 + 2 \sum_{i=1}^{g} \left( \nu_i(x, t) - \frac{\xi_{2i} + \xi_{2i-1}}{2} \right)
= \frac{\partial}{\partial x} \sum_{i=1}^{g} \int_{\nu_i(x, t)}^{\nu_{i+1}(x, t)} \frac{P(\nu)}{R(\nu)^{1/2}} d\nu,
\end{equation}

and

\begin{equation}
(1.12) \quad \sum_{i=0}^{g} \int_{\nu_i(x_0, t_0)}^{\nu_{i+1}(x_0, t_0)} \frac{1}{2} \frac{P_j(\nu)}{R(\nu)^{1/2}} d\nu = x - x_0 - 4\rho_j(t - t_0), \quad j = 1, 2, 3, \ldots.
\end{equation}

The theorem holds for \( g \) finite or \( g = \infty \).

**Remark 1.2.** The fact that topologically \( \nu_i \) varies in a circle means that the value of the integral in (1.12) corresponding to the index \( i \) depends on how many times \( \nu_i \) winds around the \( i \)th circle as \( x \) and \( t \) vary. The winding number is independent of the path connecting points \( (x_0, t_0) \) and \( (x, t) \) on the \( x - t \) plane.

The proof of the theorem is given in Appendix I.

2. The effect of the small parameter \( \epsilon \). The problem (0.1a–b) is transformed by the rescaling \( x' = x/\epsilon, t' = t/\epsilon \) into

\begin{equation}
(2.1) \quad u'_{x'} - 6uu_{x'} + u_{x'x'} = 0, \quad u(x', 0) = -v(\epsilon x').
\end{equation}

Representation (1.11)–(1.12) gives

\begin{equation}
(2.2) \quad u(x, t, \epsilon) = -\xi_0 + 2 \sum_{i=1}^{g} \left( \nu_i(x, t) - \frac{\xi_{2i} + \xi_{2i-1}}{2} \right)
= \frac{\partial}{\partial x} \sum_{i=1}^{g} \epsilon \int_{\nu_i(x, t)}^{\nu_{i+1}(x, t)} \frac{P(\nu)}{R(\nu)^{1/2}} d\nu.
\end{equation}

The \( \nu_i(x, t) \) are constrained by the inequalities \( \xi_{2i} \leq \nu_i(x, t) \leq \xi_{2i-1} \) and satisfy the equation

\begin{equation}
(2.3) \quad \sum_{i=1}^{g} \epsilon \int_{\nu_i(x_0, t_0)}^{\nu_{i+1}(x_0, t_0)} \frac{1}{2} \frac{P_j(\nu)}{R(\nu)^{1/2}} d\nu = x - x_0 - 4\rho_j(t - t_0), \quad j = 1, 2, 3, \ldots.
\end{equation}

The \( (\xi_i)_{i=0}^{g} \) are the simple periodic/antiperiodic eigenvalues and \( (\nu_i(x, t))_{i=1}^{g} \) are the corresponding Dirichlet eigenvalues of the selfadjoint operator \( \mathcal{L}_s(t) = \epsilon^2 d^2/ds^2 - u(s, t) \) in the interval \([x, x + p]\). At \( t = 0 \) we have \( \mathcal{L}_s(0) = \epsilon^2 d^2/ds^2 + v(s) \).

The \( \xi_i \)'s and \( \nu_i(x_0, 0) \)'s are computed in Appendix III by the W.K.B. method as \( \epsilon \to 0 \). In this limit, the width of the spectral gaps decays exponentially in \( \epsilon \), in the region of negative eigenvalue parameter \( \xi \). We show later that the gaps of this region may be neglected. Thus, the significant Dirichlet eigenvalues satisfy \( \nu_i \geq 0 \). In view of the inequality \( \xi_0 \geq \xi_1 \geq \xi_2 \geq \xi_3 \geq \xi_4 \geq \xi_5 \geq \xi_6 \geq \cdots \), the significant Dirichlet eigenvalues are given by the truncated sequence \( \nu_1, \nu_2, \ldots, \nu_{N(\epsilon)} \), where the index \( N(\epsilon) \) is conveniently defined by the equality

\begin{equation}
(2.4) \quad \xi_{2N} = 0.
\end{equation}

The assumption that there is some \( N \) satisfying (2.4) can be made without loss of generality.
In region $0 < \xi < 1$ of the eigenvalue parameter $\xi$, the width of the spectral bands decays exponentially as $\varepsilon \to 0$. The distance between two successive bands is generically of order $\varepsilon$. In the region $\xi > 1$ there is no spectrum. It follows that $N(\varepsilon) = O(1/\varepsilon)$ as $\varepsilon \to 0$. Our problem will thus be reduced to one with $N(\varepsilon) = O(1/\varepsilon)$ degrees of freedom. This observation, which we prove rigorously, corresponds to the Ansatz in Lax and Levermore [6] that the reflection coefficient can be neglected. In fact, if we let the period of the initial data tend to infinity, the $N(\varepsilon)$ exponentially thin bands in the region $\xi > 0$ tend to become points: the discrete eigenvalues of Lax-Levermore. The exponentially small gaps in the region $\xi < 0$ correspond to the negligible contribution from the reflection coefficient.

The functions $P$ and $P_j$ of representation (2.2)-(2.3) depend on the $\rho_i$'s of Theorem 1.1. The following selection of the $\rho_i$'s will simplify the representation

\[
\rho_i = \begin{cases} 
\frac{1}{2}(\xi_{2i-2} + \xi_{2i-1}) & \text{midpoint of } i\text{th band when } i \leq N(\varepsilon), \\
\frac{1}{2}(\xi_{2i} + \xi_{2i-1}) & \text{midpoint of } i\text{th gap when } i > N(\varepsilon). 
\end{cases}
\]

We observe that the $\rho_i$'s defined by (2.5) satisfy both constraints (1.10).

3. The representation equations. We start the calculation by computing the integrals in (2.2)-(2.3). First we define

\[
(3.1a-b) \quad \sigma(\nu) = -\text{sgn} \frac{P(\nu)}{R(\nu)^{1/2}} = \pm 1 \quad \text{and} \quad \sigma_i(x, t, \varepsilon) = \sigma(\nu_i(x, t, \varepsilon)).
\]

$\sigma(\nu)$ depends critically on the sign of the square root of $R(\nu)$. Relations (1.2)-(1.4) and (1.9) imply

\[
(3.1c) \quad \sigma_i = -\text{sgn} \frac{P(\nu_i)}{R(\nu_i)^{1/2}} = \text{sgn} \frac{\partial \nu_i}{\partial x} = -\text{sgn} \frac{\partial \nu_i}{\partial t}.
\]

We define the following indefinite integrals in which the variable $\nu$ ranges over the gap region:

\[
(3.2a) \quad \int^\nu \frac{P(\nu)}{R(\nu)^{1/2}} d\nu = A(\nu)\sigma(\nu),
\]

\[
(3.2b) \quad \int^\nu \frac{P_j(\nu)}{R(\nu)^{1/2}} d\nu = D_j(\nu)\sigma(\nu).
\]

The constant of integration in each gap is defined conveniently by the relations

\[
A(0) = 0 \quad \text{(recall } \xi_{2N} = 0),
\]

\[
A(\xi_{2i-2}) = A(\xi_{2i-1}) \quad \text{when } i \leq N,
\]

\[
A(\rho_i) = 0 \quad \text{when } i > N.
\]

Similarly,

\[
D_j(0) = 0,
\]

\[
D_j(\xi_{2i-2}) = D_j(\xi_{2i-1}) \quad \text{when } i \leq N,
\]

\[
D_j(\rho_i) = 0 \quad \text{when } i > N.
\]
Formula (2.2) yields

\[ \int_{x}^{\infty} u(s, t, \varepsilon) \, ds = \sum_{i=1}^{g} \varepsilon A(v_i) \sigma_i(x, t, \varepsilon) + \text{const}, \]

where “constant” means independent of \( x \). The integration of (2.3) needs some attention, because of the winding numbers in the integrals. We define \( m_k(x, t, \varepsilon) \) to be the number of times that one of the \( v_i \)'s (necessarily a unique one) takes the value \( \xi_k \), as the space-time variables vary from \( (x_0, t_0) \) to \( (x, t) \). We define \( m_0(x, t, \varepsilon) = 0 \). We obtain the formula

\[ \int_{\nu_i(x_0, t_0, \varepsilon)}^{\nu_i(x, t, \varepsilon)} \frac{P_j(\nu)}{R(\nu)^{1/2}} \, d\nu = D_j(\nu) \sigma(\nu) \bigg|_{\nu_i(x_0, t_0, \varepsilon)}^{\nu_i(x, t, \varepsilon)} + 2 \left[ m_{2i-1} D_j(\xi_{2i-1}) - m_{2i} D_j(\xi_{2i}) \right]. \]

We substitute (3.4) in (2.3). After rearranging some terms and using (3.2d) we obtain

\[ \int_{\nu_i(x_0, t_0, \varepsilon)}^{\nu_i(x, t, \varepsilon)} \frac{P_j(\nu)}{R(\nu)^{1/2}} \, d\nu = D_j(\nu) \sigma(\nu) \bigg|_{\nu_i(x_0, t_0, \varepsilon)}^{\nu_i(x, t, \varepsilon)} + 2 \left[ m_{2i-1} D_j(\xi_{2i-1}) - m_{2i} D_j(\xi_{2i}) \right]. \]

We substitute (3.4) in (2.3). After rearranging some terms and using (3.2d) we obtain

\[ \int_{\nu_i(x_0, t_0, \varepsilon)}^{\nu_i(x, t, \varepsilon)} \frac{P_j(\nu)}{R(\nu)^{1/2}} \, d\nu = D_j(\nu) \sigma(\nu) \bigg|_{\nu_i(x_0, t_0, \varepsilon)}^{\nu_i(x, t, \varepsilon)} + 2 \left[ m_{2i-1} D_j(\xi_{2i-1}) - m_{2i} D_j(\xi_{2i}) \right]. \]

where \( j = 1, 2, \ldots, g \). We substitute (3.4) in (2.3). After rearranging some terms and using (3.2d) we obtain

\[ \int_{\nu_i(x_0, t_0, \varepsilon)}^{\nu_i(x, t, \varepsilon)} \frac{P_j(\nu)}{R(\nu)^{1/2}} \, d\nu = D_j(\nu) \sigma(\nu) \bigg|_{\nu_i(x_0, t_0, \varepsilon)}^{\nu_i(x, t, \varepsilon)} + 2 \left[ m_{2i-1} D_j(\xi_{2i-1}) - m_{2i} D_j(\xi_{2i}) \right]. \]

Equation (3.6) implies that the influence of the negative \( v_i \)'s (i.e., when \( i > N \)) on (3.3) is negligible as \( \varepsilon \to 0 \). This in turn means that we need consider only the equations corresponding to \( j \leq N \) in (3.5). Again we find that an error of \( o(1) \) as \( \varepsilon \to 0 \) will appear in (3.5) if \( A(\nu) \) is replaced by

\[ A(\nu) = \begin{cases} -2 \nu^{1/2} & \text{when } \nu > 0, \\ 0 & \text{when } \nu < 0. \end{cases} \]

\[ A(\nu) = \begin{cases} -2 \nu^{1/2} & \text{when } \nu > 0, \\ 0 & \text{when } \nu < 0. \end{cases} \]

Equation (3.6) implies that the influence of the negative \( v_i \)'s (i.e., when \( i > N \)) on (3.3) is negligible as \( \varepsilon \to 0 \). This in turn means that we need consider only the equations corresponding to \( j \leq N \) in (3.5). Again we find that an error of \( o(1) \) as \( \varepsilon \to 0 \) will appear in (3.5) if \( D_j(\nu) \) is replaced by

\[ D_j(\nu) = \begin{cases} - \frac{1}{\eta_j} \log \left| \nu^{1/2} - \eta_j \right| & \text{when } \left| \nu - \eta_j^2 \right| > \varepsilon^2, \\ - \frac{1}{\eta_j} \log \left| \nu - \eta_j^2 \right| + \left( \nu - \eta_j^2 \right)^{1/2} & \text{when } \left| \nu - \eta_j^2 \right| < \varepsilon^2, \\ 0 & \text{when } \nu < 0, \end{cases} \]

where, for \( j = 1, 2, \ldots, N(\varepsilon) \),

\[ \eta_j^2 = \rho_j = \text{center of } j \text{th spectral band}, \]

\[ 2 \delta_j = \text{width of } j \text{th spectral band}, \]

and the square roots have positive sign.
We substitute (3.6) in (3.3) and (3.7) in (3.5). By making some simple manipulations and using \( \nu_i \sim \eta_j \) we obtain

**Theorem 3.1.**

\[
\int_{X} u(s, t, \varepsilon) \, ds = -2 \sum_{i=1}^{N(\varepsilon)} e \eta_i \sigma_i(x, t, \varepsilon) + o(1) \quad (\varepsilon \to 0),
\]

\[
\sum_{i=1}^{N(\varepsilon)} \varepsilon \left[ \frac{1}{2} (1 - \sigma_i(x, t, \varepsilon)) - n_i(x, t, \varepsilon) \right] \log \left| \frac{\eta_i - \eta_j}{\eta_i + \eta_j} \right| 
+ r_j(x, t, \varepsilon) - r_j(x_0, t_0, \varepsilon) + n_j(x, t, \varepsilon) \gamma_j 
= \eta_j(x - x_0) - 4\eta_j^2 (t - t_0) 
+ \sum_{i=1}^{N(\varepsilon)} \varepsilon \left[ \frac{1}{2} (1 - \sigma_i(x_0, t_0, \varepsilon)) - n_i(x_0, t_0, \varepsilon) \right] \log \left| \frac{\eta_i - \eta_j}{\eta_i + \eta_j} \right| + o(1),
\]

where \( j = 1, 2, \ldots, N(\varepsilon) \),

\[
n_j(x, t, \varepsilon) = m_{2j-1}(x, t, \varepsilon) - m_{2j-2}(x, t, \varepsilon) = \text{integer},
\]

\[
\gamma_j = -\varepsilon \log \delta_j,
\]

\[
r_j(x, t, \varepsilon) = \frac{\varepsilon}{2} \left\{ \eta_j D_j(\nu_j) \sigma_j + \eta_{j-1} D_j(\nu_{j-1}) \sigma_{j-1} \right\}.
\]

We remark that, since the band widths \( \delta_j \) given by equation (III 38) of Appendix III are exponentially small in \( \varepsilon \), the quantities \( \gamma_j = -\varepsilon \log \delta_j \) have a first order contribution in (3.10). For the same reason the quantities \( r_j \) defined by (3.13) may also have a first order contribution in (3.10). The \( n_j \)'s correspond to the differences of the winding numbers in neighboring gaps. Whereas the winding numbers, in general, tend to infinity as \( \varepsilon \to 0 \), it will be seen that their differences are independent of \( \varepsilon \) in this limit.

**Theorem 3.2.** As \( \varepsilon \to 0 \) it is true that

\[
m_j(x, t, \varepsilon) = O((x - x_0)/\varepsilon) \quad \text{uniformly in } j.
\]

\[
n_j(x, t, \varepsilon) = O(x - x_0) \quad \text{uniformly in } j.
\]

\[
|r_j(x, t, \varepsilon)| \leq \frac{1}{2} \gamma_j + o(1).
\]

Before proving Theorem 3.2 we outline some of the results of our analysis of the initial data in Appendix III which we will use in the proof. Theorem 3.2 is essentially valid for general periodic initial data. However, for reasons of simplicity our analysis is restricted to initial data having a single well per period. In this case we show in Figure 3.1 the graphs of \( \nu_j(x, 0, \varepsilon) \) and \( \nu_{j-1}(x, 0, \varepsilon) \) when \( j = j(\varepsilon) \) is such that \( \eta_{j(\varepsilon)} \to \eta \in (0, 1) \) as \( \varepsilon \to 0 \).
The following basic facts pictured in Figure 3.1 are proven in Appendix III:

(a) The distances $\eta_j^2 - \eta_{j+1}^2$ and $\eta_{j-1}^2 - \eta_j^2$ are of order $\varepsilon$. The width of the $j$th band decays exponentially as $\varepsilon \to 0$. These results are proven in Theorem III.4.

(b) Region $\eta^2 > v(x)$. In this region $v_j(x, 0, \varepsilon)$ equals an endpoint of the $j$th gap (specifically the point $\eta_j^2 - \delta_j$) at exactly one $x$ in each period. The distance $|v_j - \eta_j^2|$ decays exponentially as $\varepsilon \to 0$ (see Theorem III.5).

(c) Region $\eta^2 < v(x)$. The graph of $v_j(x, 0, \varepsilon)$ is triangular with slopes of order 1 (see Theorem III.5). By (a) above, in the region $\{x: \eta^2 < v(x)\}$, $v_j(x, 0, \varepsilon)$ equals an endpoint of the $j$th gap at a number of $x$'s per period which is of order $1/\varepsilon$. Furthermore,

\begin{equation}
(3.17a-b) \quad v_{j-1}(\tilde{x}, 0, \varepsilon) = \eta_j^2 + \delta_j \Leftrightarrow v_j(\tilde{x}, 0, \varepsilon) = \eta_j^2 - \delta_j.
\end{equation}

Thus, the contribution of this region to $n_j(x, 0)$ in (3.11) is zero.

Claim 3.3. If $\tilde{x}_0$ satisfies (3.17) then there is a continuous function $\tilde{x}(t)$ which satisfies

\begin{align}
(3.18a) \quad & v_{j-1}(\tilde{x}(t), t, \varepsilon) = \eta_j^2 + \delta_j, \\
(3.18b) \quad & v_j(\tilde{x}(t), t, \varepsilon) = \eta_j^2 - \delta_j, \\
(3.18c) \quad & \tilde{x}(0) = \tilde{x}_0.
\end{align}

Remark 3.4. For reasons of simplicity we have allowed a slight inaccuracy in equations (3.17)–(3.18). Instead of $\tilde{x}$ we should have $\hat{x}$ in (3.18a) and $\tilde{x}$ in (3.18b) with $|\tilde{x}(t) - \hat{x}(t)|$ decaying exponentially as $\varepsilon \to 0$. Avoiding this inaccuracy would add annoying complication and nothing of substance to our calculation.

Remark 3.5. Claim 3.3 states that the topology of Figure 3.1 is preserved for $t > 0$.

Remark 3.6. In the region $\eta^2 < v(x)$, $v_j(x, 0, \varepsilon)$ performs a spatial oscillation with frequency of order $O(1/\varepsilon)$. Such fast oscillations are thus present even at $t = 0$ but their contribution to (2.2) cancel out. This will no longer be true beyond breaktime. The mechanism by which total cancellation ceases and an overall fast oscillation emerges is explained in §8.

Proof of Claim 3.3. We take the ratios

\begin{align*}
& \frac{\partial v_{j+1}}{\partial x} / \frac{\partial v_j}{\partial x} \quad \text{and} \quad \frac{\partial v_{j-1}}{\partial t} / \frac{\partial v_j}{\partial t},
\end{align*}
in equations (1.3)–(1.4). As long as
\[ |v_j - v_{j-1}| \ll \epsilon, \]
which is true at \( x = \tilde{x}, t = 0 \) we can cancel most of the factors in the ratios. We obtain
\[ \frac{dv_{j-1}}{dv_j} \sim \frac{\sigma_{j-1}\left[(v_{j-1} - \eta_j^2 + \delta_j)(v_{j-1} - \eta_j^2 - \delta_j)\right]^{1/2}}{\sigma_j\left[(v_j - \eta_j^2 + \delta_j)(v_j - \eta_j^2 - \delta_j)\right]^{1/2}}. \]
This integrates to
\[ \log\left(v_{j-1} - \eta_j^2 + \sigma_{j-1}\left[(v_{j-1} - \eta_j^2)^2 - \delta_j^2\right]^{1/2}\right) \sim \log\left(\frac{\eta_j^2 - v_j - \sigma_j\left[(\eta_j^2 - v_j)^2 - \delta_j^2\right]^{1/2}}{v_{j-1} - \eta_j^2} + \text{const.} \right). \]
Allowing for the inaccuracy we mentioned in Remark 3.4 we replace “~” with “=”. At \( t = 0, x = \tilde{x} \) we have
\[ v_{j-1} - \eta_j^2 = \eta_j^2 - v_j = \delta_j. \]
Thus in (3.21) the constant is zero. There exists a unique \( \tilde{x}(t) \) satisfying (3.18b–c). By (3.21) \( \tilde{x}(t) \) satisfies (3.18a) as well. Q.E.D.

**PROOF OF THEOREM 3.2.** Let \( p \) be the period of the initial data. By points (c) in our earlier discussion of initial data, \( m_j(x + p, 0, \epsilon) - m_j(x, 0, \epsilon) = O(1/\epsilon) \) uniformly in \( j \). The integers \( m_j(x + p, t, \epsilon) - m_j(x, t, \epsilon) \), where \( \epsilon > 0 \) is fixed, are topological invariants independent of \( x \) and \( t \). Relation (3.14) follows. Relation (3.15) is true at \( t = 0 \) by points (a) and (b) above. It is true at \( t > 0 \) because the topology of Figure 3.1 is preserved according to Claim 3.3.

We now prove (3.16). We have from (3.13)
\[ r_j(x, t, \epsilon) = -(\epsilon/2)\sigma_{j-1}\log\left(v_{j-1} - \eta_j^2 + \left[(v_{j-1} - \eta_j^2)^2 - \delta_j^2\right]^{1/2}\right) \]
\[ - (\epsilon/2)\sigma_j\log\left(v_j - \eta_j^2 + \left[(v_j - \eta_j^2)^2 - \delta_j^2\right]^{1/2}\right). \]
Each term in the right-hand side of (3.23) is absolutely bounded by \( \frac{1}{2}\gamma_j \). Furthermore \( |v_j - \eta_j^2| > \epsilon^2 \) where \( i = j \) or \( i = j - 1 \Rightarrow \) corresponding term in the right-hand side of (3.23) is \( o(1) \) as \( \epsilon \to 0 \). Thus the only case in which (3.16) could be violated is at some \( (x, t, \epsilon) \) satisfying simultaneously
\[ \sigma_j = \sigma_{j-1}, \quad |v_j - \eta_j^2| < \epsilon^2, \quad \text{and} \quad |v_{j-1} - \eta_j^2| < \epsilon^2. \]
One can easily verify that the topology of the graphs of \( v_j(x, t, \epsilon) \) and \( v_{j-1}(x, t, \epsilon) \) allows us to move \( x \) continuously to a point \( x' \) so that \( \sigma_j \) and \( \sigma_{j-1} \) do not change and either (3.24b) or (3.24c) is violated. On the other hand relation (3.21) and formula
\[ \log(a + \sqrt{a^2 - \delta^2}) = -\log(a - \sqrt{a^2 - \delta^2}) + 2\log\delta \]
show that \( r_j(x, t, \epsilon) \) remains constant to first order during the process. Therefore,
\[ r_j(x, t, \epsilon) \sim r_j(x', t, \epsilon) \]
and \( r_j(x', t, \varepsilon) \) satisfies (3.16) because it does not satisfy all three requirements of (3.24).

Q.E.D.

4. The continuum limit: definition of a density function. Heuristically our goal is to derive functions giving the density of the \( \eta_i \)'s which have \( \sigma_i = 1 \) and \( \sigma_i = -1 \) respectively. Given such functions the right-hand side of (3.9) tends to a simple Riemann integral as \( \varepsilon \to 0 \). We proceed rigorously following ideas of Lax and Levermore [6, 1].

As a first step of the passage to the continuum limit, we express the sums in (3.9)–(3.10) as integrals over the following atomic measure in the \( \eta \) variable:

\[
\begin{align*}
\text{(4.1)} \quad d\Psi_\varepsilon(\eta, x, t) &= \varepsilon \sum_{i=1}^{N(\varepsilon)} \left[ \frac{1}{2} (1 - \sigma_i(x, t, \varepsilon)) - n_i(x, t, \varepsilon) \right] \delta(\eta - \eta_i) d\eta.
\end{align*}
\]

Here \( \delta \) stands for the Dirac delta function. Equation (3.9) becomes

\[
\begin{align*}
\text{(4.2)} \quad \int u(s, t, \varepsilon) ds &= 4 \int_0^1 \eta d\Psi_\varepsilon(\eta, x, t) + 4 \sum_{i=1}^{N(\varepsilon)} \varepsilon \eta n_i(x, t, \varepsilon) + \text{const} + o(1),
\end{align*}
\]

where "constant" means "independent of \( x \)" and \( o(1) \) is with respect to \( \varepsilon \to 0 \). Equations (3.10) become

\[
\begin{align*}
\text{(4.3)} \quad \int \log \left| \frac{\eta - \mu}{\eta + \mu} \right| d\Psi_\varepsilon(\mu, x, t) + r_j(x, t, \varepsilon) - r_j(x_0, t_0, \varepsilon) + n_j \gamma_j
\end{align*}
\]

The asterisk in the integral sign indicates that the term corresponding to \( i = j \) is excluded from the sum.

THEOREM 4.1. For \( x, t \) fixed there is a bounded measurable function \( \psi(\eta, x, t) \) such that \( d\Psi_\varepsilon \to (1/\pi)\psi(\eta, x, t) d\eta \) as \( \varepsilon \to 0 \). The limit in the sense of finite measures in \([0, 1] \).

PROOF. For \( x, t \) fixed we show that the measures \( d\Psi_\varepsilon \) are uniformly bounded as \( \varepsilon \to 0 \). Indeed it is known (and can be seen from our calculation in Appendix III) that in the sense of finite measures in \([0, 1] \): as \( \varepsilon \to 0 \), \( d\Phi_\varepsilon = \sum_{i=1}^{N(\varepsilon)} \delta(\eta - \eta_i) d\eta \to (1/\pi)\phi(\eta) d\eta \) where \( \phi(\eta) \) is bounded in \([0, 1] \). The uniform boundedness of the measure \( d\Psi_\varepsilon \) follows from

\[
\begin{align*}
\text{(4.4)} \quad |d\Psi_\varepsilon| &\leq \max_i \left\{ 1 + |n_i(x, t, \varepsilon)| \right\} d\Phi_\varepsilon.
\end{align*}
\]

Hence, there is a sequence \( \varepsilon_k \to 0 \) and a finite measure \( d\Psi(\eta, x, t) \) such that

\[
\text{(4.5)} \quad d\Psi_\varepsilon(\eta, x, t) \to d\Psi(\eta, x, t).
\]

By the Radon-Nikodym theorem, there is a measurable function \( \psi(\eta, x, t) \) defined in \( 0 \leq \eta \leq 1 \) such that

\[
\text{(4.6)} \quad d\Psi(\eta, x, t) = (1/\pi)\psi(\eta, x, t) d\eta.
\]

The uniqueness of \( \psi(\eta, x, t) \), to be shown in §7, demonstrates that the limit (4.5) exists not only in a subsequence but as \( \varepsilon \to 0 \). Finally (4.4) and the boundedness of \( \phi(\eta) \) imply that \( \psi(\eta, x, t) \) is bounded. Q.E.D.
The boundedness of $\psi$ implies
\[
\int^* \log \left| \frac{\eta_j - \mu}{\eta_j + \mu} \right| d\Psi(\eta, x, t)
\]
\[
= \frac{1}{\pi} \int_0^1 \log \left| \frac{\eta_j - \mu}{\eta_j + \mu} \right| \psi(\mu, x, t) d\mu + o(1) \quad (\varepsilon \to 0).
\]
(4.7)

There follows

**Theorem 4.2.** Equations (4.2)–(4.3) can be written in terms of $\psi$ as $\varepsilon \to 0$:
\[
\int^x u(s, t, \varepsilon) \, ds = \frac{4}{\pi} \int_0^1 \eta \psi(\eta, x, t) \, d\eta + 4 \sum_{i=1}^{N(\varepsilon)} \varepsilon \eta_i n_i(x, t, \varepsilon) + \text{const} + o(1),
\]
(4.8)
\[
n_j(x, t, \varepsilon) \gamma_j + r_j(x, t, \varepsilon)
\]
\[
= \eta_j(x - x_o) - 4\eta_j^3(t - t_0) + \frac{1}{\pi} \int_0^1 \log \left| \frac{\eta - \mu}{\eta + \mu} \right| \psi(\mu, x_0, t_0) \, d\mu + r_j(x_0, t_0, \varepsilon)
\]
\[
- \frac{1}{\pi} \int_0^1 \log \left| \frac{\eta - \mu}{\eta + \mu} \right| \psi(\mu, x, t) \, dt + o(1).
\]
(4.9)

5. The continuum limit: periodic single-well potentials. Our goal is to derive an equation for the density function $\psi(\eta, x, t)$. For the sake of simplicity, we first examine the case of initial data of the periodic single-well type as shown in Figure 5.1. We perform a W.K.B. analysis of the initial data in Appendix III with the following results:

**Theorem 5.1.** Let $v(x)$ be a periodic function of period $p$ with a single well in each period as in Figure 5.1.

We assume $v(x)$ to be normalized as in (0.1c). If $\varepsilon \to 0$ and if $j = j(\varepsilon) \to \infty$ in such a way that $\eta_j \to \eta \in (0, 1)$, then
\[
\lim \gamma_j = -\lim \log \delta_j = \int_{x_+}^{(x_+ + p)} \sqrt{\eta^2 - v(x)} \, dx = \gamma(\eta),
\]
(5.1)
\[
\lim \frac{1}{\varepsilon} (\eta_j - \eta_{j+1}) = \pi \phi(\eta)^{-1} \quad \text{where } \phi(\eta) = \int_{x}^{x_+} \frac{\eta \, dx}{\sqrt{v(x) - \eta^2}}.
\]
(5.2)

**Figure 5.1**
Relations (5.1)-(5.2) are proven in Theorem III.4 of Appendix III. The limit of \( r_j(x,0,\epsilon) \) exists and is denoted by
\[
(5.3) \quad r(\eta, x, 0) = \lim_{\epsilon \to 0} r_j(x, 0, \epsilon).
\]
The expression for \( r(\eta, x, 0) \) is given by (III.56)-(III.57) in Appendix III. The points \( x_\pm \) are defined in Figure 5.1.

We make our expressions shorter by defining
\[
(5.4) \quad L\psi(\eta) = \frac{1}{\pi} \int_0^1 \log \left| \frac{\eta - \mu}{\eta + \mu} \right| \psi(\mu) \, d\mu,
\]
\[
(5.5) \quad a(\eta, x, t) = \eta(x - x_0) - 4\eta^2t - L\psi(\eta, x_0, 0) + r(\eta, x_0, 0),
\]
\[
(5.6) \quad s(\eta, x, t) = a(\eta, x, t) - L\psi(\eta, x, t).
\]
Equations (4.9) become
\[
(5.7) \quad n_j(x, t, \epsilon) \gamma(\eta_j) + r_j(x, t, \epsilon) = s(\eta, x, t) + o(1) \quad \text{as } \epsilon \to 0,
\]
where \( j = 1, 2, \ldots, N(\epsilon) \).

**Lemma 5.2.** Let \( \epsilon \to 0 \) and let \( j(\epsilon) \to \infty \) in such a way that \( \eta_j \to \eta \). Then for all \( \eta \in (0,1) \) except at most finitely many the limits
\[
(5.8) \quad n(\eta, x, t) = \lim_{\epsilon \to 0} n_j(x, t, \epsilon) \quad \text{and} \quad r(\eta, x, t) = \lim_{\epsilon \to 0} r_j(x, t, \epsilon)
\]
exist and are continuous in \( \eta \).

**Proof.** The function \( a(\eta, x, t) \) is continuous in \( \eta \). The function \( L\psi(\eta, x, t) \) is continuous in \( \eta \) because \( \psi(\eta, x, t) \) is bounded. Thus \( s(\eta, x, t) \) is continuous in \( \eta \). We have proven in (3.16) that \( |r_j| < \frac{1}{2} \gamma(\eta_j) + o(1) \) as \( \epsilon \to 0 \). Thus in the limit \( \epsilon \to 0 \) relation (5.7) expresses the continuous function \( s(\eta, x, t) \) as an integral number of “cycles” \( \gamma(\eta) \) plus a remainder \( r(\eta) \). The lemma follows immediately.

We take limits in (5.7). Following Lemma 5.2 we have
\[
(5.9) \quad a(\eta, x, t) - L\psi(\eta, x, t) = s(\eta, x, t) = n(\eta, x, t) \gamma(\eta) + r(\eta, x, t),
\]
where \( n \) is an integer and \( |r(\eta, x, t)| \leq \frac{1}{2} \gamma(\eta) \).

**Lemma 5.3.** Let \( \epsilon \to 0 \) and \( j(\epsilon) \to \infty \) in such a way that \( \eta_j \to \eta \in (0,1) \). For small nonzero \( \epsilon \) and for all the points \( (\eta, x, t) \) at which \( r(\eta, x, t) \) is continuous in \( \eta \) and nonzero, the relations
\[
(5.10a-b) \quad |\nu_i(x, t, \epsilon) - \eta_j^2| \leq e^{-|r(\eta, x, t)|/\epsilon}, \quad \sigma_i(x, t, \epsilon) = \text{sgn} \, r(\eta, x, t)
\]
hold simultaneously either when \( i = j(\epsilon) \) or when \( i = j(\epsilon) - 1 \).

**Proof.** Let \( i \in \{j - 1, j\} \) be defined by \( D_i = \max\{D_{j-1}, D_j\} \). Equation (3.13) implies that \( \text{sgn} \, r_j = \sigma_j \). Equation (5.10b) follows. We now prove (5.10a). Definition (3.7) implies
\[
|r_j|/\epsilon \leq -\log \left\{ |\nu_i - \eta_j^2| + \left[ (\nu_i - \eta_j^2)^2 - \delta_j^2 \right]^{1/2} \right\}.
\]
There follows
\[
|\nu_i - \eta_j^2| + \left[ (\nu_i - \eta_j^2)^2 - \delta_j^2 \right] \leq e^{-r_j/\epsilon}
\]
and

$$|\nu_i - \eta_i^2| \leq e^{-|\nu_i|/\varepsilon} \rightarrow e^{-|r(\eta, x, t)|/\varepsilon}.$$  Q.E.D.

**THEOREM 5.4 (THE BASIC INTEGRAL EQUATION).** Let \( n \) denote an integer and let \( s(n, x, t) \) be given by (5.6). Then:

$$
(n - \frac{1}{2})\gamma(\eta) < s(\eta, x, t) < n\gamma(\eta) \Rightarrow \psi(\eta, x, t) = (1 - n)\phi(\eta),
$$

(5.11)  

$$s(\eta, x, t) = n\gamma(\eta) \Rightarrow -n\phi(\eta) \leq \psi(\eta, x, t) \leq (1 - n)\phi(\eta),$$

$$n\gamma(\eta) < s(\eta, x, t) < (n + \frac{1}{2})\gamma(\eta) \Rightarrow \psi(\eta, x, t) = -n\phi(\eta).$$

**PROOF.** We first assume that for some \((\eta, x, t)\) and for some integer \(n\):

$$
(n - \frac{1}{2})\gamma(\eta) < s(\eta) < n\gamma(\eta).
$$

(5.12)

By relation (5.9) we have

$$n = n(\eta, x, t) \quad \text{and} \quad r(\eta, x, t) < 0.
$$

(5.13)

Let \( j(\varepsilon) \to \infty \) in such a way that \( \eta_j \to \eta \) as \( \varepsilon \to 0 \). By Lemma 5.3, for \( i = j \) or \( i = j - 1 \),

$$\sigma_i(x, t, \varepsilon) = -1 \quad \text{and} \quad |\nu_i - \eta_i^2| \text{ is exponentially small in } \varepsilon.
$$

As the distance of two consecutive \( \eta_j \)'s is of order \( \varepsilon \) there follows that the same \( \nu_i \) cannot be exponentially close to two different \( \eta_j^2 \)'s. Thus in Definition 4.1 essentially all \( \sigma_i \)'s are equal to \(-1\). There follows

$$\psi(\eta, x, t) = (1 - n)\phi(\eta).$$

The two remaining parts follow analogously.

**Corollary 5.5.** Relation (5.11) can be written

$$
\psi(\eta, x, t) = -\phi(\eta)J \left\{ \frac{1}{\gamma(\eta)} \left( a(\eta, x, t) - L\psi(\eta, x, t) \right) \right\},
$$

(5.14)

where \( J(w) = n \) when \( w = n + \lambda, \ n \text{ integer}, 0 < \lambda < 1, \) and

$$n - 1 \leq J(n) \leq n \quad \text{when } n \text{ is an integer}.
$$

(5.15)

Equation (5.14) is an immediate consequence of (5.6) and (5.11).

Equation (5.14) is an integral equation for \( \psi(\eta, x, t) \). It is the basic integral equation we have been searching for. For formulation of the basic integral equation as in (5.14) is preferable to (5.11) because it can be easily generalized to cover the case of general periodic potentials.

**THEOREM 5.6 (THE WEAK LIMIT).** The weak limit of the solution \( u(x, t, \varepsilon) \) of (0.1) as \( \varepsilon \to 0 \) in the case of initial data with a single well per period, normalized as in (0.1c) is given by

$$
\bar{u}(x, t) = \frac{\partial}{\partial x} \lim_{\varepsilon \to 0} \int_{-\infty}^{x} u(s, t, \varepsilon) \, ds = \frac{4}{\pi} \frac{\partial}{\partial x} \int_{0}^{1} \eta \left[ \psi(\eta, x, t) + n(\eta, x, t)\phi(\eta) \right] \, d\eta.
$$

(5.16)
Here $\psi$ is the solution to the basic integral equation (5.14) or equivalently (5.11). The integer $n(\eta, x, t)$ is determined from

$$
(5.17) \quad n(\eta, x, t)\gamma(\eta) + r(\eta, x, t) = a(\eta, x, t) - L\psi(\eta, x, t),
$$

where $a(\eta, x, t)$ is given by (5.5) and $r(\eta, x, t)$ satisfies

$$
-\frac{1}{2}\gamma(\eta) \leq r(\eta, x, t) \leq \frac{1}{2}\gamma(\eta).
$$

The functions $\phi(\eta)$, $\gamma(\eta)$, and $r(\eta, x, 0)$ are computed from the initial data in Appendix III.

6. General periodic initial data. We sketch the derivation of the basic integral equation in this case. We take any period $[\xi, \xi + p]$ of the initial data $u(x, 0)$ and we identify the endpoints to form a “circle.” By the “number of wells of the initial data at $\eta^2$,” we mean the number of disjoint intervals of the above circle on which $u(x, 0) - \eta^2$ is negative. We denote this number by $q(\eta)$. Asymptotically, as $\epsilon \to 0$, the spectrum of the operator $\mathcal{L}_\epsilon(0)$ near the value $\eta^2$ of the eigenvalue parameter is generically the union of $q(\eta)$ spectra of the form (5.1)-(5.3) having corresponding functions $\gamma_r(\eta) = \gamma(\eta)$, $\phi_r(\eta)$, $r_r(\eta, x, 0)$, where $\tau = 1, 2, \ldots, q(\eta)$. These functions can be calculated by the W.K.B. method. We note that $\gamma(\eta)$ is independent of $\tau$. Corresponding to each of these, we can define the functions $a_r(\eta, x, t)$ as in (5.5) and $\psi_r(\eta, x, t)$ as in §4. The total density of spectral bands in the variable $\eta$, is given by

$$
(6.1) \quad \frac{1}{\pi\epsilon} \phi(\eta) \quad \text{where} \quad \phi(\eta) = \sum_{\tau=1}^{q(\eta)} \phi_r(\eta),
$$

and the total $\psi(\eta, x, t)$ defined in (4.5) is given by

$$
(6.2) \quad \psi(\eta, x, t) = \sum_{\tau=1}^{q(\eta)} \psi_r(\eta, x, t).
$$

The limit $\epsilon \to 0$ in equation (4.9), taken for each family of bands separately, yields

$$
(6.3) \quad L\psi(\eta, x, t) + s_r(\eta, x, t) = a_r(\eta, x, t), \quad \tau = 1, \ldots, q(\eta).
$$

An examination of the treatment in §5 shows that it can be applied to each family of bands separately. By Corollary 5.5 we obtain for $\tau = 1, \ldots, q(\eta)$,

$$
(6.4) \quad \psi_r(\eta, x, t) = -\phi_r(\eta)J\left(\frac{1}{\gamma(\eta)}(a_r(\eta, x, t) - L\psi(\eta, x, t))\right).
$$

Using (6.2):

$$
(6.5) \quad \psi(\eta, x, t) = -\sum_{\tau=1}^{q(\eta)} \phi_r(\eta)J\left(\frac{1}{\gamma(\eta)}(a_r(\eta, x, t) - L\psi(\eta, x, t))\right).
$$

Equation (6.5) is an integral equation for $\psi(\eta, x, t)$ which can be solved uniquely by the method developed by Lax and Levermore in [6, II].
Theorem 6.1. The weak limit of the solution $u(x, t, \varepsilon)$ of (0.1) as $\varepsilon \to 0$ in the case of periodic initial data normalized as in (0.1c) is given by

$$\bar{u}(x, t) = \frac{\partial}{\partial x} \lim_{\varepsilon \to 0} \int_0^x u(s, t, \varepsilon) \, ds,$$

$$= \frac{4}{\pi} \frac{\partial}{\partial x} \int_0^1 \eta \left[ \psi(\eta, x, t) + \sum_{\tau=1}^{q(\eta)} n_\tau(\eta, x, t) \phi_\tau(\eta) \right] \, d\eta.$$

Here $\psi$ is the solution to the basic integral equation (6.5). The integers $n_\tau$ are obtained from

$$n_\tau(\eta, x, t) \gamma(\eta) + r_\tau(\eta, x, t) = a_\tau(\eta, x, t) - L\psi(\eta, x, t),$$

where $a_\tau$ has the form of (5.5) and

$$-\frac{1}{2} \gamma(\eta) \leq r_\tau \leq \frac{1}{2} \gamma(\eta), \quad \tau = 1, 2, \ldots, q(\eta).$$

The functions $\phi_\tau(\eta), \gamma(\eta),$ and $r_\tau(\eta, x, 0)$ are computed from the initial data.

7. The solution of the basic integral equations. The complete solution of the basic integral equation is presented in [22]. It is obtained by its reduction to the Riemann-Hilbert problem solved by Lax and Levermore [6, 11]. We describe some of the results. To be simple we work with initial data having a single well per period. For each $t \geq 0$ the strip of the $x-\eta^2$ plane $0 \leq \eta^2 \leq 1$ is divided into two regions, one in which $\psi(\eta, x, t)$ is an integral multiple of $\phi(\eta)$ (equivalently $r(\eta, x, t) \neq 0$) and one in which $\psi(\eta, x, t)$ is not an integral multiple of $\phi(\eta)$ (equivalently $r(\eta, x, t) = 0$). The relevance of these relations is obvious by inspection of equation (5.11).

By the Lax-Levermore results, for each $t$, the boundary separating the two regions in the $x-\eta^2$ plane is a connected curve $g_t$, $p$-periodic in the $x$ variable. This curve can be specified at some $t$ as the graph of a $p$-periodic, in general multivalued, function of $x$. We denote its values by

$$\beta_0^2(x, t) > \beta_1^2(x, t) > \cdots > \beta_m^2(x, t) \quad \text{see Figure 7.1.}$$

They lie in the interval $[0, 1]$ or in general $[v_{\text{min}}, v_{\text{max}}]$ if the normalization (1.c) is not adopted.

![Figure 7.1](image-url)
We have

\begin{align}
(7.2) \quad r(\eta, x, t) &= 0 \quad \text{when } \eta \in [0, \beta_{2m}] \cup [\beta_{2m-1}, \beta_{2m-2}] \cup \cdots \cup [\beta_1, \beta_0], \\
r(\eta, x, t) &\neq 0 \quad \text{when } \eta \in [\beta_{2m}, \beta_{2m-1}] \cup \cdots \cup [\beta_2, \beta_1] \cup [\beta_0, \beta_1].
\end{align}

The evolution equations for the \( \beta_k \)'s are exactly the ones derived by Lax and Levermore [equation (5.27)] in their treatment of the problem with single-well initial data:

\begin{align}
(7.3) \quad (\beta_k^{2m+1} + \alpha_2 \beta_k^{2m-1} + \cdots + \alpha_{m+1} \beta_k) \frac{\partial \beta_k}{\partial t} \\
+ \left[ 12 \beta_k^{2m+3} - 6 \sum_{i=1}^{2m+1} \beta_i^{2m+1} + \gamma_2 \beta_k^{2m-1} + \cdots + \gamma_{m+1} \beta_k \right] \frac{\partial \beta_k}{\partial x} = 0,
\end{align}

\( k = 0, 1, 2, \ldots, 2m. \)

The coefficients \( \alpha_i \)'s and \( \gamma_i \)'s are known functions of the \( \beta_i \)'s.

At \( t = 0 \) we have the result

\begin{align}
(7.4) \quad m(x, 0) &= 0 \quad \text{and} \quad \beta_0^2(x, 0) = v(x),
\end{align}

where \( v(x) = -u(x, 0) \) as in (0.1b). In the case of \( m = 0 \) there is only \( \beta_0 \) and equations (7.3) become

\begin{align}
(7.5) \quad \partial (-\beta_0^2)/\partial t - 6(-\beta_0^2)\partial (-\beta_0^2)/\partial x = 0.
\end{align}

After equation (7.5) shocks, the curve \( g_t \) becomes the graph of a multivalued function of \( x \) and a region in the \( x-t \) plane emerges having \( m = 1 \). Equations (7.3) are in this case identical with Whitham’s modulation equations [13]. For higher \( m \)'s, equations (7.3) coincide with the modulation equations derived by Flaschka, Forest, and McLaughlin [4]. The connection between the \( \beta_k \)'s and modulation theory will become apparent in the following section.

The evolution of the \( \beta_k \)'s contains the singular phenomenon of shocking and the generation of more \( \beta \)'s. Lax and Levermore circumvent this difficulty by parametrizing the curve \( g_t \) as \( x = x(s, t) \), \( \eta = \eta(s, t) \). The curve at \( t = 0 \) is

\begin{align}
(7.6) \quad x(s, 0) &= s, \quad \eta = v(s)^{1/2},
\end{align}

and it evolves in time in accordance to the equations

\begin{align}
(7.7) \quad \eta(s, t) &= \eta(s, 0) = v(s)^{1/2}, \\
\frac{\partial x(s, t)}{\partial t} &= \frac{12 \eta^{2m+3} - 6(\sum \beta_k^2) \eta^{2m+1} + \gamma_2 \eta^{2m-1} + \cdots + \gamma_{m+1} \eta}{\eta^{2m+1} + \alpha_2 \eta^{2m-1} + \cdots + \alpha_{m+1} \eta} \bigg|_{\eta = \eta(s, t) = v(s)^{1/2}}.
\end{align}

Once the curve \( g_t \) is known, the function \( \psi(\eta, x, t) \) is derived explicitly by the Lax-Levermore procedure.
Remark 7.1. At each time \( t \) the quantities \( m(x, t), \beta_0(x, t), \ldots, \beta_{2m}(x, t) \) which appear in the right-hand side of the second equation (7.7) are functionals of the curve \( g_t \). Their functional dependence on \( g_t \) is given in the paragraph which contains equations (7.1). Thus, at least in principle, the system of equations (7.7) gives the evolution of the curve \( g_t \) and consequently the evolution of the quantities \( m(x, t) \) and \((\beta_i(x, t))_{i=0}^{2m}\). How to solve this system beyond breaktime explicitly is not known. Even a proof of global or even of local (beyond breaktime) existence and uniqueness of the solution of this system is still missing. These questions are important because of the physical importance of the above quantities. As we will see in §8, \( m(x, t) \) gives the number of phases of the fast oscillation at \((x, t)\). The modulation parameters \((\beta_i)_{i=0}^{2m}\) are the simple periodic/antiperiodic eigenvalues of the operator associated with the local fast oscillation. In other words the local oscillations are characterized up to phase shifts by these quantities.

8. The emergence of oscillations. We study the solution in the vicinity of a fixed point in space and time \((x_0, t_0)\). We make the change of variable

\[
(8.1) \quad x = x_0 + \epsilon y, \quad t = t_0 + \epsilon \tau,
\]

and we work in the stretched variables \( y \) and \( \tau \). By abuse of notation we denote \( u(x, t, \epsilon) \) and \( \nu_i(x, t, \epsilon) \) by \( u(y, \tau, \epsilon) \) and \( \nu_i(y, \tau, \epsilon) \) respectively. The \( \beta_k \)'s are assumed to be constant in the variables \( y \) and \( \tau \).

Theorem 8.1. As \( \epsilon \to 0 \), \( u(y, \tau, \epsilon) \) has the representation

\[
(8.2) \quad u(y, \tau, \epsilon) \sim -\beta_0^2 + 2 \sum_{i=1}^{m(x, t)} \left( \mathcal{N}_i(y, \tau, \epsilon) - \frac{\beta_{2i}^2 + \beta_{2i-1}^2}{2} \right),
\]

where the \( \mathcal{N}_i \)'s are constrained by

\[
(8.3) \quad \beta_{2i}^2 \leq \mathcal{N}_i \leq \beta_{2i-1}^2
\]

and satisfy the differential equations

\[
(8.4a, b) \quad \frac{\partial \mathcal{N}_j}{\partial y} = \frac{2R(\mathcal{N}_j)^{1/2}}{\prod_{i \neq j}(\mathcal{N}_j - \mathcal{N}_i)}, \quad \frac{\partial \mathcal{N}_j}{\partial \tau} = \frac{4(u - 2\mathcal{N}_j)R(\mathcal{N}_j)^{1/2}}{\prod_{i \neq j}(\mathcal{N}_j - \mathcal{N}_i)},
\]

where

\[
(8.5) \quad R(\mathcal{N}_j) = \prod_{k=0}^{2m} \left( \mathcal{N}_j - \beta_k^2 \right).
\]

Remark 8.1. Representation (8.2)–(8.5) tells us that \( u(y, \tau, \epsilon) \) is an \( m \)-phase quasi-periodic soliton solution of the KdV equation

\[
(8.6) \quad u_\tau - 6uu_y + u_{yyy} = 0.
\]

The corresponding spectral bands are the intervals \([\beta_1^2, \beta_0^2]\), \([\beta_3^2, \beta_2^2]\), \ldots, \([-\infty, \beta_{2m}^2]\) and the corresponding Dirichlet eigenvalues are the \( \mathcal{N}_i \)'s. The solution \( u(x, t, \epsilon) \) is thus quasiperiodic in the fast variables \( x/\epsilon, t/\epsilon \) with the spectral parameters \( \beta_k \) varying slowly according to (7.3). This establishes the connection between the \( \beta_k \)'s and the modulation equation which was stated earlier.
The proof of this theorem rests on a plausible conjecture of statistical nature which is explained in the following. To keep expressions simple we sketch the proof in the case \( m = 1 \), in which there are only three \( \beta \)'s, namely \( \beta_0, \beta_1, \) and \( \beta_2 \). A more detailed proof of essentially the same theorem is given in [12].

**Sketch of Proof.** We examine the microstructure of the \( \eta_i \)'s

\[
\eta_1^2 > \eta_2^2 > \eta_3^2 > \cdots > \eta_N^2 > \eta > 0
\]
as defined in the second section. According to (7.2)

\[
(8.7) \quad \begin{align*}
    r(v_i, x, t) &= 0 \quad \text{when } v_i \in \left[0, \beta_0^2 \right] \cup \left[\beta_1^2, \beta_0^2 \right], \\
    r(v_i, x, t) &\neq 0 \quad \text{when } v_i \in (\beta_2^2, \beta_1^2) \cup (\beta_0^2, 1).
\end{align*}
\]

**Study of region with \( r \neq 0 \).** Lemma 5.3 implies

\[
(8.8) \quad v_i \in (\beta_0^2, 1) \Rightarrow v_i = \eta_i^2 + \text{error exponentially small in } \epsilon.
\]
The contribution of the \( \eta_i \)'s in \((\beta_0^2, 1)\) to the sum in (1.2) is

\[
(8.9) \quad 2 \sum_{\{i: v_i \in (\beta_0^2, 1)\}} \left( v_i - \frac{\xi_{2i-1} + \xi_{2i}}{2} \right) \sim 1 - \beta_0^2 \quad \text{as } \epsilon \to 0.
\]

In the region \((\beta_2^2, \beta_1^2)\) where again \( r \neq 0 \), not all \( \eta_i \)'s can be determined through Lemma 5.3. The theorem dictates the configuration of Figure 8.1 in which one \( v_i \) denoted by \( \mathcal{N} \) does not need to be close to some \( \eta_i^2 \).

In this figure an interval denotes a band, a dot denotes a \( v_i \), and a dot touching a band indicates that the distance between the corresponding band and \( v_i \) decays exponentially as \( \epsilon \to 0 \). As \( y \) and \( \tau \) vary, \( \mathcal{N} \) oscillates in the interval \([\beta_2^2, \beta_1^2]\) effectively passing from one gap to its neighboring one as shown in Figure 8.1.

The contribution to (1.2) from the region \((\beta_2^2, \beta_1^2)\) as \( \epsilon \to 0 \) is

\[
(8.10) \quad 2 \sum_{\{i: v_i \in (\beta_2^2, \beta_1^2)\}} \left( v_i - \frac{\xi_{2i-1} + \xi_{2i}}{2} \right) \sim (-\beta_1^2 - \mathcal{N}) + (\mathcal{N} - \beta_2^2) = 2\mathcal{N} - \beta_1^2 - \beta_2^2.
\]

**Study of region \( r = 0 \).** We make the following assumption which we can prove at \( t = 0 \).

Assumption of molecular chaos. If \( r(\eta, x, t) = 0 \), there is \( \epsilon \ll l(\epsilon) \ll 1 \) as \( \epsilon \to 0 \) such that

\[
(8.11) \quad \sum_{\{i: \eta^2 \ll v_i \ll \eta^2 + l(\epsilon)\}} \left( v_i - \frac{\xi_{2i} + \xi_{2i-1}}{2} \right) \ll l(\epsilon) \quad \text{as } \epsilon \to 0.
\]
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Figure 8.1
In other words, in the regions having \( r = 0 \) the local average of the deviation of the \( v_i \) from the center of its interval is of order lower than \( \varepsilon \). The assumption gives immediately
\[
\sum_{(i: \ r(v_i) = 0)} \left( v_i - \frac{\xi_{2i} + \xi_{2i-1}}{2} \right) \ll 1 \quad \text{as} \quad \varepsilon \to 0.
\]

Using (8.9), (8.10), and (8.12) in (1.2) where \( \xi_0 = 1 \) we obtain the result (8.2).

The proof of (8.4) goes along similar lines. For example, to prove (8.4a) we start from representation (1.3)–(1.4) of the solution \( u(x, t, \varepsilon) \). Neglecting all the \( v_i \)'s for \( i > N \) (see (2.5)) we obtain
\[
\frac{\partial v_i}{\partial y} = 2 \left( \prod_{k=0}^N \xi_k - v_i \right)^{1/2} \prod_{k=1; k \neq i}^N \left( v_i - v_k \right), \quad i = 1, 2, \ldots, N.
\]

We apply this to \( v_i = \mathcal{N} \)
\[
\frac{\partial \mathcal{N}}{\partial y} = 2 \left( \prod_{k=0}^N \xi_k - \mathcal{N} \right)^{1/2} \prod_{k=1; k \neq i}^N \left( \mathcal{N} - v_k \right).
\]

We perform the following cancellations:

(a) \( \{ v_k: r(v_k, x, t) \neq 0 \} \). By Lemma 5.3 we have
\[
\tilde{v}_k = \text{either} \ v_k \text{or} \ v_{k-1} = \eta_k^2 + \text{error exponentially small as} \ \varepsilon \to 0.
\]

Thus
\[
\frac{\left( |\xi_{2k-1} - \mathcal{N}| \right)^{1/2}}{|\mathcal{N} - \tilde{v}_k|} = 1 + O(\varepsilon^{-M}) \quad \text{for any integer} \ M.
\]

(b) \( \{ v_i: r(v_k, x, t) = 0 \} \). In this region as \( \varepsilon \to 0 \)
\[
\frac{\left( |\xi_{2k-1} - \mathcal{N}| \right)^{1/2}}{|\mathcal{N} - v_k|} \sim 1 - \frac{v_k - \frac{1}{2}(\xi_{2k-1} + \xi_{2k})}{\mathcal{N} - v_k} + O(\varepsilon^2).
\]

By the molecular chaos assumption the product of these factors tends to 1 as \( \varepsilon \to 0 \).

There is still one piece of information which eludes us. We do not have an initial condition for equations (8.4); therefore we know the solution only up to phase shifts. To capture the phase shifts one must solve equations (1.12) not only to leading order but to order \( \varepsilon \) as \( \varepsilon \to 0 \). This follows from the fact that a change in \( x \) of the order of the wavelength of the oscillations, i.e., a change of order \( \varepsilon \) in \( x \), produces a change of order \( \varepsilon \) in the right-hand side of (1.12). The same order of error is introduced by our molecular chaos assumption and by various other manipulations we have performed.
Appendix I: Proof of Theorem 1.1.

LEMMA. For $g$ finite or infinite,

\begin{align}
A &= \sum_{i=1}^{g} \frac{2\pi^2 i^2}{p^2} \frac{P(v_i)}{W_i(v_1, v_2, \ldots)} - \xi_0 + 2 \sum_{i=0}^{g} \left( v_i - \frac{\xi_{2i-1} + \xi_{2i}}{2} \right), \\
B &= \sum_{i=1}^{g} \frac{\pi^2 i^2}{p^2} \frac{P_i(v_i)}{W_i(v_1, v_2, \ldots)} = 1, \\
C &= \sum_{i=1}^{g} \frac{2\pi^2 i^2}{p^2} \frac{P_i(v_i)}{W_i(v_1, v_2, \ldots)} \\
&\times \left[ \xi_0 - \xi_{2i} - \xi_{2i-1} + 2 \sum_{k=1}^{g} \left( v_k - \frac{\xi_{2k-1} + \xi_{2k}}{2} \right) \right] = -4\rho_j.
\end{align}

PROOF. We first prove the lemma for finite $g$. To avoid lengthy expressions we set

\begin{equation}
D_i = \prod_{k=1}^{g} (v_i - v_k).
\end{equation}

We will make heavy use of the following identity which is a consequence of the Lagrange interpolation formula:

\begin{equation}
\sum_{i=1}^{g} \frac{v_i^\tau}{D_i} = \begin{cases} 
\frac{\sum_{i=1}^{g} v_i}{g} & \text{when } \tau = g, \\
1 & \text{when } \tau = g - 1, \\
0 & \text{when } \tau < g - 1,
\end{cases}
\end{equation}

where $g, \tau$ are natural numbers.

(a)

\begin{align}
A &= 2 \sum_{i=1}^{g} \frac{\prod_{k=1}^{g} (v_i - \rho_k)}{D_i} \\
&= 2 \sum_{i=1}^{g} v_i - \left( \sum_{k=1}^{g} \rho_k \right) \prod_{k=1}^{g} (v_i - \rho_k) \\
&= 2 \sum_{i=1}^{g} v_i - 2 \sum_{k=1}^{g} \rho_k.
\end{align}

We take the value of $\sum_{k=1}^{g} \rho_k$ from (1.10a) to obtain (1.1).

(b)

\begin{align}
B &= \sum_{i=1}^{g} \frac{\prod_{k=1}^{g} (v_i - \rho_k)}{D_i} \\
&= \sum_{i=1}^{g} \frac{v_i^{g-1} + \cdots}{D_i} = 1.
\end{align}

(c)

\begin{align}
C &= 2 \sum_{i=1}^{g} \left( \frac{-\sum_{k=0}^{g} \xi_k + 2 \sum_{k=1}^{g} v_k - 2 v_i}{D_i} \prod_{k=1}^{g} (v_j - \rho_k) \right) \\
&= 2 \sum_{i=1}^{g} \left[ \frac{-\sum_{k=0}^{g} \xi_k + 2 \sum_{k=1}^{g} v_k - 2 v_i}{D_i} \right] \prod_{k=1}^{g} (v_j - \rho_k) \\
&= -4 \sum_{i=1}^{g} \frac{v_i^{g-1}}{D_i} + 2 \left[ - \sum_{k=0}^{g} \xi_k + 2 \sum_{k=1}^{g} v_k - 2 \rho_j + 2 \sum_{k=1}^{g} \rho_k \right] \sum_{i=1}^{g} \frac{v_i^{g-1}}{D_i} + \cdots.
\end{align}
By (1.5)
\[
C = -4 \sum_{i=1}^{g} \nu_i - 2 \sum_{k=0}^{g} \xi_k + 4 \sum_{k=1}^{g} \nu_k - 4 \rho_j + 4 \sum_{k=1}^{g} \rho_k.
\]

When the value of \( \sum_{k=1}^{g} \rho_k \) is substituted from (1.10a) we obtain \( C = -4 \rho_j \).

Thus (1.1)–(1.3) have been shown for \( g \) finite. To prove the case \( g = \infty \) we write \( A, B, \) and \( C \) as \( A = A_N + r_A^N, \) \( B = B_N + r_B^N, \) and \( C = C_N + r_C^N \) where \( A_N, B_N, C_N \) are obtained by truncating the products in the definition of \( P \) and \( W \) and the sums in the definition of \( A, B, C \) at \( i = N \). \( A_N, B_N, C_N \) satisfy (1.1), (1.2), (1.3) respectively, and there only remains to be shown that \( r_A^N, r_B^N, r_C^N \to 0 \) as \( N \to \infty \).

We prove this for \( r_A^N \) only, the proofs for \( r_B^N, r_C^N \) being similar.

The \( i \)th term in the series for \( A \) can be written
\[
(1.6) \quad \frac{\pi^2}{p^2} \frac{P(v_i)}{W(v_1, \ldots)} = (v_i - \rho_i) \prod_{k=1}^{\infty} \frac{v_i - \rho_k}{v_i - v_k} = (v_i - \rho_i) \prod_{k=1}^{N} \frac{v_i - \rho_k}{v_i - v_k} + E_{iN},
\]
where the prime ' indicates that the factor corresponding to \( k = i \) is omitted from the product. We have
\[
(1.7) \quad A = \sum_{i=1}^{\infty} \left\{ (v_i - \rho_i) \prod_{k=1}^{N} \frac{v_i - \rho_k}{v_i - v_k} + E_{iN} \right\}
\]
\[
= \sum_{i=1}^{N} (v_i - \rho_i) \prod_{k=1}^{N} \frac{v_i - \rho_k}{v_i - v_k} + \sum_{i=N+1}^{\infty} (v_i - \rho_i) \prod_{k=1}^{N} \frac{v_i - \rho_k}{v_i - v_k} + \sum_{i=1}^{\infty} E_{iN}.
\]

The first term of the remainder \( r_A^N \) converges to zero as \( N \to \infty \) because the product tends to 1 and the difference \( \rho_i - v_i \) decays fast when \( i > N \to \infty \) (see (1.7)–(1.8)).

To study the second term of \( r_A^N \) we estimate the remainder \( E_{iN} \):
\[
(1.8) \quad E_{iN} = (v_i - \rho_i) \left\{ \prod_{k=1}^{N} '(-) - \prod_{k=1}^{N} '(-) \right\} = (v_i - \rho_i) \prod_{k=1}^{N} '(-) \left\{ \prod_{k=N+1}^{\infty} '(-) - 1 \right\}.
\]

The products in (1.8) are bounded uniformly in \( i, N \) so
\[
(1.9) \quad |E_{iN}| \leq \text{Const}|v_i - \rho_i|.
\]

On the other hand when \( i < N \)
\[
(1.10) \quad |E_{iN}| \leq \text{Const} \left| 1 - \prod_{k=N+1}^{\infty} \left( \frac{v_i - \rho_k}{v_i - v_k} \right) \right|
\]
\[
\leq \text{Const} \sum_{k=N+1}^{\infty} \left| \frac{v_k - \rho_k}{v_i - v_k} \right| \leq \text{Const} \sum_{k=N+1}^{\infty} \left| v_k - \rho_k \right|.
\]

Estimates (1.9)–(1.10) yield
\[
(1.11) \quad \sum_{i=0}^{N} |E_{iN}| \leq \sum_{i=1}^{N} \frac{1}{|v_i - v_N|} \sum_{k=N+1}^{\infty} \left| v_k - \rho_k \right| + \text{Const} \sum_{i=N+1}^{\infty} |v_i - \rho_i|.
\]
As \( N \to \infty \), the right-hand side of (I.11) approaches zero because of the fast decay of \(|\nu_k - \rho_k|\) (see (1.7)-(1.8)). We have shown that \( r^d_N \to 0 \) as \( N \to \infty \). The proof of the lemma is complete.

**Proof of Theorem.** The first equality (1.11) is a repetition of (1.2). Using (1.1) and (1.3) we obtain

\[
(I.12) \quad u(x, t) = \sum_{i=1}^{g} \frac{2\pi^2 i^2}{p^2} \frac{P(v_i)}{W_i(v_1, \ldots)} = \sum_{i=1}^{g} \frac{P(v_i)}{R(v_i)^{1/2}} \frac{\partial v_i}{\partial x},
\]

The second equality (1.11) follows immediately. To prove (1.12) we obtain by the use of (1.3)-(1.4) and (1.2)-(1.3) and by an easy calculation

\[
(I.13) \quad \sum_{i=1}^{g} \frac{P_j(v_i)}{R(v_i)^{1/2}} \frac{\partial v_i}{\partial x} = 2,
\]

\[
(I.14) \quad \sum_{i=1}^{g} \frac{P_j(v_i)}{R(v_i)^{1/2}} \frac{\partial v_i}{\partial t} = -8\rho_j,
\]

which can be rewritten as

\[
(I.15) \quad \frac{\partial}{\partial x} \sum_{i=1}^{g} \int_{p_i(x, t)} \frac{P_j(\mu)}{R(\mu)^{1/2}} d\mu = 2,
\]

\[
(I.16) \quad \frac{\partial}{\partial t} \sum_{i=1}^{g} \int_{p_i(x, t)} \frac{P_j(\mu)}{R(\mu)^{1/2}} d\mu = -8\rho_j.
\]

(1.12) follows immediately. This concludes the proof of the theorem.

**Appendix II.**

1. *Calculation of \( A(\nu) \).* In relation (3.1a) \( P(\nu) \) is given by (1.9) and \( R(\nu) \) is given by (1.5). We set

\[
(II.1) \quad 2\Gamma_i = \begin{cases} \text{width of } i \text{th band} & \text{when } i \leq N, \\ \text{width of } i \text{th gap} & \text{when } i > N. \end{cases}
\]

Using (2.4) and (2.5) we obtain easily

\[
(II.2) \quad |A(\nu)| = \int_{p} |\nu|^{-1/2} \prod_{i=1}^{g} \frac{|\nu - \rho_i|}{\sqrt{|(\nu - \rho_i)^2 - \Gamma_i^2|^{1/2}}} d\nu.
\]

The \( \Gamma_i \)'s are exponentially small in \( \epsilon \), when the corresponding \( \rho_i \)'s are bounded away from zero, and they are of order \( \epsilon \) when the corresponding \( \rho_i \)'s are in a neighborhood of zero which shrinks as \( \epsilon \to 0 \). It is easily seen that the infinite product in the integrand of (II.1) equals \( 1 + o(1) \) as \( \epsilon \to 0 \) unless:

(a) \( \nu \) is exponentially close to some \( \rho_i \) and \( \Gamma_i \) cannot be neglected, or

(b) \( \nu \) is in a neighborhood of zero.

We assume the product to be equal to 1 to first order, because the error in \( A(\nu) \) produced by (a) is eliminated to all \( \epsilon \) orders by the integration in (II.1), while the error due to (b) produces a total of error of order \( o(1) \) in (3.3) as \( \epsilon \to 0 \). The former claim is trivial to verify, while the latter one involves showing that the region around
\( \nu = 0 \) in which the \( \Gamma_i \)'s are of order \( \epsilon \) shrinks fast enough as \( \epsilon \to 0 \). This can be verified using the asymptotic results on bands and gaps obtained by Weinstein and Keller [10].

Setting the product in (II.1) equal to 1, using the integration constants as in (3.2c), and choosing signs by (3.1c) we see that, for \( \nu \) in the gap region, \( A(\nu) \) can be replaced by

\[
A(\nu) = \begin{cases} 
-2\nu^{1/2} & \text{when } \nu > 0, \\
0 & \text{when } \nu < 0.
\end{cases}
\]

2. Calculation of \( D_j(\nu) \). A consequence of (II.3) is that the terms corresponding to negative \( \nu_i \)'s in (3.3) can be neglected. Having eliminated some unknowns in this way, we retain in system (3.5) only these equations corresponding to \( j \leq N \). Thus we need to calculate \( D_j(\nu) \) only when \( j \leq N \). Again we calculate only for \( \nu \) in the gaps. As in the calculation of \( A(\nu) \) we obtain

\[
|D_j(\nu)| = \int^\nu |\nu|^{-1/2} \prod_{i=1}^\infty \frac{|\nu - \rho_i|}{|\nu - \rho_i|^2 - \Gamma_i^2}^1/2 d\nu.
\]

Case 1. \( |\nu - \rho_j| \) not too small, say \( |\nu - \rho_j| > \epsilon^2 \). As in the calculation of \( A(\nu) \) we set the product in the integrand of (II.4) equal to 1. We integrate using the calculus formula

\[
\int \frac{\nu^{-1/2}}{\nu - \rho_j} d\nu = \frac{1}{\rho_j^{1/2}} \log \left| \frac{\nu^{1/2} - \rho_j^{1/2}}{\nu^{1/2} + \rho_j^{1/2}} \right| + \text{const.}
\]

We use (3.1c) for the determination of the sign and (3.2d) to determine the constant. We obtain the approximate \( D_j \):

\[
\overline{D}_j(\nu) = \begin{cases} 
-\frac{1}{\rho_j^{1/2}} \log \left| \frac{\nu^{1/2} - \rho_j^{1/2}}{\nu^{1/2} + \rho_j^{1/2}} \right| & \text{when } \nu > 0 \text{ (} \epsilon \to 0), \\
0 & \text{when } \nu < 0.
\end{cases}
\]

Remark. For \( \nu < 0 \) (and \( \nu \) in a gap) \( D_j(\nu) \) decays exponentially as \( \epsilon \to 0 \) because by the choice of integration constant it is zero in the midpoint of the gap and the gap in this region is exponentially small. On the other hand the \( m_i \)'s which multiply \( D_j \) in (3.5) are \( O(1/\epsilon) \) by (3.14). Thus the approximation \( \overline{D}_j(\nu) = 0 \) when \( \nu < 0 \) is justified.

Case 2. \( |\rho_j - \nu| < \epsilon^2 \). By setting the product in (II.4), with the exception of the factor corresponding to \( i = j \), equal to 1 we obtain

\[
|\overline{D}_j(\nu)| = \int^\nu \frac{|\nu^{-1/2}|}{|(\nu - \rho_j)^2 - \Gamma_j^2|^{1/2}} d\nu.
\]

By integration and use of (3.1c) we obtain

\[
\overline{D}_j(\nu) = -\frac{1}{\rho_j^{1/2}} \log \left( |\nu - \rho_j| + \left( (\nu - \rho_j)^2 - \Gamma_j^2 \right)^{1/2} \right) + \text{const.}
\]
\( \bar{D}(v) \) satisfies all conditions (3.2b). Moreover, (II.5a) and (II.5b) match if a constant \( \sim -\log(1/8p_j^2) \) is chosen (II.5b). This constant would be negligible in (3.5) and is omitted.

The calculation of the approximate \( A(v) \) and \( D(v) \) is now complete.

**Appendix III.**

The spectral data. We assume that the initial function \( u(x,0,\epsilon) = -v(x) \) of (0.1) satisfies

\[
(\text{III.1a}) \quad v(x) = v(x + p)
\]

and is normalized so that

\[
(\text{III.1b}) \quad \max v(x) = 1, \quad \min v(x) = 0.
\]

We study the eigenvalue problem

\[
(\text{III.2}) \quad \mathcal{L}_e(0)f(s) = \epsilon^2 f''(s) - u(s,0,\epsilon)f(s) = \eta^2 f(s),
\]

or equivalently

\[
\epsilon^2 f''(s) + v(s)f(s) = \eta^2 f(s)
\]

with two types of boundary conditions:

(a) Periodic/Antiperiodic. \( f(x) = \alpha f(x + p) \) and

\[
(\text{III.3a}) \quad f'(x) = \alpha f'(x + p) \quad \text{where} \quad \alpha = \pm 1.
\]

(b) Dirichlet.

\[
(\text{III.3b}) \quad f(x) = f(x + p) = 0.
\]

It is convenient to make the change of variable: \( k^2 = 1 - \eta^2 \) and to work with the potential \( 1 + v(s) \).

Equation (III.1) can be written

\[
(\text{III.4}) \quad -\epsilon^2 f''(s) + [1 + v(s)]f(s) = k^2 f(s).
\]

The eigenvalue problems are defined for \( x \leq s \leq x + p \). We extend the validity of (III.4) to the whole line \( -\infty < s < \infty \) by extending the potential \( 1 + v(s) \) as follows:

\[
(\text{III.5}) \quad q(s) = \begin{cases} 1 + v(s) & \text{when } x \leq s \leq x + p, \\ 0 & \text{otherwise}. \end{cases}
\]

The boundary conditions (II.2)–(III.5) can be expressed in terms of the entries of the scattering matrix of the extended potential. These are the transmission coefficient \( T(k,x,\epsilon) \) and the left reflection coefficient defined by the asymptotic relation

\[
(\text{III.6}) \quad f(s, k, x, \epsilon) = \begin{cases} \frac{e^{iks/\epsilon}}{T(k,x,\epsilon)} + \frac{R(k,x,\epsilon)}{T(k,x,\epsilon)}e^{-iks/\epsilon} & \text{when } s \leq x, \\ e^{iks/\epsilon} & \text{when } s \geq x + p, \end{cases}
\]
where \( f \) is a solution of
\[
-\varepsilon^2 f''(s) + q(s) f(s) = k^2 f(s), \quad -\infty < s < \infty.
\]

We let
\[
T(k, x, \varepsilon) = \exp[-\alpha(k, x, \varepsilon) + i\tau(k, x, \varepsilon)],
\]
\[
R(k, x, \varepsilon) = \exp[-r(k, x, \varepsilon) + i\rho(k, x, \varepsilon)],
\]
where \( \alpha, \tau, r \) and \( \rho \) are real.

We will subsequently use the well-known fact
\[
e^{-2\alpha} + e^{-2r} = 1.
\]

**Theorem III.1 (J. B. Keller).** The periodic/antiperiodic eigenvalues of \( \mathcal{L}_s(0) \) are given by \( \xi_i = 1 - k_i^2 \) where \( k_i \) are the solutions of the equation
\[
\cos(k p/\varepsilon + \tau) = \pm e^{-\alpha}.
\]

This is an immediate consequence of a theorem by Keller [5]. It is known that the \( \xi_i \)'s are independent of \( x \) and that \( [\xi_{2i-1}, \xi_{2i-2}] \) is the \( i \)th spectral band of the selfadjoint operator \( \mathcal{L}_s(0) \) in the line \(-\infty < s < \infty\).

**Theorem III.2.** The Dirichlet eigenvalues of \( \mathcal{L}_s(0) \) are given by: \( \nu_i(x) = 1 - k_i^2 \) where \( k_i \) are the solutions of the equation
\[
\sin(k p/\varepsilon + \tau) + e^{-r}\sin(k p/\varepsilon + \tau + 2kx/\varepsilon - \rho) = 0,
\]
where \( \rho \) and \( \tau \) are defined by (III.8)-(III.9).

**Proof.** Let \( g(s, k, x, \varepsilon) = f(s, k, x, \varepsilon)e^{-ik(s+x+p)/\varepsilon} \) where \( f \) is given by (III.6).
\[
g(s, k, x, \varepsilon) = \begin{cases} 
\frac{e^{ik(s-x-p)/\varepsilon}}{T} + \frac{R}{T}e^{-ik(s+x+p)/\varepsilon} & \text{when } s \leq x, \\
e^{ik(s-x-p)/\varepsilon} & \text{when } s > x + p.
\end{cases}
\]

The real and imaginary parts of \( g \) also satisfy (III.7) when \( k^2 \) is real. Furthermore,
\[
\text{Im } g|_{s=x+p} = 0,
\]
\[
\frac{1}{2} \text{Im } g|_{s=x} = e^{\alpha} \sin(-k p/\varepsilon - \tau) + e^{\alpha-r} \sin(-k p/\varepsilon - 2kx/\varepsilon + \rho - \tau).
\]

We obtain the Dirichlet eigenvalues by setting \( \text{Im } g|_{s=x} = 0 \). Hence,
\[
\sin(k p/\varepsilon + \tau) + e^{-r}\sin(k p/\varepsilon + \tau + 2kx/\varepsilon - \rho) = 0. \quad \text{Q.E.D.}
\]

We now calculate explicitly the transmission and reflection coefficients \( T(k, x, \varepsilon) \), \( R(k, x, \varepsilon) \). We restrict ourselves to the case in which \( v(x) \) is a smooth \( p \)-periodic function which has exactly one maximum and exactly one minimum in each period \([x, x + p]\). The calculation is performed in the following lemma.
**Lemma III.3.** Let $0 < k^2 < 1$.

Case 1. $q(x) < k^2$. (Equivalently $v(x) > \eta^2$). As $\varepsilon \to 0$:

(III.13a) \[ \rho(k, x, \varepsilon) \sim 2J/\varepsilon - \pi/2 + O(\varepsilon^2), \]
(III.13b) \[ \tau(k, x, \varepsilon) \sim (I + J)/\varepsilon + O(\varepsilon^2), \]
(III.13c) \[ \alpha(k, x, \varepsilon) \sim \Gamma/\varepsilon + O(\varepsilon^2), \]

where

(III.14a) \[ J(k, x) = \frac{xk + \int_{x}^{x_1} (k^2 - q(y))^{1/2} dy}{\varepsilon}, \]
(III.14b) \[ I(k, x) = - (x + p)k + \int_{x+p}^{x+1} (k^2 - q(y))^{1/2} dy, \]
(III.14c) \[ \Gamma(k) = \int_{x_1}^{x_2} (q(y) - k^2)^{1/2} dy, \]

and $x_1(k) < x_2(k)$ denote the two solutions of the equation

(III.15) \[ q(y) = k^2, \quad x \leq y < x + p. \]

Case 2. $k^2 < q(x)$. (Equivalently $v(x) < \eta^2$.) As $\varepsilon \to 0$

(III.16a) \[ \tau(k, x, \varepsilon) = - \frac{kp}{\varepsilon} + \frac{\Theta(k)}{\varepsilon} - \arg \left\{ 1 + \left[ 1 + \frac{e^{-L_1/\varepsilon} + e^{-L_2/\varepsilon}}{2} \right] \right\} e^{2i\theta/\varepsilon} + O(\varepsilon^2), \]
(III.16b) \[ \tau(k, x, \varepsilon) - \rho(k, x, \varepsilon) = - \frac{2xk + kp}{\varepsilon} + \frac{\Theta(k)}{\varepsilon} \]
\[ - \arg \left\{ 1 + \left[ 1 + \frac{e^{-L_1/\varepsilon} - e^{-L_2/\varepsilon}}{2} \right] \right\} e^{2i\theta/\varepsilon} + O(\varepsilon^2), \]
(III.16c) \[ \alpha(k, x, \varepsilon) \sim \frac{L_1 + L_2}{\varepsilon} + \log \left| 1 + \left[ 1 + \frac{e^{-L_1/\varepsilon} + e^{-L_2/\varepsilon}}{2} \right] \right| e^{2i\theta/\varepsilon}, \]

where

(III.17a) \[ L_1(k, x) = \int_{x}^{x_2} (q(y) - k^2)^{1/2} dy, \]
(III.17b) \[ L_2(k, x) = \int_{x+p}^{x_2} (q(y) - k^2)^{1/2} dy, \]
(III.17c) \[ \Theta(k) = \int_{x_2}^{x_1} (k^2 - q(y))^{1/2} dy, \]

and $x_2(k) < x_1(k)$ denote the two solutions of

(III.18) \[ q(y) = k^2, \quad x \leq y < x + p. \]
PROOF. The formulas for Case 1 are well known, see e.g. [1]. We derive the formulas in the second case by letting

\[(III.19) \quad q(y) = q_1(y) + q_2(y),\]

where

\[
q_1(y) = \begin{cases} q(y) & \text{when } x \leq y \leq c, \\ 0 & \text{otherwise,} \end{cases}
\]

\[
q_2(y) = \begin{cases} q(y) & \text{when } c \leq y \leq x + p, \\ 0 & \text{otherwise.} \end{cases}
\]

c is the unique point in \([x, x + p]\) for which \(q(c) = 0\). We call \(x_2\) and \(x_1\) the unique solutions of equations \(q_1(x) = k^2\), \(q_2(x) = k^2\) respectively (see Figure 1). Let \(T_i = e^{-\alpha_i + i\gamma_i}\) and \(R_i = e^{-\gamma_i + i\phi_i}\) be the transmission and reflection coefficients of the potentials \(q_i(s)\) where \(i = 1, 2\). We calculate the transmission coefficient \(T(k, x, \epsilon)\) and the reflection coefficient \(R(k, x, \epsilon)\) of \(q(s)\) by considering the eigenfunction

\[(III.20) \quad \psi = \left\{ \begin{array}{ll} e^{iks/\epsilon} & \text{when } s \geq x + p, \\ \frac{e^{iks/\epsilon}}{T_2} + \frac{R_2}{T_2}e^{-iks/\epsilon} & \text{when } s = c, \\ \frac{1}{T_2} \left( \frac{1}{T_1} + \frac{R_2}{T_1}e^{-iks/\epsilon} \right) + \frac{R_2}{T_2} + \frac{R_1}{T_1}e^{iks/\epsilon} & \text{when } s < x. \end{array} \right.\]

A comparison of this with (III.6) gives

\[(III.21) \quad \frac{1}{T} = \frac{1}{T_2} \left( \frac{1}{T_1} + \frac{R_2}{T_1}e^{-iks/\epsilon} \right), \quad \frac{R}{T} = \frac{1}{T_2} \left( \frac{R_1}{T_1} + \frac{R_2}{T_2} \right).\]

We use formulas (III.13) to calculate \(T_i, R_i\) \(i = 1, 2\) with

\[(III.22) \quad J_1 = xk, \quad I_1 = -ck + \int_{x_2}^{x} (k^2 - q(y))^{1/2} dy, \]

\[
\Gamma_1 = \int_{x}^{x_2} (q(y) - k^2)^{1/2} dy, \quad J_2 = ck + \int_{c}^{x_1} (k^2 - q(y))^{1/2} dy, \quad I_2 = -(x + p)k, \]

\[
\Gamma_2 = \int_{x_1}^{x + p} (q(y) - k^2) dy, \]
THE KORTEweg-DE VRIES EQUATION

\[
\frac{1}{T} = \frac{1}{T_1 T_2} \left( 1 + \frac{R_2 R_1 T_1}{T_1} \right)
\]

\[
= \exp \left[ -\frac{ikp}{\varepsilon} + \alpha_1 + \alpha_2 - i(\tau_1 + \tau_2) \right]
\times \left\{ 1 + \exp \left[ r_1 + r_2 + i(-\rho_1 + \rho_2 + 2\tau_1) \right] \right\}
\]

\[
= \exp \left[ \alpha_1 + \alpha_2 + \frac{ikp}{\varepsilon} - i\frac{\Theta}{\varepsilon} + O(\varepsilon^2) \right]
\times \left\{ 1 + \exp \left[ r_1 + r_2 + \frac{2i\Theta}{\varepsilon} + O(\varepsilon^2) \right] \right\},
\]

where \( \Theta = I_1 + J_2 \) is defined by (III.17c).

\[
\frac{R}{T} = \frac{R_1}{T_1 T_2} \left( 1 + \frac{R_2 T_1}{R_1 T_1} \right)
\]

\[
= \exp \left[ -r_1 + \alpha_1 + \alpha_2 + i(\rho_1 - \tau_1 - \tau_2) \right]
\times \left\{ 1 + \exp \left[ -r_2 + r_1 + i(\rho_2 - \rho_1 + 2\tau_1) \right] \right\}
\]

\[
= \exp \left[ -r_1 + \alpha_1 + \alpha_2 + i \left( \frac{2J_1}{\varepsilon} - \frac{\pi}{2} - \frac{I_1 + J_1 + J_2 + J_2}{\varepsilon} + O(\varepsilon^2) \right) \right]
\times \left\{ 1 + \exp \left[ -r_2 + r_1 + i \left( \frac{2J_2 - 2J_1 + 2I_1 + 2J_1}{\varepsilon} \right) + O(\varepsilon^2) \right] \right\}
\]

\[
= \exp \left[ -r_1 + \alpha_1 + \alpha_2 + i \left( \frac{J_1 - J_2}{\varepsilon} - \frac{I_1 + J_2}{\varepsilon} - \frac{\pi}{2} + O(\varepsilon^2) \right) \right]
\times \left\{ 1 + \exp \left[ -r_2 + r_1 + \frac{2i}{\varepsilon} (I_1 + J_2) + O(\varepsilon^2) \right] \right\}
\]

\[
= \exp \left[ -r_1 + \alpha_1 + \alpha_2 + i \left( \frac{2xk + pk}{\varepsilon} - \frac{\Theta}{\varepsilon} - \frac{\pi}{2} + O(\varepsilon^2) \right) \right]
\times \left\{ 1 + \exp \left[ r_1 - r_2 + \frac{2i\Theta}{\varepsilon} + O(\varepsilon^2) \right] \right\}.
\]

From (III.23) we see

\[
(III.25) \quad \tau = -\frac{kp}{\varepsilon} + \frac{\Theta}{\varepsilon} - \arg \left[ 1 + e^{\gamma_1 + \gamma_2} \exp \frac{2i}{\varepsilon} \Theta \right] + O(\varepsilon^2).
\]

From (III.24) we obtain

\[
(III.26) \quad \tau - \rho = -\frac{2xk + pk}{\varepsilon} + \frac{\Theta}{\varepsilon} + \frac{\pi}{2} - \arg \left[ 1 + e^{\gamma_1 - \gamma_2} \exp \frac{2i}{\varepsilon} \Theta \right] + O(\varepsilon^2).
\]

For \( i = 1, 2 \) we have

\[
(III.27) \quad e^{-\gamma_i} = (1 - e^{-\alpha_i})^{1/2} \sim 1 - \frac{1}{2}e^{-\alpha_i}, \quad e^{\gamma_i} \sim 1 + \frac{1}{2}e^{-\alpha_i},
\]

\[
(III.28) \quad e^{\gamma_1 + \gamma_2} \sim 1 + \frac{1}{2}(e^{-\alpha_1} + e^{-\alpha_1}), \quad e^{\gamma_1 - \gamma_2} \sim 1 + \frac{1}{2}(e^{-\alpha_1} - e^{-\alpha_2}).
\]

Substituting (III.28) into (III.25)–(III.26) and observing that \( \alpha_i = \frac{L_i}{\varepsilon} \) for \( i = 1, 2 \), we obtain formulas (III.16a–b).
By (III.23) and (III.28) we have

\[(III.29) \quad \alpha = \alpha_1 + \alpha_2 + \log \left| 1 + \frac{R_2 \tilde{R}_1 T_1}{\tilde{T}_1} \right| \]

\[- \frac{L_1 + L_2}{\varepsilon} + \log \left| 1 + \left[ 1 + \frac{e^{-L_1/\varepsilon} + e^{-L_2/\varepsilon}}{2} \right] e^{2i\theta/\varepsilon} \right| \]

This proves (III.16c). Q.E.D.

Our next move is to substitute the expressions obtained for \( \tau, \rho, \alpha \) in equation (III.11)–(III.12) and solve for the required eigenvalues. We do this in the original variable \( \eta^2 = 1 - k^2 \). We set

\[(III.30) \quad \theta(\eta) = \Theta(k) = \text{Re} \int_x^{x+\varepsilon} (v(y) - \eta^2)^{1/2} dy, \]

\[(III.31) \quad \gamma(\eta) = \Gamma(k) = \text{Re} \int_x^{x+\varepsilon} (\eta^2 - v(y))^{1/2} dy, \]

\[(III.32) \quad l_1(\eta, x) = L_1(k, x) = \int_{x_1}^{x_2} (\eta^2 - v(y))^{1/2} dy \quad \text{(case 2)}, \]

\[(III.33) \quad l_2(\eta, x) = L_2(k, x) = \int_{x_1}^{x_2} (\eta^2 - v(y))^{1/2} dy \quad \text{(case 2)}, \]

\[(III.34) \quad \zeta(\eta, x) = \int_x^{x_1} (v(y) - \eta_2)^{1/2} dy = \int_x^{x_1} (k^2 - q(y))^{1/2} dy \quad \text{(case 1)}. \]

As \( \varepsilon \to 0 \), the quantities which appear in equations (III.11)–(III.12) and were obtained in Lemma III.3 can be written

**Case 1.** \( v(x) > \eta^2 \).

\[(III.35a) \quad kp + \tau \sim \frac{\theta(\eta)}{\varepsilon}, \]

\[(III.35b) \quad \frac{2kx}{\varepsilon} + \frac{kp}{\varepsilon} + \tau - \rho \sim \frac{\theta(\eta)}{\varepsilon} - \frac{2\zeta(\eta, x)}{\varepsilon} + \frac{\pi}{2}, \]

\[(III.35c) \quad \alpha \sim \frac{\gamma(\eta)}{\varepsilon}. \]

**Case 2.** \( v(x) < \eta^2 \).

\[(III.36a) \quad kp + \tau \sim \frac{\theta(\eta)}{\varepsilon} - \text{arg} \left\{ 1 + \left[ 1 + \frac{1}{2} \left( e^{-l_1(\eta, x)/\varepsilon} + e^{-l_2(\eta, x)/\varepsilon} \right) \right] e^{2i\theta(\eta)/\varepsilon} \right\}, \]

\[(III.36b) \quad \frac{2kx}{\varepsilon} + \frac{kp}{\varepsilon} + \tau - \rho \sim \frac{\theta(\eta)}{\varepsilon} + \frac{\pi}{2} - \text{arg} \left\{ 1 + \left[ 1 + \frac{1}{2} \left( e^{-l_1(\eta, x)/\varepsilon} - e^{-l_2(\eta, x)/\varepsilon} \right) \right] e^{2i\theta(\eta)/\varepsilon} \right\}, \]
\( \alpha \sim \frac{1}{\varepsilon} \left( l_1(\eta, x) + l_2(\eta, x) \right) + \log \left| 1 + \left[ 1 + \frac{1}{2} \left( e^{(e^{-1}\eta, x)/\varepsilon} + e^{-1}(\eta, x)/\varepsilon \right) \right] e^{2i\phi(\eta)/\varepsilon} \right|. \)

The solution of equation (III.11) gives the following result:

**Theorem III.4.** Let \( |\eta_i^2 - \delta_i, \eta_i^2 + \delta_i| \) denote the \( i \)th spectral band of the operator \( \mathcal{L}_e(0) \). As \( \varepsilon \to 0 \), we let \( i \to \infty \) in such a way that \( \eta_i \to \eta \) where \( 0 < \eta < 1 \). Then

\[
\eta_i - \eta_{i+1} \sim \frac{\pi \varepsilon}{\phi(\eta)} \quad \text{where} \quad \phi(\eta) = \left| \frac{d\theta(\eta)}{d\eta} \right| = \text{Re} \int_x^{x+p} \frac{\eta}{v(y) - \eta^2}{1/2} ~ dy.
\]

**Theorem III.5.** Let \( \eta, \eta_i, \delta_i \) be as in the previous theorem.

(a) In the region \( v(x) > \eta_i^2 \), as \( \varepsilon \to 0 \) and \( i \to \infty \) in such a way that \( \eta_i \to \eta \), the graph of \( v_i(x, 0, \varepsilon) \) is to leading order triangular with oscillation \( \sim \pi \varepsilon/\phi(\eta) \) and slopes

\[
\frac{dv_i}{dx} \sim \frac{2\eta \xi_x}{\theta - \xi_x} < 0 \quad \text{and} \quad \frac{dv_i}{dx} \sim \frac{-2\eta \xi_x}{\xi_x} > 0.
\]

Furthermore,

\[
\sum_{k=i-1}^{i} \left( \text{sgn } \frac{\partial v_k}{\partial x} \right) \varepsilon \log \left| \left| \eta_i^2 - v_k(x, 0, \varepsilon) \right| + \left| (\eta_i^2 - v_k(x, 0, \varepsilon) - \delta_i^2) \right|^{1/2} \right| \ll 1 \quad \text{as } \varepsilon \to 0.
\]

(b) In the region \( v(x) < \eta_i^2 \) as \( \varepsilon \to 0 \) and \( i \to \infty \) in such a way that \( \eta_i \to \eta \), we have

\[
\frac{1}{2} \varepsilon \log \left| \eta_i^2 - v_i(x, 0, \varepsilon) \right| + \left| (\eta_i^2 - v_i(x, 0, \varepsilon) - \delta_i^2) \right|^{1/2}
\]

\[
\sim - \frac{\gamma(\eta)}{2} + \left| \int_x^{\hat{x}} (\eta^2 - v(y) - \eta^2) \right| \quad \text{as } \varepsilon \to 0,
\]

where \( \hat{x} \) is defined by \( l_1(\eta, \hat{x}) = l_2(\eta, \hat{x}) = 0 \).

**Proof.** (a) Region \( v(x) > \eta_i^2 \). We study equation (III.12) which becomes

\[
\sin \left( \frac{\theta(\eta)}{\varepsilon} + O(\varepsilon^2) \right) = e^{-r} \sin \left[ \frac{\theta(\eta)}{\varepsilon} - \frac{2\xi(\eta, x)}{\varepsilon} + \frac{\pi}{2} + O(\varepsilon^2) \right].
\]
If, in a first approximation, the exponentially small coefficient \( e^{-r} \) is dropped we obtain the solutions

\[
\frac{\theta(\eta)}{\varepsilon} - \frac{\xi(\eta, x)}{\varepsilon} = -\frac{\pi}{4} + m\pi + O(\varepsilon^2),
\]

(III.43)

\[
\frac{\xi(\eta, x)}{\varepsilon} = -\frac{\pi}{4} + m'\pi + O(\varepsilon^2),
\]

where \( m \) and \( m' \) are integers. We solve these asymptotically as \( \varepsilon \to 0 \). We set

\[
\eta = \eta_0 + \varepsilon \eta_1 + \cdots, \quad x = x_0 + \varepsilon x_1 + \cdots.
\]

Thus,

\[
\theta(\eta) = \theta(\eta_0) + \varepsilon \theta_{\eta}(\eta_0) \eta_1 + \cdots,
\]

\[
\xi(\eta, x) = \xi(\eta_0, x_0) + \xi_{\eta}(\eta_0, x_0) \eta_1 + \varepsilon \xi_x(\eta_0, x_0) x_1 + \cdots.
\]

Let

\[
\theta(\eta_0) - \xi(\eta_0, x_0) = m_0\pi + A(\eta_0, x_0), \quad |A| \leq \pi,
\]

(III.44)

\[
\xi(\eta_0, x_0) = m'_0\pi + B(\eta_0, x_0), \quad |B| \leq \pi,
\]

where \( m_0, m'_0 \) are integers. We obtain easily

\[
\left[ \theta_{\eta}(\eta_0) - \xi_{\eta}(\eta_0, x_0) \right] \eta_1 - \xi_x(\eta_0, x_0) x_1 = -\pi/4 + m_1\pi + A(\eta_0, x_0),
\]

(III.45)

\[
\xi_{\eta}(\eta_0, x_0) \eta_1 - \xi_{\xi}(\eta_0, x_0) x_1 = -\pi/4 + m'_1\pi + B(\eta_0, x_0),
\]

where \( m_1, m'_1 \) are integers. When \( \varepsilon \) is small, the dependence of \( \eta_i = \nu_i(x, 0, \varepsilon) \) on \( x \) is given by a triangular function as in Figure 3.1.

Our analysis is not accurate enough at the vertices of the triangles and hence inadequate to justify (III.40). For example, we know that the graphs of \( \nu_i \) and \( \nu_{i+1} \) do not intersect but are separated by an exponentially small band (see Figure 3.1.2). We can correct our result near the vertices by

(i) Not dropping the factor \( e^{-r} \) from (III.42).

(ii) Observing that in this region

\[
1 - \left| \sin \left( \frac{\theta(\eta)}{\varepsilon} + O(\varepsilon^2) \right) \right| \ll 1, \quad 1 - \left| \sin \left( \frac{\theta(\eta)}{\varepsilon} - \frac{2\xi(\eta, x)}{\varepsilon} + \frac{\pi}{2} + O(\varepsilon^2) \right) \right| \ll 1,
\]

and using the formula

\[
sin(\pi/2 - \lambda) \sim (1 - \lambda^2)^{1/2} \quad (\lambda \to 0).
\]

This reduces (III.42) to a quadratic equation. The \( i \)th band is obtained as the set of \( \eta^2 \)'s for which the discriminant of the quadratic equation is negative. Relation (III.40) is verified easily. The calculation is straightforward and is omitted.

(b) Region \( v(x) < \eta^2 \). Necessarily, if \( \eta(x, \varepsilon) \) is a solution of (III.12) we have

\[
\theta(\eta)/\varepsilon \equiv \pi/2 + o(1) \pmod{\pi};
\]

(III.46)

otherwise in equations (III.36a–b) \( \arg(\cdot) \sim \theta(\eta)/\varepsilon \) and

\[
k\pi + \tau \sim \frac{\theta(\eta)}{\varepsilon} - \frac{\theta(\eta)}{\varepsilon} = 0, \quad \frac{2kx}{\varepsilon} + \frac{k\pi}{\varepsilon} + \tau - \rho \sim \frac{\theta(\eta)}{\varepsilon} - \frac{\theta(\eta)}{\varepsilon} + \frac{\pi}{2} \sim \pi/2.
\]

Then equation (III.12) would lead to the contradiction \( 0 = 1 \). The solutions of equation (III.12) are essentially the Dirichlet eigenvalues \( \nu_i(x, 0, \varepsilon) \). Thus equation
(III.46) implies that the total variation of each \( \nu_i(x, 0, \varepsilon) \) is of order \( o(\varepsilon) \) in the region \( v(x) < \eta^2 \). There is a point \( \tilde{x} \) for which \( I_1(\eta, \tilde{x}) = I_2(\eta, \tilde{x}) \). At this point equation (III.36b) becomes

\[
\frac{2kx}{\varepsilon} + \frac{kp}{\varepsilon} + \psi - \rho \sim \frac{\theta(\eta)}{\varepsilon} + \frac{\pi}{2} - \frac{\theta(\eta)}{\varepsilon} \sim \frac{\pi}{2}.
\]

Equation (III.12) becomes \( \sin(kp/\varepsilon + \tau) \sim 1 \). By Theorem III.1 \( \nu_i(x, 0, \varepsilon) \) is then \( o(\varepsilon) \) close to one of the two end points of the \( i \)th gap. It is easy to check in this theorem that

\[
\sin(kp/\varepsilon + \tau) = + e^{-\tau} \Rightarrow \nu_i(x, 0, \varepsilon) = \xi_{2i-1}.
\]

By our previous remark

\[
(III.48) \quad \nu_i(x, 0, \varepsilon) - \xi_{2i-1} = o(\varepsilon)
\]

will be valid as long as \( \eta^2 > v(x) \) is satisfied. We will not proceed with the complete solution of (III.12) to obtain this difference. Instead, we use the crude result of equation (III.48) and the previous remark to derive the solution from equations (1.3):

\[
(III.49) \quad \frac{d\nu_i}{dx/\varepsilon} \sim \left| 2\prod_{k=1}^{N}(\nu_i - \xi_{2k-1})(\nu_i - \xi_{2k}) \right|^{1/2} \left| \prod_{k=0; k \neq i}^{N}(\nu_i - \nu_k) \right|.
\]

We replace \( \xi_{2k} \) when \( k \neq i - 1 \) with \( \eta_{k+1}^2 \) and we replace \( \xi_{2k-1} \) when \( k \neq i \) with \( \eta_k^2 \).

\[
(III.50) \quad \left| \frac{d\nu_i}{dx/\varepsilon} \right| \sim 2 \left| (\nu_i - \xi_{2i-1})(\nu_i - \xi_{2i-2}) \right|^{1/2} \prod_{k \neq i}^{v(x)} \left| \frac{\nu_i - \eta_k^2}{\nu_i - \nu_k} \right| (\nu_i - v(x))^{1/2} \prod_{\nu_k < v(x)} \left| \frac{(\nu_i - \eta_k^2)(\nu_i - \eta_{k-1}^2)}{\nu_i - \nu_k} \right|^{1/2}.
\]

Claim. The products over \( \nu_k > v(x) \) and \( \nu_k < v(x) \) are equal to 1 to leading order.

Proof of Claim. (i) The product over \( \nu_k > v(x) \) can be replaced by 1 because we showed that \( |\nu_k - \xi_{2k-1}| \) and hence \( |\nu_k - \eta_k^2| \) is of order \( o(\varepsilon) \).

\[
\prod_{\nu_k < v(x)} \left| \frac{(\nu_i - \eta_k^2)(\nu_i - \eta_{k-1}^2)}{(\nu_i - \nu_k)^2} \right|^{1/2} = \prod_{\nu_k < v(x)} \left| 1 + \frac{\nu_k - \eta_k^2}{\nu_i - \nu_k} \left( 1 + \frac{\nu_k - \eta_{k-1}^2}{\nu_i - \nu_k} \right) \right|^{1/2} \sim \prod_{\nu_k < v(x)} \left| 1 + \frac{2(\nu_k - \eta_k^2)}{\nu_i - \nu_k} \right|.
\]

It is clear that for \( \nu_k < v(x) \):

\[
(III.51) \quad \sum_{\eta_k^2 < \nu_k < \eta_k^2 + \delta_k} \left\{ \nu_k - \frac{1}{2}(\eta_k^2 + \eta_{k+1}^2) \right\} \ll \delta_k \quad \text{when} \quad \varepsilon \ll \delta_k \ll 1.
\]

Thus the product over \( \nu_k < v(x) \) can be replaced by 1 and the claim is proven.
Equation (III.50) becomes

\[
\left(\frac{s\mathrm{g}\mathrm{n}\partial\nu_i/\partial x}{(\nu_i - \xi_{2i-1})(\nu_i - \xi_{2i-2})^{1/2}}\right) d\nu_i \sim \frac{2}{\varepsilon} (\nu_i - v(x))^{1/2} dx \sim \frac{2}{\varepsilon} (\eta_i^2 - v(x))^{1/2} dx.
\]

We recall that \( \xi_{2i-1} = \eta_i^2 - \delta_i, \xi_{2i-2} = \eta_i^2 + \delta_i \). We substitute in (III.52) and integrate

\[
\left(\frac{(\eta_i^2 - \nu_i)^2 - \delta_i^2}{\delta_i}\right)^{1/2} \sim \frac{2}{\varepsilon} \left[ \int_{\tilde{x}}^{x} (\eta^2 - v(y))^{1/2} dy \right],
\]

where \( \tilde{x} \) is the point at which \( l_1 = l_2 \). At this point \( \nu_i = \xi_{2i-1} = \eta_i^2 - \delta_i \). Thus, at \( \tilde{x} \) both sides of (III.53) are equal to zero.

Finally by using (III.38) we obtain

\[
\log\left| \frac{\eta_i^2 - \nu_i(x,0,\varepsilon)}{\delta_i} \right| \sim \frac{\gamma(\eta)}{\varepsilon} + \left[ \frac{2}{\varepsilon} \int_{\tilde{x}}^{x} (\eta^2 - v(y))^{1/2} dy \right]. \quad \text{Q.E.D.}
\]

**THEOREM III.6.** Let \( j(\varepsilon) \) be such that \( \eta_j \to \eta \in (0, 1) \) as \( \varepsilon \to 0 \). We define

\[
\left(\frac{\eta_i^2 - \nu_i(x,0,\varepsilon)}{\delta_i} \right)^{1/2} \sim \frac{2}{\varepsilon} \left[ \int_{\tilde{x}}^{x} (\eta^2 - v(y))^{1/2} dy \right].
\]

where \( \tilde{x} \) is defined by the equation

\[
\int_{x_+}^{\tilde{x}} (\eta^2 - v(y))^{1/2} dy = \frac{1}{2} \gamma(\eta).
\]

**PROOF.** Relation (III.56) follows from (III.40). We now prove (III.57). By (3.13) and (III.41)

\[
r_j(x,0,\varepsilon) \sim \left[ \frac{1}{2} \gamma(\eta) - \left[ \int_{\tilde{x}}^{x} (\eta^2 - v(y))^{1/2} dy \right] \right] \sigma_j.
\]

**Case** \( x > \tilde{x} \).

\[
r_j(x,0,\varepsilon) \sim \left[ \frac{1}{2} \gamma(\eta) - \int_{\tilde{x}}^{x-+p} (\eta^2 - v(y))^{1/2} dy + \int_{x}^{x-+p} (\eta^2 - v(y))^{1/2} dy \right] \sigma_j.
\]
By the definition of $\tilde{x}$ we have

$$\int_{\tilde{x}}^{x+P} \left( \eta^2 - v(y) \right)^{1/2} dy = \frac{1}{2} \gamma(\eta). \tag{III.61}$$

From (III.41) when $x > \tilde{x}$ we have

$$\frac{\partial v_j}{\partial x} = \sigma_j = -1. \tag{III.62}$$

Therefore

$$r_j(x, 0, \varepsilon) \sim -\int_{x}^{x+P} \left( \eta^2 - v(y) \right)^{1/2} dy \quad \text{as } \varepsilon \to 0. \tag{III.63}$$

Case $x < \tilde{x}$.

$$r_j(x, 0, \varepsilon) \sim \left[ \frac{1}{2} \gamma(\eta) + \int_{\tilde{x}}^{x+P} \left( \eta^2 - v(y) \right)^{1/2} dy - \int_{x}^{x+P} \left( \eta^2 - v(y) \right)^{1/2} dy \right] \sigma_j$$

$$= \gamma(\eta) - \int_{x}^{x+P} \left( \eta^2 - v(y) \right)^{1/2} dy = \int_{x}^{x+P} \left( \eta^2 - v(y) \right)^{1/2} dy. \quad \text{Q.E.D.}$$
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