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ABSTRACT. Let $R$ be an hereditary Noetherian prime ring, let $S$ be a "Dedekind closure" of $R$ and let $T$ be the category of finitely generated $S$-torsion $R$-modules. It is shown that for all $i \geq 0$, there is an exact sequence $0 \rightarrow K_i(T) \rightarrow K_i(R) \rightarrow K_i(S) \rightarrow 0$. If $i = 0$, or $R$ has finitely many idempotent ideals then this sequence splits.

A notion of "right ideal class group" is then introduced for hereditary Noetherian prime rings which generalizes the standard definition of class group for hereditary orders over Dedekind domains. It is shown that there is a decomposition $K_0(R) \cong \text{Cl}(R) \oplus F$ where $F$ is a free abelian group whose rank depends on the number of idempotent maximal ideals of $R$. Moreover there is a natural isomorphism $\text{Cl}(R) \cong \text{Cl}(S)$ and this decomposition corresponds closely to the splitting of the above exact sequence for $K_0$.

1. Introduction. This paper is primarily concerned with describing the $K$-groups $K_i(R)$ (as defined by Quillen in [13]) for $R$ an hereditary Noetherian prime ring (abbreviated to HNP ring). Two fundamentally different approaches are taken. First of all, by taking a purely categorical point of view, we obtain an expression for $K_0(R)$ in terms of $K_i(S)$ where $S$ is a sort of "locally finite" torsion-theoretic localization of $R$, and $K_i(T)$ where $T$ is the corresponding torsion class. When $R$ has finitely many idempotent maximal ideals, the most interesting case occurs when $S$ is a Dedekind prime ring right equivalent to $R$. For a general HNP ring, we define a set of "Dedekind closures" of $R$ which coincide in the above case to the Dedekind prime rings right equivalent to $R$. Again the theory applies to such a Dedekind closure $S$, yielding short exact sequences $0 \rightarrow K_i(T) \rightarrow K_i(R) \rightarrow K_i(S) \rightarrow 0$ for all $i \geq 0$. Furthermore $K_i(T)$ may be identified as the direct sum of $K_i(R/M)$ where $M$ ranges over some restricted set of idempotent maximal ideals.

The second approach is a more detailed analysis of $K_0(R)$ using the fine structure of HNP rings worked out by Goodearl and Warfield in [6, 7]. We define a notion of "right ideal class group" $\text{Cl}(R)$ generalizing the classical definition for Dedekind domains and the definition for hereditary orders over Dedekind domains in [14, p. 343]. We show that $K_0(R) \cong \text{Cl}(R) \oplus H_0(R)$ where $H_0(R)$ is a free group whose rank depends on the number of maximal idempotent ideals of $R$. It turns out that this class group is invariant under Dedekind closure (generalizing a result of Jacobinski for hereditary orders [14, Theorem 40.16]). Thus by splitting off a
suitable rank one summand from $H_0(R)$, there are natural isomorphisms $\text{Cl}(R) \oplus Z \cong K_0(S)$ and $\overline{H}_0(R) \cong K_0(T)$. Thus the splitting described above corresponds very closely to the exact sequence obtained in the first section.

2. Exactness of $K_i(-)$. In this section we prove some general results about when Quillen’s long exact localization sequence of $K$-groups [13] splits into short exact sequences. We will be interested in generalized torsion-theoretic localization and we here recall some of the concepts described in [19]. A perfect right localization of a ring $R$ is an epimorphism (in the category of rings) $\phi: R \to S$ such that $S$ becomes a flat left $R$-module. The crucial property of such extensions is that $S \otimes_R S \cong S$ as $S$-$S$ bimodules. This implies that if $\phi_*: \text{Mod}-R \to \text{Mod}-S$ is the functor $M \to M \otimes_R S$ and $\phi^*: \text{Mod}-S \to \text{Mod}-R$ is the restriction functor then $\phi_*\phi^*$ is naturally equivalent to the identity functor on $\text{Mod}-S$ [19, XI.1.2].

Our $K$-theoretic notation will mostly follow [13]. If $R$ is a right Noetherian ring we denote the category of finitely generated right $R$-modules by $\text{Mod} f-R$. We let $K'_i(R) = K_i(\text{Mod} f-R)$ and $K_i(R) = K_i(P(R))$ where $P(R)$ is the category of finitely generated projective right $R$-modules. Our main tool will be the localization theorem [13, §5, Theorem 5]. Let $S$ be a perfect right localization of $R$ and let $\mathcal{T}$ be the subcategory of $\text{Mod} f-R$ consisting of $S$-torsion modules, that is modules $M$ such that $M \otimes_R S = 0$. Then $\mathcal{T}$ is a Serre subcategory of $\text{Mod} f-R$ such that the quotient category is $\text{Mod} f-S$. Hence we have a long exact sequence of $K$-groups in this situation. We first observe that if $S$ is also finitely generated as an $R$-module, then this long exact sequence splits into short exact sequences.

At various points, our categories of modules need to be small categories (in the sense that the objects form a set) in order for results from [13] to apply. However we can always replace these categories with an equivalent small category by taking a single module from each isomorphism class. We make no further mention of this fact and we shall assume implicitly that we have passed to the small equivalent category whenever necessary.

For readers unfamiliar with higher $K$-theory, it should be noted that the following results can be obtained for $K_0$ using only the definitions and results in [1].

**Theorem 2.1.** Let $R$ and $S$ be right Noetherian rings and let $\phi: R \to S$ be a perfect right localization. Let $\mathcal{T}$ be the torsion subcategory of $\text{Mod} f-R$ consisting of modules $M$ such that $M \otimes_R S = 0$. If $S$ is finitely generated as a right $R$-module, then the long exact localization sequence splits into split short exact sequences,

$$0 \to K_i(\mathcal{T}) \to K'_i(R) \to K'_i(S) \to 0.$$  

**Proof.** Applying $K_*(-)$ to the short exact sequence of Noetherian categories,

$$\mathcal{T} \hookrightarrow \text{Mod} f-R \to \text{Mod} f-S$$  

yields, by [13, §5, Theorem 5] the long exact sequence,

$$\cdots \to K'_{i+1}(S) \xrightarrow{\partial} K_i(\mathcal{T}) \to K'_i(R) \xrightarrow{K_i(\phi_*)} K'_i(S) \xrightarrow{\partial} K'_{i-1}(\mathcal{T}) \to \cdots$$  

where $\phi_*: \text{Mod} f-R \to \text{Mod} f-S$ is given by $- \otimes_R S$. If $\phi^*: \text{Mod} f-S \to \text{Mod} f-R$ is the restriction functor, then as noted above, $\phi_*\phi^*$ is equivalent to the identity functor whence $K_1(\phi_*)K_1(\phi^*)$ is the identity on $K'_1(S)$. Hence the connecting maps $\partial$ are zero and the sequence splits into split short exact sequences

$$0 \to K_i(\mathcal{T}) \to K'_i(R) \to K'_i(S) \to 0.$$
COROLLARY 2.2. Let $R$, $S$ and $T$ be as above. If all finitely generated right $R$-modules have finite projective dimension, then

$$K_i(R) \cong K_i(S) \oplus K_i(T).$$

EXAMPLE. As an example we analyze the $K$-theory of $R = \left( \frac{\mathbb{Z}}{n\mathbb{Z}} \right)$. Let $S$ be the $2 \times 2$ matrix ring over $\mathbb{Z}$. Since $S$ and $R$ contain a common right (resp. left) ideal $I$ such that $SI = S$ (resp. $IS = S$), it follows from [15, 2.1] that $S$ is finitely generated and projective as both a left and a right $R$-module. Hence $S$ is a perfect right localization of $R$. It is not difficult to see that the subcategory of finitely generated $S$-torsion $R$-modules is naturally equivalent to $\text{Mod}_J(\mathbb{Z}/n\mathbb{Z})$. Hence if $n = p_1^{r_1} \cdots p_t^{r_t}$ for some primes $p_1, \ldots, p_t$ and positive integers $r_1, \ldots, r_t$, then

$$K_i(T) \cong \bigoplus_j K_i'\left(\frac{\mathbb{Z}}{p_j^j\mathbb{Z}}\right) \cong \bigoplus_j K_i(\mathbb{Z}/p_j\mathbb{Z})$$

by devissage [13, §5, Theorem 4]. Thus, by Theorem 2.1,

$$K_i'(R) \cong K_i(\mathbb{Z}) \oplus \left( \bigoplus_j K_i(\mathbb{Z}/p_j\mathbb{Z}) \right).$$

In particular,

$$K_0'(R) \cong \mathbb{Z}^{t+1},$$

$$K_1'(R) \cong \mathbb{Z}/\mathbb{Z}_2 \oplus \left( \bigoplus_j (\mathbb{Z}/(p_j - 1)\mathbb{Z}) \right),$$

$$K_2'(R) \cong \mathbb{Z}/\mathbb{Z}_2$$

(see [12, Corollary 10.2 and Corollary 10.8] for the relevant facts on $K_2$).

Now let $\Lambda$ be a directed set. Let $\{S_\lambda; \lambda \in \Lambda\}$ be a set of perfect right localizations and let $\{T_\lambda; \lambda \in \Lambda\}$ be the associated torsion subcategory of $\text{Mod}_J f-R$. Suppose further that the set $\{T_\lambda; \lambda \in \Lambda\}$ forms a directed family of subcategories with maps $\psi_\lambda: T_\lambda \rightarrow T_\mu$ just inclusion functors. Then the $\{S_\lambda; \lambda \in \Lambda\}$ form a directed family of $R$-modules. It is easy to see that $T = \bigcup_\lambda T_\lambda$ is another torsion subcategory of $\text{Mod}_J f-R$ and that the associated localization $S$ of $R$ is isomorphic to $\varprojlim S_\lambda$ as a left $R$-module. In particular $S$ is flat as a left $R$-module and is again a perfect right localization of $R$.

THEOREM 2.3. Let $R$, $S_\lambda$, $S$ and $T$ be as described above. Suppose further that each $S_\lambda$ is finitely generated as a right $R$-module. Then the long exact $K$-theory localization sequence associated to the localization $S$ of $R$ splits into short exact sequences

$$0 \rightarrow K_i(T) \rightarrow K_i'(R) \rightarrow K_i'(S) \rightarrow 0.$$
or in other words $\rho_\mu$ is naturally equivalent to $- \otimes_R S_\mu$. The second fact follows similarly. Now since $T_\lambda \hookrightarrow \text{Mod } f-R \rightarrow \text{Mod } f-S_\lambda$ is an exact sequence for each $\lambda$, there is an exact sequence of $\Lambda$-directed systems,

$$\{ T_\lambda; \lambda \in \Lambda \} \hookrightarrow \{ \text{Mod } f-R; \lambda \in \Lambda \} \rightarrow \{ \text{Mod } f-S_\lambda; \lambda \in \Lambda \}.$$  

Taking direct limits then gives a new exact sequence. It is easy to see that $\lim T_\lambda = T$, hence since the middle term is again just $\text{Mod } f-R$, we have that $\lim (\text{Mod } f-S_\lambda)$ is equivalent to $\text{Mod } f-S$. Applying the functor $K_i(-)$ to the above exact sequences yields a $\Lambda$-directed system of abelian groups,

$$0 \rightarrow \{ K_i(T_\lambda); \lambda \in \Lambda \} \rightarrow \{ K'_i(R); \lambda \in \Lambda \} \rightarrow \{ K'_i(S_\lambda); \lambda \in \Lambda \} \rightarrow 0.$$  

Taking direct limits gives an exact sequence

$$0 \rightarrow \lim K_i(T_\lambda) \rightarrow \lim K'_i(R) \rightarrow \lim K'_i(S_\lambda) \rightarrow 0.$$  

Now using the fact that $\lim$ commutes with $K_i(-)$ [13, §2] we have

$$\lim K_i(T_\lambda) \cong K_i(\lim T_\lambda) \cong K_i(T)$$

and

$$\lim K_i(S_\lambda) \cong K_i(\lim (\text{Mod } f-S_\lambda)) \cong K_i(\text{Mod } f-S).$$

Hence we have short exact sequences for each $i \geq 0$,

$$0 \rightarrow K_i(T) \rightarrow K'_i(R) \rightarrow K'_i(S) \rightarrow 0.$$  

3. **Embedding HNP rings in Dedekind domains.** In this section we investigate closely the Dedekind prime rings contained between a given HNP ring $R$ and its quotient ring. In particular we show that $R$ is always contained in a Dedekind prime ring which is a directed union of subrings finitely generated as right $R$-modules. We call such a ring a Dedekind closure of $R$. At the same time we prove some results of independent interest. We identify those overrings of $R$ which are Dedekind prime rings and we use this result to say precisely when $R$ is a finite intersection of Dedekind prime rings. Some of these results are hinted at or stated without proof in [17 or 18]. However, to our knowledge, they do not appear anywhere in the literature.

For the readers convenience, we recall some of the well-known properties of HNP rings, as found in [2, 3, 6, 15]. If $R$ is an HNP ring, then $R/I$ is artinian for all essential one-sided ideals $I$ of $R$. Hence all finitely generated singular $R$-modules have finite length. Also, it follows that $R$ has right (and left) Krull dimension at most one in the sense of [8]. For any module $A$, we define submodules $\text{soc}^0(A) \leq \text{soc}^1(A) \leq \cdots$ by setting $\text{soc}^0(A) = 0$ and $\text{soc}^n(A)/\text{soc}^{n-1}(A) = \text{soc}(A/\text{soc}^{n-1}(A))$. In particular, if $A$ is a singular module, then $A = \bigcup_{n=1}^\infty \text{soc}^n(A)$. For any $R$-module $A$, we use $E_R(A)$ to denote the injective hull of $A$, dropping the subscript where no ambiguity can occur.

The right order of an ideal $I$ of $R$ is the ring $O_r(I) = \{ x \in Q | Ix \leq I \}$, where $Q$ is the classical quotient ring of $R$. The left order $O_l(I)$ is defined similarly. A cycle of idempotent maximal ideals of $R$ is any finite ordered set $\{ M_1, \ldots, M_n \}$ of distinct idempotent maximal ideals such that $O_r(M_1) = O_l(M_2) = O_l(M_3), \ldots, O_r(M_n) = O_l(M_1)$. Stafford and Warfield have recently found an example of an HNP ring containing a cycle of length $p$ for all primes $p$ [18].
For any set $\Delta$ of simple left $R$-modules, the localization $S$ with respect to $\Delta$ is defined to be

$$S = \{ q \in Q | q \in R \text{ or the composition factors of } Rq + R/R \text{ lie in } \Delta \}.$$ 

Then $S$ is, in the language of [19], the perfect left localization of $R$ with respect to the torsion theory generated by the members of $\Delta$ [19, VII-3, IX and XI]. Such rings were studied by Kuzmanovich in [11] and by Goodearl in [4]. In the language of the latter paper $S$ is the localization of $R$ at the set of maximal left ideals $I$ such that $R/I \notin \Delta$. It is shown in [4] that any ring $T$ contained between $R$ and $Q$ is the localization with respect to the set of simple $R$-modules that occur as subfactors of $T/R$. This then gives a 1-1 order-preserving correspondence between sets of (isomorphism classes of) simple left $R$-modules and subrings of $Q$ containing $R$ [4, Theorem 5]. It is easy to see that if $M$ is an idempotent maximal ideal of $R$, then $O_r(M)$ is precisely the localization with respect to the simple left $R$-module annihilated by $M$.

Goodearl's result of course also applies on the right, so rings contained between $R$ and $Q$ are also localizations with respect to a set of simple right $R$-modules (defined analogously). This is the point of view needed to apply Theorems 2.1 and 2.3. However, it is the set of torsion left modules that is most natural to describe, so we will do a certain amount of switching from side to side. The relation between these two sets of simple modules is given in Lemma 4.1 (one is just the dual of the other in the sense described below).

For our purposes it will often be more convenient to work with simple right or left $R$-modules rather than maximal ideals of $R$. There are a number of natural operations on the sets of right and left simple $R$-modules which help clarify the results of [6 and 7] and prove to be useful tools. Firstly there are two operations which take simple right modules to simple left modules and vice versa.

1. The dual: $V^\dagger = \text{Ext}_{R}^{1}(V, R)$. The duality functor $\text{Ext}_{R}^{1}(\cdot, R)$ is in fact defined on the category of all torsion $R$-modules and has many useful properties (see [21] for more details).

2. The “opposite” (defined only on unfaithful simple modules): we define $V^{\text{op}}$ to be the $R$-module $\text{Hom}_{R/M}(V, R/M)$ if $V$ is an unfaithful module with annihilator $M$. Of course $V^{\text{op}}$ is just the simple right module whose annihilator is the annihilator of the simple left module $V$ and vice versa.

Combining these two operations, yields maps from simple left modules to simple left modules and from simple right modules to simple right modules.

3. “Upper shriek”: $V^{!} = (V^{\dagger})^{\text{op}}$ (defined on all simple modules whose dual is unfaithful).

4. “Lower shriek”: $V_{!} = (V^{\text{op}})^{\dagger}$ (defined on all unfaithful simple modules).

We can now record some basic facts about these operations.

**Proposition 3.1.** Let $R$ be an HNP ring and let $V$ be a simple (left or right) $R$-module. Then

(a) $V^{\dagger\dagger} \cong V$.
(b) For $V$ unfaithful, $(V^{\text{op}})^{\text{op}} \cong V$.
(c) For $V$ unfaithful, $(V_{!})^{\dagger} \cong V$.
(d) For $V$ such that $V^{\dagger}$ is unfaithful, $(V^{!})_{!} \cong V$.
PROOF. Part (a) is a well-known property of the duality functor proved in [21]. The other parts are then clear.

We now wish to reinterpret some of the main results of [6] into our new terminology.

PROPOSITION 3.2. Let \( R \) be an HNP ring and let \( V \) be an unfaithful simple left \( R \)-module with annihilator \( M \).

1. If \( M \) is invertible, then \( V_i \cong V \).
2. If \( M \) is idempotent and \( U \) is another unfaithful simple left \( R \)-module with annihilator \( N \), then \( U \cong V_i \) if and only if \( N \) is idempotent and \( O_i(M) = O_r(N) \).
3. If \( U \) is a simple left \( R \)-module, then \( \text{Ext}^1_R(U, V) \neq 0 \) if and only if \( U \cong V_i \).

PROOF. Let \( Q \) be the classical quotient ring of \( R \) and let \( M^* = \{ x \in Q | xM \subseteq R \} \). Then it is clear from the definition that \( V_i \) is a simple submodule of the left \( R \)-module \( M^*/R \). If \( M \) is invertible \( MM^* = R \), so \( V_i \cong V \). Part (3) then follows in this case from [6, Proposition 1]. On the other hand, if \( M \) is not invertible, then \( M^* = O_i(M) \) and the rest of the proposition follows from [6, Theorems 7 and 8].

We define a cycle of simple left \( R \)-modules to be a set \( \{ U_1, \ldots, U_n \} \) of simple left \( R \)-modules such that \( U_i \cong (U_{i-1})' \) for all \( i = 2, \ldots, n \) and \( U_1 \cong (U_n)' \). Then by part (2) of the above proposition, the annihilators of the \( U_i \) form a cycle of idempotent maximal ideals.

Since it will be fundamental to what follows we now state one of the main theorems of [6].

THEOREM 3.3. Let \( R \) be an HNP ring and let \( U \) be an unfaithful simple left \( R \)-module. Set \( E_i = \text{soc}^i(E_R(U))/\text{soc}^{i-1}(E_R(U)) \). Then one of the following situations occurs.

1. \( E_i \cong U \) for all \( i \). (In this case \( \text{ann}_R U \) is an invertible ideal.)
2. There exists a cycle \( \{ U = U_1, U_2, \ldots, U_n \} \) of unfaithful simple left \( R \)-modules such that \( E_i \cong U_k \) whenever \( k \in \{ 1, \ldots, n \} \) and \( i \equiv k \pmod{n} \). (In this case the ideals \( \text{ann}_R U_i \) form a cycle of idempotent maximal ideals).
3. There exists an \( n \) such that \( E_i \) is an unfaithful simple left \( R \)-module for \( i = 1, \ldots, n \) and \( E_{n+1} \) is a faithful simple left \( R \)-module. Furthermore, \( E_{i+1} \cong (E_i) \), for all \( i = 1, \ldots, n \). (In this case \( \text{ann}_R U \) is an idempotent maximal ideal not contained in any cycle.)

We define a simple left \( R \)-module to be of type 1, 2 or 3 according to which of the above situations occur. Notice that the idempotent maximal ideals are the annihilators of the type 2 and 3 simple left \( R \)-modules. Hence \( R \) is a Dedekind prime ring if and only if all simple \( R \)-modules are of type 1.

There is a natural directed graph \( \Gamma \) associated to the set \( \Phi \) of unfaithful simple left \( R \)-modules. The vertices of the graph \( \Gamma \) are the isomorphism classes of unfaithful simple left \( R \)-modules and the vertex \( V \) is linked by an arrow to \( U \) if and only if \( U = V_i \). This graph is of course equivalent to the link graph of prime ideals described in [10]. Its connected components are either cycles or strings (if we consider a vertex linked to itself as a trivial cycle and a vertex with no edges coming out of it as a trivial string). Notice that all the strings are finite by [6, Corollary 21].

We define an equivalence relation on unfaithful simple left \( R \)-modules via \( U \sim V \) iff \( U \) and \( V \) lie in the same connected component of \( \Gamma \). For \( \Delta \) a subset of \( \Phi \), we
define
\[\overline{\Delta} = \{U \in \Phi | U \sim V \text{ for some } V \in \Delta\}.\]

We will be interested in the following types of subset of \(\Phi\). A full, deleted subset of \(\Phi\) is a subset \(\Delta\) of type 2 and 3 modules such that \(\overline{\Delta}\setminus\Delta\) consists of precisely one element of each cycle in \(\overline{\Delta}\). A complete deleted subset of \(\Phi\) is a full deleted subset \(\Delta\) such that \(\overline{\Delta}\) contains all the type 2 or 3 modules.

We now proceed to construct the "Dedekind closure" of an arbitrary HNP ring as described in the introduction. There are of course two different approaches to showing that a ring is a Dedekind prime ring. One is to show that it has no idempotent maximal ideals and the other is to show it only has type 1 unfaithful simple modules. Here we take the module theoretic approach for two reasons: firstly because it fits in better with the techniques of the rest of the paper but mainly because simple modules are slightly easier to keep track of under this general localization than are maximal ideals.

We first state explicitly some results from [19] that will be used frequently in the following.

**LEMMA 3.4.** Let \(R\) be a ring and let \(S\) be a perfect left localization of \(R\). Let \(M\) be an \(S\)-torsion-free left \(R\)-module. Then as \(R\)-modules, \(E_R(M) \cong E_R(S \otimes_R M) \cong E_S(S \otimes_R M)\). Furthermore, as an \(R\)-module, \(S \otimes_R M\) is isomorphic to the largest submodule \(N\) of \(E_R(M)\) such that \(N/M\) is \(S\)-torsion.

**PROOF.** [19, IX.2.3].

**LEMMA 3.5.** Let \(R\) be an HNP ring, let \(\Delta\) be a set of simple left \(R\)-modules and let \(S\) be the localization of \(R\) with respect to \(\Delta\). Let \(U\) be a simple left \(R\)-module such that \(U \notin \Delta\).

1. If \(U\) is a type 1 \(R\)-module, then \(S \otimes_R U \cong U\) as \(R\)-modules and \(S \otimes_R U\) is a type 1 simple \(S\)-module.
2. If \(\{U = U_1, U_2, \ldots, U_n\}\) is a cycle of simple left \(R\)-modules and \(U_i \in \Delta\) for \(i = 2, \ldots, n\), then \(S \otimes_R U \cong \text{soc}^n(E_R(U))\) and \(S \otimes_R U\) is a simple left \(S\)-module of type 1.
3. If \(U\) is a type 3 \(R\)-module, then \(S \otimes_R U\) is either a faithful or a type 3 unfaithful simple \(S\)-module.

**PROOF.** These follow from Lemma 3.4 and [6, Theorem 22].

We shall use the following result later in §5.

**PROPOSITION 3.6.** Let \(R\) be an HNP ring. Let \(\Delta\) be a full deleted set of unfaithful simple left \(R\)-modules and let \(S\) be the localization of \(R\) with respect to \(\Delta\). Let \(P'\) be a nonzero idempotent maximal ideal of \(S\) and let \(P = P' \cap R\). Then \(P\) is an idempotent maximal ideal of \(R\) such that \(PV \neq 0\) for all \(V \in \overline{\Delta}\). Furthermore \(P' = SP = PS = SPS\).

**PROOF.** Let \(V'\) be an unfaithful simple left \(S\)-module annihilated by the nonzero idempotent maximal ideal \(P'\). Then \(V = \text{soc}_R(V')\) is an unfaithful simple \(R\)-module and \(S \otimes_R V \cong V'\). Now since \(V'\) is a type 2 or 3 simple \(S\)-module, it follows from Lemma 3.5 that \(V\) is a type 2 or 3 simple \(R\)-module such that \(V \notin \overline{\Delta}\). Thus since \(\Delta\) is a full deleted set, \(V \cong \text{soc}^2(E_R(V))/V \notin \Delta\). Hence by Lemma 3.4, \(V' = V\). Thus if \(P = \text{ann}_R V\), it is clear that \(P = P' \cap R\). Further \(P\) is idempotent.
because $V$ is type 2 or 3. But now since $S$ is both a right and left localization of $R$ by $[4]$, we always have, for any right (resp. left) ideal of $R$, that $I = (I \cap R)S$ (resp. $I = S(I \cap R)$), whence it follows that $P' = SP = PS = SPS$.

**Theorem 3.7.** Let $R$ be an HNP ring, let $\Delta$ be a complete deleted set of unfaithful simple left $R$-modules and let $S$ be the localization of $R$ with respect to $\Delta$. Then $S$ is a Dedekind prime ring.

**Proof.** This result is immediate from the proposition and the definition of a complete deleted set.

**Definition.** A localization $S$ of an HNP ring $R$ with respect to a complete deleted set of unfaithful simple modules will be called a Dedekind closure of $R$.

These Dedekind closures $S$ have two other interesting properties: firstly, no ring strictly contained between $R$ and $S$ is also a Dedekind prime ring and secondly, $S$ is the directed union of subrings right equivalent to $R$.

In order to prove the first statement, we prove a slightly more general result which identifies exactly which rings containing $R$ are Dedekind prime rings. In particular this enables us to state precisely which HNP are finite intersections of Dedekind prime rings.

**Theorem 3.8.** Let $R$ be an HNP ring, let $\Sigma$ be a set of simple left $R$-modules and let $S$ be the localization of $R$ with respect to $\Sigma$. Then $S$ is a Dedekind prime ring if and only if the following two conditions hold.

1. Each cycle of unfaithful simple left $R$-modules contains at most one member not in $\Sigma$.
2. For any complete string $\Sigma = \{U_1, \ldots, U_n\}$ of type 3 unfaithful simple left $R$-modules, either $\Sigma \leq \Delta$ or there exists an $i$ between 1 and $n$ such that $\{U_1, \ldots, U_{i-1}, U_{i+1}, \ldots, U_n, U_{i+1}^l\} \leq \Delta$.

**Proof.** First suppose that the two conditions are satisfied. Let $V'$ be an unfaithful simple left $S$-module and let $V = soc_R(V')$. Suppose that $V'$ is a type 2 or 3 $S$-module. Then $V$ must be an unfaithful type 2 or 3 $R$-module by Lemma 3.5. Because of condition (1) and Lemma 3.5 part (2), $V$ cannot be type 2 either. Hence $V$ is type 3 and $V$ belongs to a string $\{V = V_1, \ldots, V_t\}$ where $V_i \cong V_{i-1}^l$ and $V_t^l$ is faithful. But by condition (2) and Lemma 3.4, $V' \cong S \otimes_R V$ contains $V_t^l$ as an $R$-subfactor. Thus $V'$ is a faithful $R$-module and hence is a faithful $S$-module also, contradicting our assumption.

On the other hand, assume that $S$ is a Dedekind prime ring. Suppose we have unfaithful simple left $R$-modules $U = U_1, \ldots, U_t$ such that $U_i \cong U_i^l$ for $i = 2, \ldots, n$, and neither $U$ nor $U_i^l$ lie in $\Delta$. Then by 3.2, 3.3 and 3.4, $S \otimes_R U$ is an unfaithful simple $S$-module. But $U_i^l$ is a subfactor of $E_R(U)$ so by 3.4, $S \otimes_R U_i^l$ is a subfactor of $E_S(S \otimes_R U)$. Since $S$ is Dedekind, we must have $S \otimes_R U \cong S \otimes_R U_i^l$. But this implies that $U \cong U_i^l$, whence both conditions (1) and (2) must hold.

**Corollary 3.9.** Let $R$ be an HNP ring. Let $\Delta$ be a complete deleted set of unfaithful simple left $R$-modules and let $S$ be the localization of $R$ with respect to $\Delta$. If $T$ is a Dedekind prime ring contained between $R$ and $S$ then $T = S$.

**Proof.** If $T$ were strictly contained in $S$, then it would be localization with respect to some proper subset of $\Delta$. Hence by Theorem 3.8 it could not be a Dedekind prime ring.
If \( R \) is an HNP ring with quotient ring \( Q \) then it is easy to see that \( R \) is the intersection of all the Dedekind prime rings between \( R \) and \( Q \). For the localization of \( R \) with respect to all but one simple \( R \)-module is always a Dedekind prime ring and \( R \) is easily seen to be the intersection of these localizations. If \( R \) has finitely many idempotent maximal ideals, then it is well known that \( R \) is a finite intersection of Dedekind prime rings. On the other hand in [18] two examples of HNP rings with infinitely many idempotent ideals are given, one of which is, and one of which is not an intersection of finitely many Dedekind prime rings. The exact conditions for this to occur are the following.

**Theorem 3.10.** Let \( R \) be an HNP ring with classical ring of quotients \( Q \). Then \( R \) is the intersection of finitely many Dedekind domains contained between \( R \) and \( Q \) if and only if there is a bound on the lengths of the connected components of the link graph \( \Gamma \).

**Proof.** For any complete string \( \{U_1, \ldots, U_n\} \) of type 3 unfaithful simple left \( R \)-modules, call \( \{U_1, \ldots, U_n, U_n^l\} \) the corresponding extended string. Let \( T \) be the localization of \( R \) with respect to a set of simple left \( R \)-modules \( \Delta \). If \( T \) is a Dedekind prime ring, then there is at most one member from each cycle or extended string not contained in \( \Delta \). Hence if there exists a cycle or extended string of cardinality \( n \), then any intersection of less than \( n \) Dedekind prime rings containing \( R \) must strictly contain \( R \).

On the other hand, if all cycles and extended strings have cardinality less than some fixed integer \( t \), then it is clear from Theorem 3.8 that we can find \( t \) sets of simple left \( R \)-modules whose intersection is empty and such that the corresponding localization is Dedekind.

**4.** \( K_1(R) \) for HNP rings. In this section we apply the results of §1 to the case where \( R \) is an HNP ring and \( S \) is a ring contained between \( R \) and its quotient ring. We identify \( K_1(\ ) \) as the direct sum of the \( K_1(\text{End}_R V) \) where \( V \) is an \( S \)-torsion simple module. In particular we look at the situation where \( S \) is a Dedekind closure of \( R \) (as defined after Theorem 3.7). The only problem in this situation is that the left torsion theory associated to \( S \) is easier and more natural to identify than the right torsion theory. We show that, since one torsion theory is the dual of the other, their \( K_1 \)-groups are in fact the same.

**Lemma 4.1.** Let \( R \) be an HNP ring and let \( S \) be a ring contained between \( R \) and its quotient ring \( Q \). Let \( \Delta_l \) (resp. \( \Delta_r \)) be the set of \( S \)-torsion simple left (resp. right) \( R \)-modules. Then

\[
\Delta_r = \Delta_l^L = \{V^L | V \in \Delta_l\}.
\]

**Proof.** It is shown in [4], that \( S \) is always the localization with respect to the \( S \)-torsion simple modules. Furthermore it is shown that a simple \( R \)-module \( V \) is \( S \)-torsion if and only if it occurs as a subquotient of \( S/R \) [4, Theorem 5]. Let \( V \in \Delta_l \), and suppose \( V \cong R/I \) for some left ideal \( I \). Then by the definition of localization with respect to a set of simple modules,

\[
I^* = \{q \in Q | IQ \leq R \} \leq S.
\]
So $V^\dagger \cong I^*/R$ is a right $R$-submodule of $S/R$. Hence $V^\dagger \in \Delta_r$ and $\Delta_r^\dagger \leq \Delta_r$. The analogous result on the other side gives that $\Delta_l^\dagger \leq \Delta_l$ and taking duals gives $\Delta_r \leq \Delta_l^\dagger$, as required.

**Lemma 4.2.** Let $R$ be an HNP ring and let $V$ be a simple $R$-module. Then there is a natural isomorphism, $\text{End}_R(V) \cong \text{End}_R(V^\dagger)$.

**Proof.** Suppose $V$ is a simple left module and $I$ is a left ideal such that $R/I \cong V$. Then $V^\dagger \cong I^*/R$ and it is easy to check that $\text{End}_R(V^\dagger) \cong I(I)/I \cong \text{End}_R(V)$.

**Theorem 4.3.** Let $R$ be an HNP ring and let $M_1, \ldots, M_t$ be idempotent maximal ideals of $R$ such that $M = (M_1 \cap \cdots \cap M_t)^\dagger$ is idempotent. Then for all $i \geq 0$,

$$K_i(R) \cong K_i(O_r(M)) \oplus K_i(R/(M_1 \cap \cdots \cap M_t)).$$

**Proof.** Let $V_1, \ldots, V_t$ be simple left $R$-modules with $M_jV_j = 0$ for $j = 1, \ldots, t$. Then $O_r(M)$ is the left localization of $R$ with respect to $\{V_1, \ldots, V_t\}$. Hence the modules of the class $\mathcal{T}$ of finitely generated right $O_r(M)$-torsion modules have composition series with factors in $\{V_1^\dagger, \ldots, V_t^\dagger\}$. Let $D_j = \text{End}_R(V_j) = \text{End}_R(V_j^\dagger)$. Then by [13, Corollary 5.2 and p. 104], $K_i(\mathcal{T}) \cong \bigoplus_{1 \leq j \leq t} K_i(D_j^{op}) \cong \bigoplus_{1 \leq j \leq t} K_i(D_j)$. Now $O_r(M)$ is finitely generated as a right $R$-module by [15, Theorem 4.4], so by Corollary 2.2,

$$K_i(R) \cong K_i(O_r(M)) \oplus \left( \bigoplus_{1 \leq j \leq t} K_i(D_j) \right).$$

But of course $R/M_j$ is a matrix ring over $D_j$, so

$$\bigoplus_{1 \leq j \leq t} K_i(D_j) \cong K_i(R/M_1 \cap \cdots \cap M_t)).$$

In particular this occurs when $M$ is a minimal idempotent ideal and $O_r(M)$ is a Dedekind prime ring right equivalent to $R$. We state this case in a slightly different form.

**Theorem 4.4.** Let $R$ be an HNP ring, let $S$ be a Dedekind prime ring right equivalent to $R$ and let $\mathcal{T}$ be the category of finitely generated $S$-torsion $R$-modules. Then the long exact localization sequence splits into short exact sequences,

$$0 \to K_i'(\mathcal{T}) \to K_i(R) \to K_i(S) \to 0.$$ 

Thus,

$$K_i(R) \cong K_i(S) \oplus \left( \bigoplus K_i(\text{End}(V)) \right)$$

where the direct sum is over isomorphism classes of simple modules of $\mathcal{T}$. In particular,

$$K_0(R) \cong K_0(S) \oplus \mathbb{Z}^t$$

where $t$ equals the number of idempotent maximal ideals of $R$ minus the number of cycles.

**Proof.** Since $S$ is right equivalent to $R$, it is certainly finitely generated as a right $R$-module. Since $S$ is also flat as a left $R$-module the first statement follows.
from Theorem 2.1. The second statement follows from the same identifications used in the proof of Theorem 4.3. The final statement follows from the fact that \( t \) is precisely the number of isomorphism classes of simple modules in any complete deleted set of unfaithful simple left \( R \)-modules and \( S \) must be a localization with respect to such a set.

We denote by \( I_R(I) \) the idealizer in \( R \) of the right ideal \( I \) as defined in [15].

**Theorem 4.5.** Let \( S \) be an HNP ring and let \( I \) be a semimaximal right ideal of \( S \) with \( SI = I \). Then

\[
K_i(I_R(I)) \cong K_i(S) \oplus K_i(I_S/I).
\]

We now give a more general version of the previous theorem for localizations of \( R \) which are direct limits of rings right equivalent to \( R \). For this we use Theorem 2.3 so of course we lose the splitting of the exact sequence. It will however be shown in §5 that for \( i = 0 \), this sequence does in fact split. We do not know whether this is true for \( i \geq 1 \).

**Theorem 4.6.** Let \( R \) be an HNP ring and let \( \Delta \) be a set of unfaithful simple left \( R \)-modules such that (1) \( \text{ann}_R V \) is idempotent for all \( V \in \Delta \) and (2) \( \Delta \) contains no cycles. Let \( S \) be the localization of \( R \) with respect to \( \Delta \). Then for all \( i \geq 0 \), there are exact sequences,

\[
0 \to \bigoplus_{V \in \Delta} K_i(\text{End}_R V) \to K_i(R) \to K_i(S) \to 0.
\]

**Proof.** Let \( \Lambda \) be the set of finite subsets of \( \Delta \). For each \( \lambda \in \Lambda \), define \( S_\lambda \) to be the localization of \( R \) with respect to the simple modules in \( \lambda \). The assumption on \( \Delta \) implies that the intersection \( I \) of the annihilators of the elements of \( \lambda \) is not contained in any invertible ideal [3, Proposition 4.3]. Hence for some \( t \), \( I^t \) is idempotent by [3, Proposition 4.5] and hence \( S = O_r(I^t) \). Thus each \( S_\lambda \) is finitely generated as a right \( R \)-module. It is clear that \( \Lambda \) is a partially ordered, directed set under inclusion and that \( S \cong \varinjlim S_\lambda \). Hence we may apply Theorem 2.3, yielding an exact sequence

\[
0 \to K_i(\mathcal{T}) \to K_i(R) \to K_i(S) \to 0
\]

where \( \mathcal{T} \) is the torsion class of finitely generated \( S \)-torsion right \( R \)-modules. Since all objects of \( \mathcal{T} \) have composition series with factors in \( \Delta^+ \), we have by [13, Corollary 5.2 and p. 104] and Lemmas 4.1 and 4.2, that \( K_i(T) \cong \bigoplus_{V \in \Delta^+} K_i(\text{End}_R V) \cong \bigoplus_{V \in \Delta} K_i(\text{End}_R V) \).

Again the above theorem applies particularly to the case when \( \Delta \) is a complete deleted set and \( S \) is a Dedekind closure of \( R \). In particular we will be interested in the next section with the case \( i = 0 \), so we state explicitly the result in this case.

**Corollary 4.7.** Let \( R \) be an HNP ring with infinitely many idempotent maximal ideals and let \( S \) be a Dedekind closure of \( R \). Then there is a natural exact sequence

\[
0 \to Z^{(\alpha)} \to K_0(R) \to K_0(S) \to 0
\]

where \( \alpha \) is the cardinality of the set of idempotent maximal ideals.

**Example.** We now consider \( K_0(R) \) for the examples of HNP rings with infinitely many idempotent maximal ideals given in [18]. In each case it can fairly
easily be seen that $R$ has a natural Dedekind closure $S$ which is a localization of the polynomial ring $D[X]$ over some division ring $D$. In particular $K_0(S) \cong \mathbb{Z}$. Thus by Corollary 4.7, $K_0(R)$ is a free abelian group whose rank is the cardinality of the set of idempotent maximal ideals. For the rings $H$ defined in §§2 and 3 of [18] this cardinality is $\aleph_0$ while for the ring $R_1$ described in §4, the cardinality is just the cardinality of the given index set $\Lambda$. Similar calculations were done by Stafford and Warfield in their paper [18, Corollary 4.10]. However their technique required the special fact that these rings are direct limits of $HNP$ subrings with finitely many idempotent ideals.

5. Class groups and $H_0(R)$ for HNP rings. A classical result in the theory of Dedekind domains states that if $R$ is a Dedekind domain, then $K_0(R) \cong \mathbb{Z} \oplus \text{Cl}(R)$ where the class group $\text{Cl}(R)$ is the group of isomorphism classes of ideals of $R$ under multiplication. For Dedekind prime rings there is a natural analogue of this isomorphism, though the definition of class group is much less natural. For a Dedekind prime ring $R$ with quotient ring $Q$ we define $\text{Cl}(R) = \{ [I] \in K_0(R) | I \text{ is a finitely generated projective } R\text{-module} \text{ such that } \text{length}(I \otimes_R Q) = \text{length}(Q) \}$ where the operation is now $[I] \cdot [J] = [I] + [J] - [R]$. Then it is easy to show using the results of [2] that this operation makes $\text{Cl}(R)$ into a group and that $K_0(R) \cong \mathbb{Z} \oplus \text{Cl}(R)$ (this result appears in [14] for maximal orders over Dedekind domains but does not seem to be explicitly stated in the literature for general Dedekind prime rings).

For a nonmaximal hereditary order $R$ over a Dedekind domain, the class group is defined in [14] to be the group of stable isomorphism classes of “locally free” right ideals of $R$. This definition is generalized below to the case where $R$ is an HNP ring and it is shown that $K_0(R) \cong F \oplus \text{Cl}(R)$ where $F$ is a free abelian group whose rank depends on the number of idempotent maximal ideals of $R$.

This decomposition is closely related to the localization exact sequence associated to a Dedekind closure $S$ of $R$. It is shown that there is a natural isomorphism $\text{Cl}(R) \cong \text{Cl}(S)$ (generalizing a result of Jacobinski’s for hereditary orders over Dedekind domains [14, Theorem 40.16]). Hence for a suitable decomposition $F \oplus R$, the map $K_0(R) \to K_0(S)$ described in Corollary 4.7 is just the projection of $F \oplus R \oplus \text{Cl}(R)$ onto $R \oplus \text{Cl}(R)$. In particular this shows that this exact sequence always splits.

The crucial concept needed for this analysis is that of a generalized rank function or state. A state is a group homomorphism $s: K_0(R) \to \mathbb{R}$ (denoting the real numbers) such that $s([R]) = 1$ and for every finitely generated projective $R$-module $A$, $s([A]) \geq 0$. The reader is referred to [5 and 7] for more details. We shall mostly be concerned with the states that occur in the following fashion. If $R$ is an HNP ring and $P$ is a nonzero prime ideal, then $R/P$ is a simple artinian ring and we may define, for any finitely generated projective (right) $R$-module $A$,

$$r_P(A) = \text{length}(A \otimes_R R/P)/\text{length}(R/P).$$

Since $r_P$ is additive on direct sums and $r_P([R]) = 1$, we see that $r_P$ induces a state $s_P \in \text{St}(R)$ such that $s_P([A] - [B]) = r_P(A) - r_P(B)$ for any finitely generated projective $R$-modules $A$ and $B$. Similarly the usual normalized rank function given by $r_0(A) = \text{length}(A \otimes_R Q)/\text{length}(Q)$ (where $Q$ is the quotient ring of $R$) induces a state which we will denote by $s_0$. 
Each \( x \in K_0(R) \) now defines a map from \( \text{Spec} R \) to \( Q \) given by \( \rho_x(P) = s_P(x) \) for all \( P \in \text{Spec} R \). This map turns out to be locally constant when \( \text{Spec} R \) is equipped with the patch topology [7]. Hence we obtain a homomorphism \( \rho \) from \( K_0(R) \) to the group of locally constant maps from \( \text{Spec} R \) to \( Q \) given by \( \rho(x) = \rho_x \). Following the roughly analogous situation in [1, p. 458] for commutative rings, we denote the image of this map by \( H_0(R) \). We then have a short exact sequence

\[
0 \to \text{Ker } \rho \to K_0(R) \to H_0(R) \to 0.
\]

We now proceed to identify \( \text{Ker } \rho \) with a “constant rank right ideal class group.”

**Definition 5.1.** For \( R \) an HNP ring, define

\[
\text{CI}(R) = \{ [I] \mid I \text{ is a right ideal of } R \text{ and } r_P(I) = 1 \text{ for all } P \in \text{Spec } R \}.
\]

The following result has also been observed independently by R. B. Warfield. In fact the result is true for any prime Noetherian ring of Krull dimension one and exactly the same proof goes through.

**Lemma 5.2.** Let \( R \) be an HNP ring and let \( \rho: K_0(R) \to H_0(R) \) be the map described above. Then \( \text{Ker } \rho = \text{Cl}(R) \). In particular \( \text{Cl}(R) \) is a subgroup of \( K_0(R) \).

**Proof.** It is immediate from the definition of \( \rho \) that if \( x \in K_0(R) \), then \( x \in \text{Ker } \rho \) if and only if \( s_P(x) = 0 \) for all \( P \in \text{Spec } R \). Thus it is clear that \( \text{Cl}(R) \leq \text{Ker } \rho \). On the other hand, let \( x \) be an arbitrary element of \( \text{Ker } \rho \). Then \( x = n[R] - [A] \) where \( n \) is a positive integer and \( A \) is a finitely generated projective \( R \)-module with \( r_P(A) = n \) for all \( P \in \text{Spec } R \). By [16, Lemma 5.2 and Corollary 5.8] \( A \cong R^{(n-1)} \oplus A_0 \) and hence \( x = [R] - [A_0] \) where \( r_P(A_0) = 1 \) for all \( P \in \text{Spec } R \). But \( A_0 \) is then isomorphic to a right ideal of \( R \), so \( x \in \text{Cl}(R) \) as required.

We now want to compare the exact sequence \( 0 \to \text{Cl}(R) \to K_0(R) \to H_0(R) \to 0 \) with the exact sequences for \( K_0 \) derived in the previous section. We first need to see how \( \text{Cl}(\cdot) \) behaves with respect to Dedekind closure. Again we have finite and infinite versions.

Define \( K_0(R)^+ = \{ [A] \mid K_0(R)|A \text{ is a finitely generated projective } R\text{-module} \} \).

**Lemma 5.3.** Let \( R \) be a ring and let \( G \) be a subgroup of \( K_0(R)^+ \) such that for some \( x \in K_0(R) \), \( x - g \in K_0(R)^+ \) for all \( g \in G \). Then \( s(g) = 0 \) for all \( s \in \text{St}(R) \) and all \( g \in G \).

**Proof.** Since \( s(x - g) \geq 0 \) and \( s(x + g) \geq 0 \), it follows that \( |s(g)| \leq |s(x)| \) for all \( g \in G \). Hence since it is a bounded additive subgroup of \( R \), \( s(G) \) must be zero.

**Lemma 5.4.** Let \( R \) be an HNP ring. Then \( \text{Cl}(R) \) is the unique maximal subgroup of \( K_0(R) \) consisting entirely of elements of the form \( [V] \) where \( V \) is a cyclic torsion \( R \)-module.

**Proof.** Let \( x = [R] - [I] \in \text{Cl}(R) \). Since \( r_0(I) = 1 \), \( I \) must be an essential right ideal of \( R \). Thus \( R/I \) is torsion and \( x = [R/I] \) is of the required form.

Now let \( G \) be a subgroup of \( K_0(R) \) consisting of elements of the form \( [V] \) where \( V \) is a cyclic torsion \( R \)-module. Any element \( y \) of \( G \) may be expressed in the form \( y = [R/J] = [R] - [J] \) where \( J \) is a right ideal of \( R \). But this implies that \( [R] - y \in K_0(R)^+ \) for all \( y \in G \). Hence by Lemmas 5.2 and 5.3, \( G \) is contained in \( \text{Cl}(R) \).
LEMMA 5.5. Let R be an HNP ring and let S be a ring contained between R and its quotient ring. Then the functor $- \otimes_R S$ induces a map from $\text{Cl}(R)$ to $\text{Cl}(S)$.

PROOF. The functor $- \otimes_R (S)$ induces a map $\phi: K_0(R) \to K_0(S)$. Since S is a flat R-module the image of $\text{Cl}(R)$ under $\phi$ again consists of cyclic torsion S-modules. So $\phi(\text{Cl}(R)) \subseteq \text{Cl}(S)$ by Lemma 5.4.

PROPOSITION 5.6. Let R be an HNP ring and let S be a ring contained between R and its quotient ring such that S is a finitely generated R-module. Then the induced map from $\text{Cl}(R)$ to $\text{Cl}(S)$ is an epimorphism.

PROOF. We know from Theorem 2.1 that the induced map $\phi: K_0(R) \to K_0(S)$ is split by the map $\theta: K_0(S) \to K_0(R)$ induced from the restriction functor. An arbitrary element of $K_0(S)$ is of the form $[S] - [I]$ for some right ideal $I$ of S. Since $J$ is a finitely generated projective R-module, this implies that $[S] - y \in K_0(R)^+$ for all $y \in \theta(K_0(S))$. So $\theta(K_0(S)) \subseteq K_0(R)$ by Lemma 5.3. Since $\phi \theta$ is the identity, it is clear that $\phi(K_0(R)) = K_0(S)$.

LEMMA 5.7. Let R be an HNP ring and let S be a ring contained between R and its quotient ring such that S is a finitely generated right R-module. Suppose that $M'$ is a maximal ideal of S such that $M' \subseteq MS = SM$ for some maximal ideal $M$ of R. Then for any finitely generated projective right R-module $A$, $r_M(A) = r_{M'}(A \otimes_R S)$.

PROOF. The condition that $M' = SM = MS$ together with the fact that S is a localization of R, insures that $R/M \cong S/M'$. Since these rings are their own classical quotient rings,

$$r_M(A) = \frac{\text{length}(A \otimes_R R/M)}{\text{length}(R/M)} = \frac{\text{length}(A \otimes_R S \otimes_S S/M')}{\text{length}(S/M')} = r_{M'}(A \otimes_R S).$$

THEOREM 5.8. Let R be an HNP ring, let $\Phi$ be a complete deleted set of simple left R-modules and let S be the localization of R with respect to $\Phi$. Then the function $- \otimes_R S$ induces an epimorphism from $\text{Cl}(R)$ to $\text{Cl}(S)$.

PROOF. It is clear from the definition of $\text{Cl}(S)$ that it is enough to show that for all finitely generated projective right S-modules $I'$ such that $[S] - [I'] \in \text{Cl}(S)$, there exists a finitely generated projective right R-module I with $[R] - [I] \in \text{Cl}(S)$ and $[I \otimes_R S] = [I']$. So let $I'$ be a finitely generated projective right S-module with $[S] - [I'] \in \text{Cl}(S)$. Pick a finitely generated R-submodule I of $I'$ such that $I' = IS \cong I \otimes_R S$. Then I is projective and $r_0(I) = 1$ but $[R]-[I]$ may not lie in $\text{Cl}(R)$. Now by [7, 4.10] the map $\rho_{[I]}: \text{Spec} R \to \text{Q}$ is locally constant when $\text{Spec} R$ is given the patch topology, so in particular there is an open set U containing (0) such that $\tau_P(I) = 1$ for all $P \in U$. However the open sets of $\text{Spec} R$ containing (0) are just complements of finite sets. Hence there are only finitely many prime ideals $P$ of $R$ such that $\tau_P(I) \neq 1$ (and these must be idempotent by [7, 5.1]). Let $\Delta$ be a minimal full deleted subset of $\Phi$ such that $\Delta$ contains all the simple modules annihilated by these primes $P$. By the comments following Theorem 3.3, $\Delta$ must be finite and hence, since $\Delta$ contains no cycles, the localization $T$ with respect to $\Delta$ is finitely generated as a right R-module. By Proposition 3.6, if M is an idempotent ideal of $T$, then $M = T(M \cap R) = (M \cap R)T$ and $M \cap R$ is a maximal ideal of $R$ such that $(M \cap R)V \neq 0$ for all $V \in \Delta$. Hence $r_M(I \otimes_R T) = r_{(M \cap R)}(I) = 1$ and $[T] - [I \otimes_R T] \in \text{Cl}(T)$. By Proposition 5.6 there exists a finitely generated
projective $R$-module $J$ such that $[R] - [J] \in \text{Cl}(R)$ and $[J \otimes_R T] = [I \otimes_R T]$. But $J \otimes_R S \cong J \otimes_R T \otimes_T S$, whence $[J \otimes_R S] = [I \otimes_R S] = [I']$ as required.

Now let $R$ be an HNP ring and $S$ be a localization with respect to a complete deleted set of unfaithful simple left $R$-modules. We wish to compare the exact sequences

$$0 \rightarrow K_0(T) \rightarrow K_0(R) \rightarrow K_0(S) \rightarrow 0$$

and

$$0 \rightarrow \text{Cl}(R) \rightarrow K_0(R) \rightarrow H_0(R) \rightarrow 0.$$

Recall that since $S$ is a Dedekind prime ring, $K_0(S) \cong \text{Cl}(S) \oplus \mathbb{Z}$ by [4, 2.4]. So if $I$ is some uniform right ideal, we can rewrite the top sequence as

$$0 \rightarrow K_0(T) \oplus \mathbb{Z}[I] \rightarrow K_0(R) \rightarrow \text{Cl}(S) \rightarrow 0.$$

We now proceed to show that these exact sequences are just the two exact sequences that occur from the decomposition $K_0(R) \cong \text{Cl}(R) \oplus H_0(R)$. We first need some more detailed information about the states $s_M$.

**Proposition 5.9.** Let $R$ be an HNP ring, let $M$ be an idempotent maximal ideal of $R$ and let $V$ be a simple right $R$-module such that $VM = 0$. If $U$ is a simple $R$-module whose dual is unfaithful, then

$$s_M([U]) \neq 0 \iff U = V \text{ or } U = V_1.$$

**Proof.** It is clear that $s_M([V]) \neq 0$; hence it suffices to show that if $U \neq V$, then $s_M([U]) \neq 0$ if and only if $U = V_1$. So suppose that $U \neq V$ and let $I$ be a maximal right ideal such that $R/I \cong U$. In this case, the following equivalences are established fairly easily:

$$\text{Ext}^1_R(U, V) = 0 \iff R/IM \text{ is semisimple } \iff IM = I \cap M.$$  

On the other hand,

$$s_M([U]) = 0 \iff \ell(I/IM) = \ell(R/M) \iff IM = I \cap M.$$  

But as observed in Theorem 3.2, $U = V_1$ if and only if $\text{Ext}^1_R(U, V) \neq 0$.

**Lemma 5.10.** $\text{Cl}(R) \cap (K_0(T) \oplus \mathbb{Z}[I]) = 0$.

**Proof.** Let $x \in \text{Cl}(R) \cap (K_0(T) \oplus \mathbb{Z}[I])$. Since $s_0([U]) = 0$ for all $U \in T$ and $s_0([I]) = 1$, it is clear that the $\mathbb{Z}[I]$ component of $x$ must be zero. Hence $x \in K_0(T)$. Now $K_0(T)$ is a free abelian group on the isomorphism classes of simple modules in $T$. Let $\text{supp}(x)$ be the set of simple modules which occur in the expression for $x$. Since $\text{supp}(x)$ is finite and $T$ contains no cycles of simple modules we can find a simple module $V$ such that $[V] \in \text{supp}(x)$ but $[V'] \notin \text{supp}(x)$. Let $M = \text{ann}(V')$. Then $s_M([U]) = 0$ for all $U$ not isomorphic to $V$ in $\text{supp}(x)$ by Proposition 5.9. Applying $s_M$ to $x$ implies that the coefficient of $[V]$ is zero, a contradiction.
THEOREM 5.11. Let \( R \) be an HNP ring. Then the following commutative
diagram is exact.
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\]

In particular \( \text{Cl}(R) \cong \text{Cl}(S) \) and the short exact sequences both split.

PROOF. The surjectivity of the top diagonal follows from Theorem 5.8. The
injectivity of the bottom diagonal follows from Lemma 5.10. Exactness then follows
immediately.

COROLLARY 5.12. Let \( R \) be an HNP ring with finitely many idempotent ideals.
Then \( K_0(R) \cong \text{Cl}(R) \oplus \mathbb{Z}^t \) where \( t \) equals the number of idempotent maximal
ideals minus the number of cycles.

Finally we mention two more corollaries to Theorem 5.11. The first is a genera-

ingization of a result of Jacobinski [9] for hereditary orders over Dedekind domains.

COROLLARY 5.13. Let \( R \) be an HNP ring and let \( T \) be a ring contained between
\( R \) and a Dedekind closure of \( R \). Then there is a natural isomorphism \( \beta : \text{Cl}(R) \to \text{Cl}(T) \)
given by \( \beta[A] = [A \otimes_R T] \).

PROOF. Let \( S \) be a Dedekind closure of \( R \) containing \( T \) and let \( \alpha : \text{Cl}(R) \to \text{Cl}(S) \) and \( \gamma : \text{Cl}(T) \to \text{Cl}(S) \) be the analogously defined maps. Then \( \alpha \) and \( \gamma \)
are both isomorphisms by Theorem 5.11. But clearly \( \alpha = \gamma \beta \) so \( \beta \) is also an
isomorphism.

If \( T_1 \) and \( T_2 \) are Dedekind prime rings right equivalent to \( R \), then \( T_1 \) and \( T_2 \) are
Morita equivalent, whence obviously \( K_0(T_1) \cong K_0(T_2) \). Our final result says that
this isomorphism holds for any pair of Dedekind closures of an HNP ring.

COROLLARY 5.14. Let \( R \) be an HNP ring and let \( T_1 \) and \( T_2 \) be Dedekind
closures of \( R \). Then \( K_0(T_1) \cong K_0(T_2) \).

PROOF. Since \( T_1 \) and \( T_2 \) are Dedekind, \( K_0(T_i) \cong \text{Cl}(T_i) \oplus \mathbb{Z} \) for \( i = 1 \) and 2.
But \( \text{Cl}(T_1) \cong \text{Cl}(R) \cong \text{Cl}(T_2) \) by Corollary 5.13.
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