EXISTENCE DOMAINS OF HOLOMORPHIC FUNCTIONS OF RESTRICTED GROWTH

M. JARNICKI AND P. PFLUG

Abstract. The paper presents a large class of domains $G$ of holomorphy in $\mathbb{C}^n$ such that, for any $N > 0$, there exists a nonextendable holomorphic function $f$ on $G$ with $|f|\delta_G^N$ bounded where $\delta_G(z) := \min(1 + |z|^2)^{-1/2}$, $\text{dist}(z, \partial G)$. Any fat Reinhardt domain of holomorphy belongs to this class.

On the other hand we characterize those Reinhardt domains of holomorphy which are existence domains of bounded holomorphic functions.

1. Introduction. Let $\delta_0(z) := (1 + \|z\|^2)^{-1/2}$, $z \in \mathbb{C}^n$, where $\| \|$ denotes the Euclidean norm in $\mathbb{C}^n$. For every open set $G \subset \mathbb{C}^n$, put $\delta_G := \min(\rho_G, \delta_0)$, where $\rho_G$ denotes the Euclidean distance to $\mathbb{C}^n \setminus G$. For $N > 0$, let

$$O^{(N)}(G, \delta_G) := \{ f \in O(G) : \|\delta_G^N \cdot f \|_{\infty} < +\infty \}$$

be the space of all holomorphic functions with polynomial growth in $G$ of degree $\leq N$ ($\| \|_{\infty}$ denotes the supremum norm). Mention that $O^{(0)}(G, \delta_G)$ equals the Banach algebra $H^\infty(G)$ of all bounded holomorphic functions in $G$. Set

$$O^{(0^+)}(G) := \bigcap_{N > 0} O^{(N)}(G, \delta_G).$$

Definition 1.1. $G$ is said to be of type

(a) $H^\infty$ (shortly: $G \in H^\infty$) if $G$ is an $H^\infty(G)$-domain of holomorphy;
(b) $O^{(0^+)} (G \in O^{(0^+)})$ if $G$ is an $O^{(0^+)}$-domain of holomorphy;
(c) $O^{(N^+)} (G \in O^{(N^+)}))$ if, for each $N > 0$, $G$ is an $O^{(N)}(G, \delta_G)$-domain of holomorphy;
(d) $L^2_h (G \in L^2_h)$ if $G$ is an $L^2_h(G)$-domain of holomorphy, where $L^2_h(G) := L^2(G) \cap O(G)$; $L^2(G)$ denotes the space of all Lebesgue square integrable functions in $G$. Let us recall known results.

1.2 [9]. Every domain of holomorphy $G \subset \mathbb{C}^n$ is an $O^{(N)}(G, \delta_G)$-domain of holomorphy for $N > 2n$. If $G$ is a bounded domain of holomorphy than the same is true for $N > n$.

1.3 [10]. Every bounded and fat domain of holomorphy $G \subset \mathbb{C}^n$ is of type $L^2_h$ and, consequently, it is an $O^{(n)}(G, \delta_G)$-domain of holomorphy.

1.4 [12]. Every domain $G \subset \mathbb{C}^n$ which is complete w.r.t. the Carathéodory distance $c_G$ is of type $H^\infty$, here we mean complete in the following sense: For any $c_G$-Cauchy-sequence $\{z^r\} \subset G$ there is a point $z^* \in G$ with $\|z^r - z^*\| \to 0$. 
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1.5 [11]. Every bounded balanced and n-circled domain $G$ of holomorphy is Carathéodory finitely compact (i.e. every $c_G$-ball is a relatively compact subset of $G$).

1.6 [7]. Let $G$ be a balanced n-circled domain of holomorphy. Then, for each $N > 0$, $G$ is the domain of holomorphy with respect to the space $O^{(N)}(G, p_G) := \{ f \in O(G) : \| p_G \cdot f \|_\infty < +\infty \}$.

1.7 [7,14]. Let $G$ be a fat and n-circled domain of holomorphy. Then $G \in H^\infty$ iff the space $E(\log G)$ is of rational type—cf. Definitions 3.1 and 3.2. For $n = 2$ compare also [1].

Characterizations of balanced domains of type $H^\infty$ were given in [14,15]. Hartogs domains of type $H^\infty$ were studied in [12,13].

1.8 [7]. Let $G$ be as in 1.6. Then $L^2_h(G) \neq \{0\}$ iff $E(\log G) = \{0\}$.

The problem of continuation of holomorphic functions with polynomial growth across thin sets is considered in the first part of §2. In the second part we study the problem which open sets of the form $G := \{ z \in D : u(z) < 0 \}$ are of type $O^{(>0)}$, where $D$ is a domain of holomorphy in $C^n$, $u \in PSH(D)$. In particular, we get (cf. 1.6): Let $G$ be an n-circled domain of holomorphy. Then $G \in O^{(>0)}$ iff $G$ is fat.

In the case where $G$ is a fat n-circled domain of holomorphy, the structures of the spaces $H^\infty(G)$, $O^{0,+}(G)$ and $L^2_h(G)$ are investigated in §3. The main results of this section are the following two theorems.

**Theorem (cf. 1.7).** Let $G \subset C^n$ be an n-circled domain of holomorphy. Then the following conditions are equivalent:

(i) $G \in H^\infty$;

(ii) $G \in O^{0,+}$;

(iii) $G$ is fat and the space $E(\log G)$ is of rational type.

**Theorem (cf. 1.8).** Let $G \subset C^n$ be a fat n-circled domain of holomorphy. Then the following conditions are equivalent:

(i) $L^2_h(G) \neq \{0\}$;

(ii) $E(\log G) = \{0\}$;

(iii) $G \in L^2_h$.

In §3, we also present an explicit construction of the $H^\infty$-envelope of holomorphy of $G$.

The paper was started during the stay of the first author at the University of Osnabrück, (May 1985) and finished during the stay of the second author at Jagellonian University, Kraków (January–February 1986). We would like to express our gratitude to those universities for their hospitality.

2. Domains of type $O^{(>0)}$. We shall need the following slightly generalized version of the Riemann Removable Singularity Theorem—cf. [5, Chapter I, §C, Theorem 3].

**Theorem 2.1.** Let $M$ be a thin subset of a domain $G \subset C^n$ and let $f \in O(G \setminus M)$ satisfy the following condition: for every $a \in G$ there exist a neighborhood $U_a \subset G$ and constants $0 \leq N_a < 1, c_a > 0$ such that

$$\left( \text{dist}(z,M) \right)^{N_a} \cdot \| f(z) \| \leq c_a, \quad z \in U_a \setminus M.$$
The proof is analogous with the proof of the standard version of this theorem.

As a direct consequence of Theorem 2.1 we have

**Corollary 2.2.** Let $M$ be a closed thin subset of a domain $G \subset \mathbb{C}^n$. Then, for every $0 \leq N < 1$: $O^{(N)}(G \setminus M, \delta_{G \setminus M}) \subset O(G)$.

**Remark 2.3.** In the case $N = 0$ we have $H^\infty(G \setminus M) = H^\infty(G)$. The case $0 < N < 1$ is different: functions from $O^{(N)}(G \setminus M, \delta_{G \setminus M})$ need not be extendable to functions with polynomial growth in $G$. For example:

Let $G := \{ z \in \mathbb{C}: 0 < |z| < 1 \}$, $f(z) := \exp(1/z)$, $z \in G$. It is clear that for every $N > 0$, $\sup_G \{ \delta_G^N \cdot |f| \} = +\infty$, but one can easily construct a discrete set $M \subset G$ such that $f \in O^{(0+)}(G \setminus M)$.

The following notation will be useful in the sequel because of Theorem 2.1.

**Definition 2.4.** Let $G$ be an open subset of $\mathbb{C}^n$. We denote by $G^*$ the set of all points $a \in \mathbb{C}^n$ for which there exist an open neighborhood $U_a$ and a thin set $M_a \subset U_a$ such that $U_a \setminus M_a \subset G$.

From the above definition we immediately obtain

**Lemma 2.5.** (a) The set $G^*$ is open and $G \subset G^* \subset \text{int} \, G$.

(b) The set $G^* \setminus G$ is thin and

$$
G^* \setminus G = \{ a \in \partial G: \exists U_a: (\partial G) \cap U_a \text{ is thin in } U_a \}.
$$

(c) $(G_1 \cap G_2)^* = G_1^* \cap G_2^*$, $G_1, G_2 \in \text{top} \, \mathbb{C}^n$.

(d) $(G_1 \times G_2)^* = G_1^* \times G_2^*$, $G_j \in \text{top} \, \mathbb{C}^{n_j}$, $j = 1, 2$.

(e) If $S$ is a connected component of $G$, then $S^*$ is a connected component of $G^*$.

(f) If $F: \mathbb{C}^n \to \mathbb{C}^n$ is biholomorphic, then $F(G)^* = F(G^*)$, $G \in \text{top} \, \mathbb{C}^n$.

In particular, if $G$ is circled (resp. $n$-circled, balanced, starlike) then $G^*$ has the same property.

For $A \subset \mathbb{C}^n$, let

$$
\log A := \{ x = (x_1, \ldots, x_n) \in \mathbb{R}^n: e^x := (e^{x_1}, \ldots, e^{x_n}) \in A \}
$$

be the logarithmic image of $A$.

**Remark 2.6.** Let $G$ be an $n$-circled domain. Assume that the set $\log G$ is convex (e.g. $G$ is a domain of holomorphy). Then $\log G = \text{int}(\log G) = \log \text{int} \, G$, hence $(\text{int} \, G) \setminus G \subset \{ z = (z_1, \ldots, z_n) \in \mathbb{C}^n: z_1 \cdot \cdots \cdot z_n = 0 \}$ and therefore $G^* = \text{int} \, G$.

In view of Lemma 2.5(b) and Remark 2.6, Corollary 2.2 implies the following:

**Corollary 2.7.** For every $0 \leq N < 1$:

(a) $O^{(N)}(G, \delta_G) \subset O(G^*)$.

(b) If $G$ is an $O^{(N)}(G, \delta_G)$-domain of holomorphy then $G = G^*$.

(c) If $G$ is an $n$-circled $O^{(N)}(G, \delta_G)$-domain of holomorphy then $G$ is fat.

**Example 2.8.** The condition $G = G^*$ is only necessary for $G$ to be an $O^{(N)}(G, \delta_G)$-domain of holomorphy with $0 \leq N < 1$. For example:
Fix $\frac{1}{2} < r < 1$ and let $C_r$ denote the generalized Cantor set obtained by removing $r$’s, i.e.

$$C_r = \bigcap_{k=1}^{\infty} I^{(k)}, \quad \text{where } I^{(k)} = \bigcup_{j=1}^{2^k} I_j^{(k)},$$

$$I_1^{(1)} = \left[0, \frac{1-r}{2}\right], \quad I_2^{(1)} = \left[1 - \frac{1-r}{2}, 1\right],$$
$$I_1^{(2)} = \left[0, \left(\frac{1-r}{2}\right)^2\right], \quad I_2^{(2)} = \left[\frac{1-r}{2} - \left(\frac{1-r}{2}\right)^2, \frac{1-r}{2}\right],$$
$$I_3^{(2)} = \left[\frac{1+r}{2}, 1 + r + \left(\frac{1-r}{2}\right)^2\right], \quad I_4^{(2)} = \left[1 - \left(\frac{1-r}{2}\right)^2, 1\right], \ldots, \text{etc.}$$

Let $K_r := C_r \times C_r$, $G_r := B_{100} \setminus K_r$, where $B_r := \{z \in \mathbb{C} : |z| < \tau\}$, $\tau > 0$.

It is clear that $(G_r)^* = G_r$. We shall show that, if

$$(2.1) \quad \left(\frac{1-r}{2}\right)^{1-N} < \frac{1}{4},$$

then $O^{(N)}(G_r, \delta_G) \subset O(B_{100})$.

Fix $N$ with (2.1) and let $f \in O^{(N)}(G_r, \delta_G)$. Set

$$\tilde{f}(z) = \frac{1}{2\pi i} \int_{\partial B_{80}} \frac{f(\xi)}{\xi - z} d\xi, \quad z \in B_{80}.$$

It suffices to prove that

$$(2.2) \quad \tilde{f} = f \text{ in } B_{80} \setminus K_r.$$

Let $x_j^{(k)}$ denote the middle point of $I_j^{(k)}$,

$$t_k := \frac{1}{2} \left(\frac{1-r}{2}\right)^k + \frac{r}{4} \left(\frac{1-r}{2}\right)^{k-1},$$

and let

$$S_j^{(k)} := [x_j^{(k)} - t_k, x_j^{(k)} + t_k],$$
$$\Delta_i^{(k)} := S_i^{(k)} \times S_j^{(k)}, \quad \Delta^{(k)} := \bigcup_{i, j=1}^{2^k} \Delta_i^{(k)}.$$

Observe that

$$\Delta_i^{(k)} \cap \Delta_i^{(k)} = \emptyset, \quad (i, j) \neq (i', j'),$$

$$(2.3) \quad \Delta^{(k+1)} \subset \Delta^{(k)}, \quad K_r = \bigcap_{k=1}^{\infty} \Delta^{(k)}.$$

By the Cauchy integral formula we get

$$f(z) = \tilde{f}(z) + g_k(z), \quad z \in B_{80} \setminus \Delta^{(k)}.$$
Remark 2.9. It is known (cf. [4]) that, for $0 < r < \frac{1}{2}$, the domain $G_r$ is of type $H^\infty$. One can prove that $H^\infty(G_{1/2}) \approx H^\infty(B_{100})$ (cf. [4]). The problem whether $G_{1/2} \in O(>0)$ is still open. More generally, one can ask for characterizing the removable singularity sets for $O^{(N)}$, $O^{(>0)}$ and $O^{(0+)}$.

In view of Corollary 2.7(a), we introduce the following notion.

Definition 2.10. Set

$$O^{(N)}(G^*, \delta_G) := O(G^*) \cap O^{(N)}(G, \delta_G), \quad N \geq 0.$$  

Remark 2.11. (a) The space $O^{(N)}(G^*, \delta_G)$ endowed with the seminorms

$$O^{(N)}(G^*, \delta_G) \ni f \to \|\delta_G^N f\|_\infty, \quad O^{(N)}(G^*, \delta_G) \ni f \to \sup_K |f|, \quad K \subset G^*,$$

is a complex Fréchet space.

(b) If $0 < N < 1$, then in view of Corollary 2.7(a), by the open mapping theorem, the space $O^{(N)}(G^*, \delta_G)$ is algebraically and topologically isomorphic to $O^{(N)}(G, \delta_G)$.

Definition 2.12. We say that $G$ is of type $O^{(N)}(G \in O^{(0+)})$, if for each $N > 0$, $G^*$ is an $O^{(N)}(G^*, \delta_G)$-domain of holomorphy.

In the second part of this section we study open sets of the form $G = \{z \in D : u(z) < 0\}$, where $D$ is a domain of holomorphy in $\mathbb{C}^n$, $u \in PSH(D)$.

2.13. Observe that $G^* \cap D = G$. In particular, if $D = D^*$ (e.g. $D \in O^{(>0)}$), then $G = G^*$.

Let us consider the following classes of plurisubharmonic functions.

Definition 2.14. For $N \geq 0$, let $\mathcal{R}^{(N)}(D)$ denote the set of all functions $u \in PSH(D)$ such that there exist $(f_{\nu})_{\nu=1}^\infty \subset O(D)$, $(k_{\nu})_{\nu=1}^\infty \subset R_{>0}$ for which

$$k_{\nu} \to 0 \quad \text{as} \quad \nu \to +\infty,$$

$$\limsup_{\nu \to +\infty} k_{\nu} \cdot \ln |f_{\nu}|^* \geq u \quad \text{in} \quad D,$$

where "\(^*\)" denotes the upper regularization,

$$\delta_G^N |f_{\nu}| \leq 1 \quad \nu \geq 1, \quad (G = \{u < 0\}, G \text{ depends on } u!).$$

Set

$$\mathcal{R}^{(0+)}(D) := \bigcap_{N>0} \mathcal{R}^{(N)}(D).$$

Definition 2.15. Let $\mathcal{E}(D)$ denote the set of all functions $u \in PSH(D)$ for which there exist $\Phi_0 \in O(D)$, $\Phi_0 \neq 0$, $k \in \mathbb{N}$, $\Phi_1, \ldots, \Phi_k$-nonzero rational functions holomorphic in $D$ and $a_0, \ldots, a_k > 0$ such that

$$u = a_0 \cdot \ln |\Phi_0| + \cdots + a_k \cdot \ln |\Phi_k|.$$

Theorem 2.16. $\mathcal{E}(D) \subset \mathcal{R}^{(0+)}(D)$.

Proof. Fix $u \in \mathcal{E}(D)$ and let $\Phi_0, \ldots, \Phi_k, a_0, \ldots, a_k$ be as in Definition 2.15. We can assume that $a_0 = 1$. Let $P_1, \ldots, P_{2k}$ be complex polynomials such that

$$\Phi_j = P_j/P_{2k}, \quad P_{2k}(z) \neq 0, \quad z \in D, \quad j = 1, \ldots, k.$$
Let $R := P_1 \cdots P_{2k}$, $d := \deg R$. Fix $N > 0$ and let $\varepsilon > 0$ be such that $3d\varepsilon \leq N$. By the Kronecker theorem [2, Chapter VII, Proposition 2 (see also [3]) there exist sequences $(p_j^\nu)_{\nu=1}^{\infty} \subset \mathbb{N}$, $j = 1, \ldots, k$, $(q_j^\nu)_{\nu=1}^{\infty} \subset \mathbb{N}$ such that

\begin{equation}
q_\nu \to +\infty \quad \text{as } \nu \to +\infty,
\end{equation}

\begin{equation}
|p_j^\nu - \alpha_j q_\nu| \leq \varepsilon, \quad \nu \geq 1, \quad j = 1, \ldots, k.
\end{equation}

Set

\[ g_\nu := \Phi_0 p_0 \cdot \Phi_1 p_1 \cdots \Phi_k p_k, \quad \nu \geq 1. \]

In view of (2.7) and (2.8) we have

\[ \lim_{\nu \to +\infty} \frac{1}{q_\nu} \cdot \ln|g_\nu| = u \quad \text{in } D. \]

We shall show that there exists a constant $c > 0$ such that

\begin{equation}
\delta_0^N \cdot |g_\nu| \leq c, \quad \nu \geq 1.
\end{equation}

Observe that, if (2.9) holds, then the sequences $(g_\nu/c)_{\nu=1}^{\infty}, (1/q_\nu)_{\nu=1}^{\infty}$ satisfy all the conditions of Definition 2.14 and, consequently, $u \in \mathcal{P}(N)(D)$.

The proof of (2.9) is based on the following lemma.

**Lemma 2.17** [8, Proposition 1]. Let $R$ be a nonzero complex polynomial of $n$-complex variables, $d := \deg R$. Then, for every $\mu > 0$, there exists a constant $c(R, \mu) > 0$ such that for every $G \in \text{top} C^n$ and for every plurisubharmonic function $\varphi : G \to \mathbb{R}_+$:

\[ \|\delta_0^{n+d} \cdot \varphi\|_{\infty} \leq c(R, \mu) \cdot \|\delta_0^n \cdot R \cdot \varphi\|_{\infty}. \]

For the proof of this lemma see the Appendix.

According to the lemma it is sufficient to show that there exists a constant $c_0 > 0$ such that

\begin{equation}
\delta_0^{2d} \cdot |R| \cdot |Hg_\nu|^{1/\varepsilon} \leq c_0 \quad \text{in } G, \quad \nu \geq 1.
\end{equation}

The set $G \setminus u^{-1}(-\infty)$ is dense in $G$, so it is enough to prove that (2.10) holds true in $G \setminus u^{-1}(-\infty)$.

Fix $a \in G$ with $u(a) > -\infty$ and let

\[ J := \left\{ j \in \{1, \ldots, 2k\} : |P_j(a)| > 1 \right\}, \quad I := \{1, \ldots, 2k\} \setminus J. \]

In view of (2.8) one gets

\[ |g_\nu(a)| \leq \left| \frac{g_\nu(a)}{\exp[q_\nu u(a)]} \right| = \prod_{j=1}^{k} \left| \Phi_j(a) \right|^{p_j - \alpha_j q_\nu}, \]

\[ \leq \frac{\left| \prod_{i \in I} P_i(a) \right|^{\varepsilon}}{\prod_{i \in J} P_i(a)}, \quad \nu \geq 1, \]

where $\prod_{i \in \varnothing} \cdots := 1$. Consequently,

\[ \delta_0^{2d}(a) \cdot |R(a)| \cdot |g_\nu(a)|^{1/\varepsilon} \leq \left| \delta_0^{n}(a) \cdot \prod_{j \in J} P_j(a) \right|^{2} \leq (c_1 \cdots c_k)^2, \]

where $c_i = \max(1, |\delta_0^{n}(P_i)|^{1/\varepsilon})$, $j = 1, \ldots, k$, Q.E.D.
Theorem 2.18. Let \( u \in \mathcal{A}^{(N)}(D) \). Assume that either \( D^* \) is an \( O^{(N)}(D^*, \delta_D) \)-domain of holomorphy (e.g. \( D \in O^{(0)} \)) or \( \tilde{G} \subset D^* \).

(a) If \( G = G^* \) then \( G \) is an \( O^{(N)}(G, \delta_G) \)-domain of holomorphy.

(b) If \( 0 \leq N < 1 \) then \( G^* \) is an \( O^{(N)}(G^*, \delta_G) \)-domain of holomorphy.

Proof. The assertions (a) and (b) will be proved simultaneously. Assume that either \( G = G^* \) or \( 0 \leq N < 1 \) and suppose that \( G^* \) is not an \( O^{(N)}(G^*, \delta_G) \)-domain of holomorphy. Let \( G_0, \tilde{G} \) be domains in \( \mathbb{C}^n \) such that

\[
\emptyset \neq G_0 \subsetneq G^* \cap \tilde{G}, \quad \tilde{G} \subsetneq G^*, \quad \forall f \in O^{(N)}(G^*, \delta_G) \exists \tilde{f} \in O(\tilde{G}) : \tilde{f} = f \text{ in } G_0.
\]

If \( D^* \) is an \( O^{(N)}(D^*, \delta_D) \)-domain of holomorphy then obviously \( \tilde{G} \subset D^* \). If \( \tilde{G} \subset D^* \), then, without loss of generality, we may assume that \( \tilde{G} \subset D^* \). By the open mapping theorem, in view of Remark 2.11(b), for every \( a \in \tilde{G} \) there exists \( c(a) > 0 \) such that

\[
|f(a)| \leq c(a) \|\delta^N f\|_\infty, \quad f \in O^{(N)}(G^*, \delta_G).
\]

Let \( (f_\nu)_{\nu=1}^{\infty}, (k_\nu)_{\nu=1}^{\infty} \) be as in Definition 2.14. If \( 0 \leq N < 1 \), then in view of (2.6) and Corollary 2.7(a), we can assume that \( f_\nu \in O^{(N)}(G^*, \delta_G) \), \( \nu \geq 1 \). By (2.12) we get

\[
|f_\nu(a)| \leq c(a), \quad \nu \geq 1.
\]

The set \( D^* \setminus D \) is thin, hence the set \( \tilde{G} \cap D = \tilde{G} \setminus (D^* \setminus D) \) is connected and therefore \( f_\nu = f_\nu \) in \( \tilde{G} \cap D \), \( \nu \geq 1 \). Hence, according to (2.13),

\[
|f_\nu(a)| \leq c(a), \quad \nu \geq 1, \ a \in \tilde{G} \cap D.
\]

Then, in view of (2.4) and (2.5): \( u \leq 0 \) in \( \tilde{G} \cap D \), which (by the maximum principle) implies that \( \tilde{G} \cap D \subset G \). Finally \( \tilde{G} \subset G^* \) which contradicts (2.11). Q.E.D.

Theorems 2.16 and 2.18 imply the following:

Corollary 2.19. Let \( u \in \mathcal{A}^{(0+)}(D) \) (e.g. \( u \in \mathcal{B}(D) \)). Assume that either \( D \in O^{(0+)} \) or \( \tilde{G} \subset D^* \). Then

(a) \( G = O^{(0+)} \).

In particular:

(b) \( G \in O^{(>0)} \) iff \( G = G^* \).

(c) \( D \in O^{(>0)} \Rightarrow G \in O^{(>0)} \) (cf. 2.13).

Example 2.20. Let \( P_1, \ldots, P_{2k} \) be nonzero complex polynomials such that the polynomials \( Q := P_1 \cdots P_k, R := P_{k+1} \cdots P_{2k} \) have no common factor and let \( \alpha_1, \ldots, \alpha_k > 0 \). Define

\[
V = \{ R = 0 \}, \quad D \subset \mathbb{C}^n \setminus V \quad (\text{note that } D^* = \mathbb{C}^n),
\]

\[
\Phi_j = P_j/P_{k+j}, \quad j = 1, \ldots, k, \quad u = \alpha_1 \ln|\Phi_1| + \cdots + \alpha_k \ln|\Phi_k|,
\]

\[
G = \{ z \in D : u(z) < 0 \}.
\]

Then \( G = G^* \) and so, by Corollary 2.19(b), we have \( G \in O^{(>0)} \).

It seems to be interesting that, in some cases, the condition \( u \in \mathcal{A}^{(N)}(D) \) is also necessary for \( G \) to be an \( O^{(N)}(G, \delta_G) \)-domain of holomorphy, namely:
Let \( \mathcal{H}(\mathbb{C}^n) \) denote the set of all plurisubharmonic functions \( h: \mathbb{C}^n \to \mathbb{R}, h \neq 0 \), such that \( h(\lambda z) = |\lambda| \cdot h(z), z \in \mathbb{C}^n, \lambda \in \mathbb{C} \).

It is known that a domain \( G \subseteq \mathbb{C}^n \) is a balanced domain of holomorphy iff there exists \( h \in \mathcal{H}(\mathbb{C}^n) \) such that \( G = G_h := \{ h < 1 \} \) (cf. \([13, 14]\)). Note that \((G_h)^* = G_h\) (cf. 2.13).

**Proposition 2.21.** Let \( h \in \mathcal{H}(\mathbb{C}^n) \), \( G := G_h, N \geq 0 \). Then the following conditions are equivalent:

(i) \( G \) is an \( O^{(N)}(G, \delta_G) \)-domain of holomorphy;

(ii) \( \ln h \in \mathcal{R}^{(N)}(\mathbb{C}^n) \):

(iii) there exists a sequence \((Q_j)_{j=1}^\infty\) of homogeneous polynomials such that

\[
\limsup_{j \to +\infty} \left| Q_j \right|^{1/\deg Q_j} = h \quad \text{in } \mathbb{C}^n,
\]

\[
\delta_G^N \cdot |Q_j| \leq 1, \quad j \geq 1.
\]

In the case \( N = 0 \), the above result reduces to the known characterization of balanced domains of type \( H^\infty \)—cf. \([14, \text{Theorem 3.1}]\).

**Proof.** The implication (iii) \( \Rightarrow \) (ii) is obvious. The implication (ii) \( \Rightarrow \) (i) follows from Theorem 2.18. It remains to prove that (i) \( \Rightarrow \) (iii). Let \( f \in O^{(N)}(G, \delta_G) \) be a nonextendable function with \( \|\delta_G^N f\|_\infty \leq 1 \). Let \( \sum_{j=0}^\infty Q_j \) denote the expansion of \( f \) into the series of homogeneous polynomials. Since \( f \) is noncontinuable we get (2.14).

In view of the Cauchy inequalities we have

\[
|Q_j(z)| \leq \max \{ \delta_G^N(\lambda z) : |\lambda| = 1 \}, \quad z \in G, \quad j \geq 1.
\]

Since \( G \) is balanced, so \( \delta_G(\lambda z) = \delta_G(z), z \in G, |\lambda| = 1 \) and hence we have (2.15).

**Remark.** It is not known whether every balanced domain of holomorphy is of type \( O(> 0) \)—cf. \([15, \text{§5}]\).

Using analogous methods as before one can prove the following result.

**Proposition 2.22.** Let \( v \in \text{PSH}(D) \) and let

\[
\Omega := \left\{ (z, \omega) \in D \times \mathbb{C} : v(z) + \ln|\omega| < 0 \right\}.
\]

Fix \( N \geq 0 \). Assume that \( \Omega = \Omega^* \) and suppose that either \( D^* \) is an \( O^{(N)}(D^*, \delta_D) \)-domain of holomorphy of \( \bar{\Omega} \subset D^* \times \mathbb{C} \). Then the following conditions are equivalent:

(i) \( \Omega \) is an \( O^{(N)}(\Omega, \delta_\Omega) \)-domain of holomorphy;

(ii) \( v + \ln|\omega| \in \mathcal{R}^{(N)}(D \times \mathbb{C}) \);

(iii) there exists a sequence \((F_j)_{j=1}^\infty \subset O(D)\) such that

\[
\left( \limsup_{j \to +\infty} \frac{1}{j} \ln|F_j| \right)^* = v \quad \text{in } D,
\]

\[
\delta_\Omega^N(z, \omega) \left| F_j(z) \omega^j \right| \leq 1, \quad (z, \omega) \in \Omega, \quad j \geq 1.
\]

Note that in the case \( D = \mathbb{C}^n, N = 0 \), the above result generalizes Proposition 2.14 from \([13]\); compare also \([12]\).
Remark. It would be interesting to know whether Sibony’s main example in [12] is of type $O^>(0)$—cf. [7, §2].

Theorem 2.18 and Corollary 2.19 can be easily extended to the following theorem.

**Theorem 2.18’.** Let $u \in \text{PSH}(D)$ be such that $u = (\sup_{i \in I} u_i)^*$, where $(u_i)_{i \in I} \subset \mathcal{R}^{(N)}(D)$. Assume that $D^*$ is an $O^{(N)}(D^*, \delta_D)$-domain of holomorphy.

(a) If $G = G^*$ then $G$ is an $O^{(N)}(G, \delta_G)$-domain of holomorphy.

(b) If $0 \leq N < 1$ then $G^*$ is an $O^{(N)}(G^*, \delta_G)$-domain of holomorphy.

**Corollary 2.19’.** Let $u = (\sup_{i \in I} u_i)^*$, where $(u_i)_{i \in I} \subset \mathcal{R}^{(0+)}(D)$ (e.g. $(u_i)_{i \in I} \subset \mathcal{E}(D)$). Assume that $D \in O^{(0^*)}$. Then

(a) $G \in O^{(0^*)}$;

(b) $G \in O^{(>0)}$ iff $G = G^*$;

(c) $D \in O^{(>0)}$ implies $G \in O^{(>0)}$.

**Remark 2.23.** Let $h \in \mathcal{E}(C^n)$. Then the following conditions are equivalent:

(i) $\ln h = (\sup_{i \in I} u_i)^*$, where $(u_i)_{i \in I} \subset \mathcal{E}(C^n)$;

(ii) $h = \tilde{h} := \{\sup \{\varphi \in S(C^n) : \varphi \leq h\}\}^*$,

where $S(C^n) := \{\varphi \in \mathcal{E}(C^n) : \ln \varphi \in \mathcal{E}(C^n)\}$; note that, for a function $\varphi \in \mathcal{E}(C^n)$, $\ln \varphi \in \mathcal{E}(C^n)$ if and only if there exists $k \in \mathbb{N}$, $Q_1, \ldots, Q_k$-homogeneous polynomials, $\alpha_1, \ldots, \alpha_k > 0$ such that $\alpha_1 \deg Q_1 + \cdots + \alpha_k \deg Q_k = 1$ and $\varphi = |Q_1|^\alpha_1 \cdots |Q_k|^\alpha_k$;

(iii) $G_h = \text{int} \bigcap_{\varphi \in S(C^n) : \varphi \leq h} G_\varphi$.

The following two results (Theorems 2.24 and 2.28) are useful to construct new domains of type $O^{(>0)}$.

**Theorem 2.24.** Assume that $D \in O^{(0^*)}$. Let $\Omega$ be an m-circled domain in $C^m$ such that $\log \Omega$ is convex. Let $F_1, \ldots, F_{m-1}$ be nonzero rational functions of n-complex variables, holomorphic in $D$, and let $F_m \in O(D)$, $F_m \neq 0$. Set $F := (F_1, \ldots, F_m) : D \to C^m$, $G := F^{-1}(\Omega)$. Then $G \in O^{(0^*)}$. In particular, $G \in O^{(>0)}$ iff $G = G^*$.

**Proof.** Fix $N > 0$. Suppose that $G^*$ is not an $O^{(N)}(G^*, \delta_G)$-domain of holomorphy and let $G_0, \tilde{G}$ be as in the proof of Theorem 2.18. Let $M := (D^* \setminus D) \cup \{z \in D : F_1(z) \cdots F_m(z) = 0\}$.

The set $M$ is thin, so there exists $a \in \tilde{G} \setminus (G \cup M)$. The point $F(a)$ belongs to $C^m \setminus \Omega$, so in view of the convexity of $\log \Omega$, there exist $\beta = (\beta_1, \ldots, \beta_m) \in (\mathbb{R}^m)^*$, and $c > 0$ such that $\Omega \subset \Omega_1 := \{|w_1|^{\beta_1} \cdots |w_m|^{\beta_m} < c\}$, $F(a) \in \partial \Omega_1$.

Let $J := \{j \in \{1, \ldots, m\} : \beta_j < 0\}$. Put $V := \{z \in D : \prod_{j \in J} F_j(z) = 0\}$, $D_1 := D \setminus V$;

$$u := \beta_1 \cdot \ln |F_1| + \cdots + \beta_m \cdot \ln |F_m| - \ln c.$$ 

Note that $(D_1)^* = D^*$, $u \in \mathcal{E}(D_1)$, $G_1 := \{z \in D_1 : u(z) < 0\} = F^{-1}(\Omega_1)$.

In view of Corollary 2.19, $G_1 \in O^{(0^*)}$ and hence $\tilde{G} \subset (G_1)^*$, so $a \in (G_1)^* \cap D_1 = G_1$, which is a contradiction.
Corollary 2.25. Let $G$ be an $n$-circled domain such that $\log G$ is convex. Then $G \in O^{(0^+)}$. In particular, $G \in O^{(>0)}$ if and only if $G$ is fat (Corollary 2.7(c)).

Corollary 2.25 generalizes Theorem 1 from [7].

Corollary 2.26. Let $D, \Omega, F, G$ be as in Theorem 2.24. Assume additionally that $D \in O^{(>0)}$ and that $\Omega$ is balanced. Then $G \in O^{(>0)}$.

Example 2.27. Let $D, F$ be as in Theorem 2.24. Put

$$G := \left\{ z \in D : \sum_{j=1}^{p} |F_j|^{\beta_j} \cdots |F_m|^\beta_m < 1 \right\},$$

where $\beta_{jk} \geq 0$, $j = 1, \ldots, p$, $k = 1, \ldots, m$. Then $D \in O^{(>0)} \Rightarrow G \in O^{(>0)}$.

For a polynomial automorphism $\Phi : \mathbb{C}^n \to \mathbb{C}^n$ the following inequality is well known:

$$\|z\| \leq \alpha \left( 1 + \|\Phi(z)\|^\beta \right) \quad (\alpha, \beta > 0).$$

Using this information one has for a domain $G \subset \mathbb{C}^n$:

$$\left( \delta_{\Phi(G)} \cdot \Phi \right)^k \leq c \cdot \delta_G \quad (c, k \text{ constants, independent of } G).$$

From that the following theorem follows.

Theorem 2.28. Let $F : \mathbb{C}^n \to \mathbb{C}^n$ be a polynomial automorphism. Then, for every $G \in \text{top} \mathbb{C}^n$:

(a) $G \in O^{(0^+)} \iff F(G) \in O^{(0^+)}$.

(b) $G \in O^{(>0)} \iff F(G) \in O^{(>0)}$.

3. $n$-circled domains of of type $H^\infty$, $O^{(0^+)}$, $L^2_k$. Let $G \subset \mathbb{C}^n$ be a connected fat and $n$-circled domain of holomorphy. We shall study relations between geometrical properties of the domain $\log G$ and structures of the spaces $H^\infty(G)$, $O^{(0^+)}(G)$ and $L^2_k(G)$.

Definition 3.1 (cf. [7]). For a convex domain $X \subset \mathbb{R}^n$, let $E(X)$ denote a vector subspace of $\mathbb{R}^n$ such that

(a) $X + E(X) = X$,

(b) if $F$ is a vector subspace of $\mathbb{R}^n$ such that $X + F = X$ then $\dim F \leq \dim E(X)$.

One can easily prove that the space $E(X)$ is uniquely determined and, if $F$ is as in (b), then $F \subset E(X)$. Let $\langle , \rangle$ denote the standard scalar product in $\mathbb{R}^n$, i.e. $\langle x, y \rangle = x_1y_1 + \cdots + x_ny_n$, $x = (x_1, \ldots, x_n)$, $y = (y_1, \ldots, y_n) \in \mathbb{R}^n$.

It is clear that, for every convex domain $X \subset \mathbb{R}^n$, there exist $A \subset (\mathbb{R}^n)_*$ and a family of points $\{x^\alpha\}_{\alpha \in A}$ such that

$$X = \text{int} \bigcap_{\alpha \in A} H_\alpha,$$

where $H_\alpha := \{x \in \mathbb{R}^n : \langle x - x^\alpha, \alpha \rangle < 0\}$. If $X$ is as in (3.1), then one gets

$$E(X) = \{v \in \mathbb{R}^n : \forall \alpha \in A : \langle v, \alpha \rangle = 0\}.$$
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In particular, if
\[ G = \text{int} \bigcap_{\alpha \in A} G_\alpha, \]
where \( G_\alpha := \{ z = (z_1, \ldots, z_n) \in \mathbb{C}^n : |z_1|^{c_\alpha} \cdots |z_n|^{c_\alpha} < c_\alpha \}, \) then
\[ E(\log G) = \{ v : \forall \alpha \in A : \langle v, \alpha \rangle = 0 \} \quad (\text{cf. Example 1 in [7]}). \]

It is well known that every fat \( n \)-circled domain of holomorphy \( G \subset \mathbb{C}^n \) can be written in the form (3.2).

**Definition 3.2** (cf. [7, Definition 2]). A vector subspace \( E \subset \mathbb{R}^n \) is said to be of rational type if \( E \) is generated by \( E \cap \mathbb{Q}^n \).

Notice that in concrete situations the condition "\( E \) is of rational type" can be effectively verified—cf. [7, Example 2].

Lemmas 4, 5 from [7] imply

**Lemma 3.3.** The following conditions are equivalent:
(i) \( E \) is of rational type;
(ii) \( E^\perp \) is of rational type, where \( E^\perp \) denotes the orthogonal complement of \( E \) w.r.t. the scalar product \( \langle \cdot, \cdot \rangle \);
(iii) \( \dim [E^\perp \cap \mathbb{Q}^n]^\perp = \dim E \), where \([A]\) denotes the vector subspace of \( \mathbb{R}^n \) generated by \( A \).

By the methods as in the proof of Theorem 2 in [7] we can receive the following result.

**Proposition 3.4.** Let \( X \subsetneq \mathbb{R}^n \) be a convex domain, then the following conditions are equivalent:
(i) \( E(X) \) is of rational type;
(ii) \( X = \text{int} \bigcap_{\alpha \in A} H_\alpha \), where \( A \subset (\mathbb{Z}^n)_* \) (cf. (3.1));
(iii) For every \( x^0 \notin \overline{X} \) there exists a basis \( \alpha^1, \ldots, \alpha^r \) of \( E(X)^\perp \) \( -r := \text{codim} E(X) \) consisting of vectors of \( \mathbb{Z}^n \) such that \( X \subset \bigcap_{j=1}^r \{ x : \langle x - x^0, \alpha^j \rangle \neq 0 \} \).

**Definition 3.5.** Let \( X \) be a convex domain in \( \mathbb{R}^n \). Put \( D(X) := \{ z = (z_1, \ldots, z_n) \in (\mathbb{C}_+)^n : \log z := (\ln |z_1|, \ldots, \ln |z_n|) \in X \}, \) \( \exp X := \text{int}_{\mathbb{C}} \text{cl}_{\mathbb{C}} D(X) \).

In view of Remark 2.6, one can prove the following lemma.

**Lemma 3.6.** (a) \( X = \log D(X) = \log \exp X \).
(b) \( \exp X = D(X)^* \).
(c) \( \exp X \) is a fat \( n \)-circled domain of holomorphy.
(d) If \( G \subset \mathbb{C}^n \) is a fat \( n \)-circled domain of holomorphy then \( G = \exp \log G \).

**Definition 3.7.** For a convex domain \( X \subset \mathbb{R}^n \) let
\[ K_1(X) := X + \left[ E(X)^\perp \cap \mathbb{Q}^n \right]^\perp, \quad K_{j+1}(X) := K_1(K_j(X)), \quad j \geqslant 1. \]

Put
\[ K(X) := \bigcup_{j=1}^\infty K_j(X), \quad M(X) := E(K(X)). \]
Remark 3.8. In view of Lemma 3.3 we have
(a) $E(X)$ is of rational type iff $K_1(X) = X$.
(b) If $X \subseteq \mathbb{R}^n$ then there exists $q \leq \text{codim } E(X)$ such that $K(X) = K_q(X)$.
(c) $M(X)$ is of rational type and $K(X) = X + M(X)$.
(d) $K(X) = \text{int} \cap Y$, where the intersection is taken over all convex domains $Y \subseteq \mathbb{R}^n$ such that $X \subseteq Y$ and $E(Y)$ is of rational type.

The spaces $H^\infty(G)$ and $O^{(0,+)}(G)$ are characterized by the following result.

**Theorem 3.9.** Let $G \subseteq \mathbb{C}^n$ be an $n$-circled domain of holomorphy. Then the following conditions are equivalent:

(i) $G \in H^\infty$;
(ii) $G \in O^{(0,+)}$;
(iii) $G$ is fat and the space $E(\log G)$ is of rational type;
(iv) $G = \text{int} \cap A$, where $A \subseteq \mathbb{Z}^n$ (cf. (3.2)).

Theorem 3.9 implies Theorem 2 in [7], and Theorem 7.1 and Corollary in §7 of [14].

**Proof.** In the case when $G$ is balanced, the proof of (i) $\Rightarrow$ (iii) was given in [7, Theorem 2]. The same method of the proof can be applied to the general case—cf. [14, Corollary in §7]. In view of Proposition 3.4, one has: (iii) $\Leftrightarrow$ (iv). It remains to show that (ii) $\Rightarrow$ (iii). By Corollary 2.7(c), $G$ is fat. Put $X := \log G$, $F := [E(X)]^\perp \cap \mathbb{Q}^n$ and suppose that $E(X)$ is not of rational type. Then, according to Lemma 3.3, it is clear that

$$\text{dim } F > \text{dim } E(X).$$

Let $f \in O^{(0,+)}(G)$ be a nonextendable function and let

$$\sum_{\nu \in \mathbb{Z}^n} a_\nu z^\nu$$

be the $n$-fold Laurent series expansion of $f$. We shall show that

$$a_\nu = 0, \quad \nu \not\in E(X)^\perp.$$

Suppose for a moment that (3.5) holds true. Then for $x \in X, \nu \in F$ we get

$$\sum_{\nu \in \mathbb{Z}^n} a_\nu (e^{x+\nu})^\nu = \sum_{\nu \in E(X)^\perp \cap \mathbb{Z}^n} a_\nu (e^{x})^\nu.$$

Consequently, the series (3.4) is convergent in the domain $D(K_1(X))$. Since the function $f$ is not continuable, $K_1(X) \subset X$. Thus $X + F \subset X$ which contradicts (3.3).

We pass to the proof of (3.5). Fix $\nu \not\in E(X)^\perp$ and let $w \in E(X)$ be such that $\langle w, \nu \rangle > 0$, $\|w\| = 1$. Fix $0 < N < \langle w, \nu \rangle$ and $x^0 \in X$. Set $x(t) := e^{x^0+tw}, \ t \in \mathbb{R}$. Since $x^0 + tw \in X, \ t \in \mathbb{R}$, the Cauchy inequalities imply

$$|a_\nu| \leq \left[ \sup \left\{ \left| f(z_1, \ldots, z_n) \right| : \ |z_j| = x_j(t), \ j = 1, \ldots, n \right\} \cdot [x(t)]^{-\nu} \right].$$

$$\leq \left\| \delta_c^N f \right\|_{\infty} \cdot \left\{ \delta_c^N (x(t)) \cdot [x(t)]^{-\nu} \right\}^{-1} \leq c \left( \delta_c^N (x(t)) \cdot \exp \left( t/N \cdot \langle w, \nu \rangle \right) \right)^{-N} t \in \mathbb{R},$$
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where $c > 0$ is a constant independent of $t$. Put
\[ M := \sup \{ \delta_G(x(t)) \cdot \exp((t/N)\langle w, v \rangle) : t \in \mathbb{R} \}. \]
In order to show that $a_r = 0$ it is enough to prove that $M = +\infty$. Suppose that $M < +\infty$ and let
\[ T := \{ t > 0 : \rho_G(x(t)) > \delta_0(x(t)) \}. \]
If $t \in T$ then
\[ \exp\left( \frac{-2t}{N} \langle w, v \rangle \right) + \sum_{j=1}^{n} \exp\left[ 2\left( x_j^0 + tw_j - \frac{t}{N} \langle w, v \rangle \right) \right] \geq \frac{1}{M^2}, \quad t \in T. \]
Consequently the set $T$ is bounded, that is there exists a $t_0 > 0$ such that
\[ \delta_G(x(t)) = \rho_G(x(t)), \quad t \geq t_0. \]
Let
\[ d := \text{dist}(x^0 + Rw, \partial X) = \text{dist}(x^0, \partial X). \]
Fix $t \in \mathbb{R}$ and let $z = (z_1, \ldots, z_n) \in \partial G$, $z_1 \cdots z_n \neq 0$ be such that
\[ \rho_G(x(t)) \geq \frac{1}{2} \| z - x(t) \|. \]
We can write $\log z = x^0 + tw + u$ with $u \in \mathbb{R}^n$, $\| u \| \geq d$. Let $j = j(t)$ be such that $|u_j| \geq d/\sqrt{n}$. It is seen that
\[ \rho_G(x(t)) \geq \frac{1}{2} \| z_j - x_j(t) \| \geq \frac{1}{2} \exp(x_j^0 + tw_j) |e^{u_j} - 1| \geq d_0 \exp(x_j^0 + tw_j), \]
where $d_0 > 0$ is a constant independent of $t$. Let $j_0 \in \{1, \ldots, n\}$ be such that there exists a sequence $(t_k)_{k=1}^\infty$ with $t_k \geq t_0$, $j(t_k) = j_0$, $k \geq 1$, $t_k \to +\infty$. Then
\[ +\infty > M \geq \rho_G(x(t_k)) \cdot \exp(\langle t_k/\!\!N \rangle \langle w, v \rangle) \geq d_0 \cdot \exp(x_{j_0}^0 + t_k w_{j_0} + (t_k/\!\!N) \langle w, v \rangle) \to +\infty \quad \text{as} \quad k \to +\infty. \]
This contradiction proves $M = \infty$.

**Remark.** In view of 1.5 one can formulate the following question—cf. [15, §5]. Let $G = G_h$ be a bounded balanced domain of holomorphy such that $h$ is continuous (cf. §2). Does this imply that $G$ is Carathéodory finitely compact? (It is known that the continuity of $h$ is necessary.)

**Remark 3.10.** In view of the Banach theorem, either $H^\infty(G) = O^{(0+)}(G)$ or $H^\infty(G)$ is of the first Baire category in $O^{(0+)}(\overline{G})$.

**Proposition 3.11.** Let $G \subset \mathbb{C}^n$ be an n-circled domain of type $H^\infty$. Then $H^\infty(G) \subset O^{(0+)}(G)$ (cf. the implication (ii) $\Rightarrow$ (i) in Theorem 3.9 and Remark 3.10).

**Proof.** In view of the implication (i) $\Rightarrow$ (iv) in Theorem 3.9 there exists an $\alpha \in (\mathbb{Z}^n)^*$ such that $G \subset G_\alpha$, $\partial G \cap \partial G_\alpha \cap (C_*)^n \neq \emptyset$. Fix $a = (a_1, \ldots, a_n) \in \partial G \cap \partial G_\alpha$, $a_1 \cdots a_n \neq 0$. It suffices to show that there exists an $f \in O^{(0+)}(G_\alpha)$ such that $\lim_{z \to a} f(z) = \infty$. The result is a direct consequence of the following lemma.

**Lemma 3.12.** Let $L, M$ be two nonzero complex polynomials of n-complex variables with $\deg L + \deg M \geq 1$. Set
\[ \Omega := \{ z \in \mathbb{C}^n : |L(z)| \leq |M(z)| \}. \]
Then for every $a \in (\partial \Omega) \setminus M^{-1}(0)$ there exists $f \in O^{(0+)}(\Omega)$ such that $\lim_{z \to a} f(z) = \infty$. In particular $H^\infty(\Omega) \subseteq O^{(0+)}(\Omega)$ (cf. Remark 3.10).

Notice that $Q \in H^\infty$ provided $L$, $M$ have no common factor.

PROOF. Let

$$\varphi(\lambda) := \log \frac{1}{(1 - \lambda)}; \quad \lambda \in D := \{ \lambda \in C : |\lambda| < 1 \}.$$

Observe that $\lim_{\lambda \to 1} \varphi(\lambda) = \infty$ and

$$(3.6)$$

for every $\varepsilon > 0$ the function $(1 - \lambda)|\varphi|^{1/\varepsilon}$ is bounded in $D$. Fix $a \in (\partial \Omega) \setminus M^{-1}(0)$ and let $\lambda_0 := M(a)/L(a)$. Define

$$f(z) = \varphi(\lambda_0 \cdot L(z)/M(z)), \quad z \in \Omega.$$

It is clear that $\lim_{z \to a} f(z) = \infty$. It remains to show that $f \in O^{(0+)}(G)$. Fix $N > 0$. Set $R := M - \lambda_0 L$, $d := \deg R$, $d_0 := \deg M$, $\varepsilon := N/d + d_0$. In view of (3.6), there exists a constant $c > 0$ such that

$$\delta_0^{d_0} \cdot |R| \cdot |f|^{1/\varepsilon} = \delta_0^{d_0} \cdot |M| \cdot \bigg| 1 - \lambda_0 \frac{L}{M} \bigg| \cdot \bigg| \varphi \left( \lambda_0 \frac{L}{M} \right) \bigg|^{1/\varepsilon} \leq c \delta_0^{d_0} \cdot M_{\infty}.$$

Hence, by Lemma 2.17, $f \in O^{(N)}(Q, \delta_0)$.

**Theorem 3.13.** Let $G$ be an $n$-circled domain such that $X := \log G$ is convex. Then the domain $\exp K(\log G)$ is the $H^\infty$-envelope of holomorphy of $G$. In particular:

(a) $H^\infty(G) = C$ if $K(\log G) = R^r$.

(b) For every $f \in H^\infty(G)$, the Laurent series of $f$ is of the form $\sum_{\rho \in M(X)^+ \cap Z^n} a_{\rho} z^\rho$ (cf. the proof of the implication (ii) $\Rightarrow$ (iii) in Theorem 3.9).

PROOF. Put $\tilde{G} := \exp K(X)$. In view of Lemma 3.6(a) and Remark 3.8(c), $\tilde{G}$ is a fat $n$-circled domain such that the space $E(\log \tilde{G}) = M(X)$ is of rational type. Hence, according to Theorem 3.9, $\tilde{G}$ is the domain of existence of a bounded holomorphic function. It remains to show that $H^\infty(G) \subseteq O(\tilde{G})$. In view of Lemma 3.6(b) and Corollary 2.7(a), it suffices to prove that $H^\infty(G) \subseteq H^\infty(D(K_1(X)))$. As in the proof of the implication (ii) $\Rightarrow$ (iii) in Theorem 3.9, one can prove that for every $f \in H^\infty(G)$,

$$f(z) = \sum_{\rho \in E(X)^+ \cap Z^n} a_{\rho} z^\rho,$$

thus $f$ extends holomorphically to a function from $O(D(K_1(X)))$. Hence $H^\infty(G) \subseteq H^\infty(D(K_1(X)))$. Now our arguments can be repeated and they prove that $H^\infty(G) \subseteq H^\infty(D(K_2(X)))$. After a finite number of steps we get the result.

Let $G \subseteq C^n$ be an $n$-circled domain of type $H^\infty$. Put $X := \log G$, $r := \codim E(X)$ and assume that $r \leq n - 1$. In view of Theorem 1, Chapter VII from [2], there exists a basis $\alpha^1, \ldots, \alpha^r$ of $E(X)^+$ consisting of vectors from $Z^n$ such that

$$(3.7)$$

$E(X)^+ \cap Z^n = Z\alpha^1 + \cdots + Z\alpha^r.$

Let $L : R^n \to R^r$ be a linear mapping given by the formula

$$L(x) = \langle x, \alpha^1 \rangle, \ldots, \langle x, \alpha^r \rangle, \quad x \in R^n.$$

Observe that $L|_{E(X)^+}$ is an isomorphism of $E(X)^+$ onto $R^r$. 

Let \( Y := L(X) \). It is easily seen that \( Y \) is a convex domain such that \( E(Y) = \{0\} \).

Put \( \Omega := \exp Y; \) \( \Omega \) is an \( r \)-circled domain of type \( H^\infty \) (Theorem 3.9). Let \( \Phi = (\Phi_1, \ldots, \Phi_r): (C_*)^n \to (C_*)^r \) be given by the formula \( \Phi_j(z) = z^{\alpha_j}, \; j = 1, \ldots, r \). We shall show that

\[
\Phi(D(X)) = D(Y).
\]

Note that \( \log \Phi(D(X)) = L(X) = Y = \log D(Y) \). Now it suffices to show that the set \( \Phi(D(X)) \) is \( r \)-circled. Fix \( z \in D(X), \; \theta \in \mathbb{R}' \). In view of surjectivity of \( L \), there exists \( \eta \in \mathbb{R}^n \) such that \( L(\eta) = \theta \). Then

\[
\Phi_j(e^{i\eta_1}z_1, \ldots, e^{i\eta_n}z_n) = e^{i(\eta, \alpha_j)}z^{\alpha_j} = e^{i\theta_j}\Phi_j(z), \quad j = 1, \ldots, r,
\]

and therefore \( (e^{i\theta_1}\Phi_1(z), \ldots, e^{i\theta_r}\Phi_r(z)) \in \Phi(D(X)) \).

Because of (3.8), the operator \( T: H^\infty(D(Y)) \to H^\infty(D(X)) \) given by the formula \( T\varphi = \varphi \circ \Phi, \; \varphi \in H^\infty(D(Y)) \) is a well-defined isometry of \( H^\infty(D(Y)) \) into \( H^\infty(D(X)) \). We shall show that, in fact, \( T \) is an isomorphism. Fix \( f = \sum_{\nu \in \mathbb{Z}^r} a_{\nu}z^\nu \in H^\infty(D(X)) \). Then, in view of (3.7),

\[
f(z) = \sum_{\nu \in E(X) \cap \mathbb{Z}^n} a_{\nu}z^\nu = \sum_{\beta \in \mathbb{Z}^r} a_{\nu(\beta)}(z^{\alpha_1})^{\beta_1} \cdots (z^{\alpha_r})^{\beta_r},
\]

where \( \nu(\beta) := \beta_1\alpha_1 + \cdots + \beta_r\alpha_r \). Define

\[
\varphi(\lambda) = \sum_{\beta \in \mathbb{Z}^r} a_{\nu(\beta)}\lambda^\beta, \quad \lambda \in D(Y).
\]

By dint of (3.8), \( \varphi \) is well defined and \( \|\varphi\|_\infty = \|f\|_\infty \). It is clear that \( T\varphi = f \).

In view of Corollary 2.7(a) and Lemma 3.6(b), (d), the operator \( T \) extends uniquely to an isometrically isomorphic of \( H^\infty(\Omega) \) onto \( H^\infty(G) \).

Thus we have proved the following

**Theorem 3.14.** Let \( G \subseteq \mathbb{C}^n \) be an \( n \)-circled domain of type \( H^\infty \) such that \( r := \text{codim } E(\log G) \leq n - 1 \). Then there exists an \( r \)-circled domain \( \Omega \) of type \( H^\infty \) with \( E(\log \Omega) = \{0\} \) such that the spaces \( H^\infty(\Omega) \) and \( H^\infty(G) \) are isometrically isomorphic.

**Remark 3.15.** Let \( G \) be as in Theorem 3.14 and let \( c_G \) denote the Carathéodory pseudodistance on \( G \). Define for \( x, \; y \in G: x \sim y \) iff \( c_G(x, y) = 0 \). Then Theorem 3.14 gives a complex structure of \( [G \cap (C_*)^n]/\sim \).

**Example 3.16.** Let \( G := \{z \in \mathbb{C}^3: |z_1|^2 \cdot |z_3| < 1, |z_2|^2 \cdot |z_3| < 1\} \). Following the proof of Theorem 3.14 one gets

\[
E(X)^{\perp} = \mathbb{R}(2,0,1) + \mathbb{R}(0,2,1) =: \mathbb{R}v_1 + \mathbb{R}v_2,
\]

\[
E(X)^{\perp} \cap \mathbb{Z}^3 = \mathbb{Z} \cdot (1,1,1) + \mathbb{Z} \cdot (1, -1, 0) =: \mathbb{Z}^2 + \mathbb{Z}^2
\]

and therefore one has

\[
\Omega = \{ \lambda \in \mathbb{C}^2: |\lambda_1\lambda_2| < 1, |\lambda_1\lambda_3| < 1 \} \quad \text{and} \quad \Phi(z) = (z_1 \cdot z_2 \cdot z_3, z_1/z_2).
\]
Observe that $G$ is balanced but $\Omega$ is not. According to this example one can pose the following question: Are there a balanced 2-circled domain of holomorphy $\tilde{\Omega} \subset \mathbb{C}^2$ and $\tilde{\alpha}_1, \tilde{\alpha}_2 \in (\mathbb{Z}_+)^3$, such that
\[(3.9) \quad E(\log \tilde{\Omega}) = \{0\},\]
\[(3.10) \quad \tilde{\Phi}(G) \subset \tilde{\Omega} \quad (\tilde{\Phi}(z) = (z^{\tilde{\alpha}_1}, z^{\tilde{\alpha}_2}))\]
and the mapping
\[(3.11) \quad H^\infty(\tilde{\Omega}) \ni f \rightarrow f \circ \tilde{\Phi} \in H^\infty(G) \quad \text{is surjective.}\]
In order to give the negative answer let us assume that $\tilde{\Omega}$, $\tilde{\alpha}_1$, $\tilde{\alpha}_2$ are as above. By (3.9) and (3.10) one gets $\tilde{\alpha}_1, \tilde{\alpha}_2 \in [E(X)]^\perp$. Since $z_1^2z_3, z_2^2 z_3, z_1z_2z_3$ belong to $H^\infty(G)$, by (3.11), we have $\alpha_1, \nu_1, \nu_2 \in \mathbb{Z}_+ \tilde{\alpha}_1 + \mathbb{Z}_+ \cdot \tilde{\alpha}_1$. Then calculation gives $\alpha_1 \in \mathbb{Z}_+ \cdot \nu_1 + \mathbb{Z}_+ \cdot \nu_2$ which is impossible. We would like to thank S. Cynk (Jagiellonian University) for suggesting this kind of example.

We shall show how the domain $K(\log G)$ can be effectively calculated in the case when $G$ is a finite intersection of elementary $n$-circled domains.

Let us start with a lemma we will need in the proof of Proposition 3.18.

**Lemma 3.17.** Let $X_0, \ldots, X_N$ be open half-spaces in $\mathbb{R}^n$ and let $a^j \perp \partial X_j$, $a^j \in (\mathbb{R}^n)_*$ $(j = 0, \ldots, N)$ with $r := \text{rank}(a_1, \ldots, a_N)$ and $\emptyset \neq X_1 \cap \cdots \cap X_N \subset X_0$. Then there exists $1 \leq i_1 < \cdots < i_r \leq N$ such that
\[r = \text{rank}(a_{i_1}, \ldots, a_{i_r}) \quad \text{and} \quad X_{i_1} \cap \cdots \cap X_{i_r} \subset X_0.\]

For convenience a proof will be given in the Appendix.

Let $G = G_1 \cap \cdots \cap G_N$, where $G_j = \{ z : |z_1|^{\alpha_1} \cdots |z_n|^{\alpha_n} < c_j \}$, $\alpha_j = (\alpha_1, \ldots, \alpha_n) \in (\mathbb{R}^n)_*$, $c_j > 0$, $j = 1, \ldots, N$.

Put $X := \log G$, $r := \text{rank}(a_1, \ldots, a_N)$,
\[J := \{ I = (i_1, \ldots, i_r) : 1 \leq i_1 < \cdots < i_r \leq N, \text{rank}(a_{i_1}, \ldots, a_{i_r}) = r \},\]
\[A_I := \mathbb{Z}^n \cap (\mathbb{R}_+ a_{i_1} + \cdots + \mathbb{R}_+ a_{i_r}),\]
\[M_I := \{ v : \forall \alpha \in A_I : \langle v, \alpha \rangle = 0 \}, \quad I = (i_1, \ldots, i_r) \in J,\]
\[M := \bigcap_{I \in J} M_I.\]

**Proposition 3.18.** With the notation above, we have $M(X) = M$ and, consequently, $K(X) = X + M$. In particular
\[H^\infty(G) = \mathbb{C} \quad \text{iff} \quad \text{for every } I \in J : A_I = \{0\} \quad \text{(cf. Theorem 3.13(a))}.\]

**Proof.** Let $X_j := \log G_j$, $j = 1, \ldots, N$,
\[X_j := \bigcap_{k=1}^r X_{i_k}, \quad I = (i_1, \ldots, i_r) \in J.\]
For every $I = (i_1, \ldots, i_r) \in J$, there exists a point $x' \in \mathbb{R}^n$ such that $X_{i_k} = \{ x : \langle x - x', a^{i_k} \rangle < 0 \}$, $k = 1, \ldots, r$.

Define
\[Y_I = \text{int} \bigcap_{a \in M_I} \{ x : \langle x - x', a \rangle < 0 \}, \quad I \in J.\]
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Observe that $X \subset X_I \subset Y_I$ and $E(Y_I) = M_I$. By Proposition 3.4, $E(Y_I)$ is of rational type, so $M(X) \subset M(Y_I) = M_I$, $I \in J$, and therefore $M(X) \subset M$.

If $M(X) = \mathbb{R}^n$, then the proof is finished, so assume that $K(X) = \text{int} \cap \beta \in B H_\beta$, where $B \subset (\mathbb{Z}^n)_\bullet$, and hence $M(X) = \{ v: \forall \beta \in B: \langle v, \beta \rangle = 0 \}$. We shall show that

\begin{equation}
B \subset \bigcup_{I \in J} A_I.
\end{equation}

Note that (3.12) implies immediately that $M \subset M(X)$.

Fix $\beta \in B$. By Lemma 3.17 there exists an $I = (i_1, \ldots, i_r) \in J$ such that

$X_I \subset H_\beta = \{ x: \langle x - x^\beta, \beta \rangle < 0 \}.$

Hence $\beta \in E(H_\beta) \subset E(X_I) = \mathbb{R} \alpha_i^1 + \cdots + \mathbb{R} \alpha_i^r$ and therefore $\beta = \lambda_1 \alpha_i^1 + \cdots + \lambda_r \alpha_i^r$, where $\lambda := (\lambda_1, \ldots, \lambda_r) \in (\mathbb{R}_+)^r$. It remains to show that $\lambda \in (\mathbb{R}_+)^r$.

Let $L: \mathbb{R}^n \to \mathbb{R}^r$ be given by the formula

$L(x) = \langle \langle x, \alpha_i^1 \rangle, \ldots, \langle x, \alpha_i^r \rangle \rangle, \quad x \in \mathbb{R}^n.$

Observe that

$L(X_I) = \{ \xi = (\xi_1, \ldots, \xi_r) \in \mathbb{R}^r: \xi_k < \langle x^I, \alpha_i^k \rangle, k = 1, \ldots, r \}$

and

$L(H_\beta) = \{ \xi: \langle \xi - L(x^\beta), \lambda \rangle < 0 \}.$

The inclusion $L(X_I) \subset L(H_\beta)$ implies that $\lambda \in (\mathbb{R}_+)^r$ which gives the required result.

**Example 3.19.** Let

\begin{equation*}
G := \{ (z_1, z_2, z_3) \in \mathbb{C}^3: |z_1|^\alpha \cdot |z_2|^\alpha + 1 < 1, |z_1|^\alpha + 1 \cdot |z_2|^\alpha + 2 \cdot |z_3| < 1 \},
\end{equation*}

where $\alpha \in \mathbb{R}_{>0} \setminus \mathbb{Q}$. Put $\alpha_1 := (\alpha, \alpha + 1, 0)$, $\alpha_2 := (\alpha + 1, \alpha + 2, 1)$. Clearly $\text{rank}[\alpha_1, \alpha_2] = 2$. One can easily prove that

$\mathbb{Z}^3 \cap (\mathbb{R}_+ \alpha_1 + \mathbb{R}_+ \alpha_2) = \{ 0 \}.$

Hence, by Proposition 3.18, $K(\log G) = \mathbb{R}^3$ and therefore $H^\infty(G) = \mathbb{C}$.

**Example 3.20.** Let

\begin{equation*}
G := \{ (z_1, z_2, z_3) \in \mathbb{C}^3: |z_1|^{\alpha_1} \cdot |z_2|^{\alpha_2} \cdot |z_3|^{\alpha_3} < 1, |z_1|^{\alpha_1 + 1} \cdot |z_2|^{\alpha_2 + 2} \cdot |z_3|^{\alpha_3 + 1} < 1 \},
\end{equation*}

where $0 < \alpha_1, \alpha_2, \alpha_3 < 1, \alpha_1 \neq \alpha_2, (\alpha_1 - \alpha_3)/(\alpha_1 - \alpha_2) \notin \mathbb{Q}$. Put $\alpha_1 := (\alpha_1, \alpha_2, \alpha_3)$, $\alpha_2 := (1 - \alpha_1, 1 - \alpha_2, 1 - \alpha_3)$). Note that $\text{rank}[\alpha_1, \alpha_2] = 2$. It can be easily verified that

$\mathbb{Z}^3 \cap (\mathbb{R}_+ \alpha_1 + \mathbb{R}_+ \alpha_2) = \mathbb{Z}_+(1, 1, 1).$

Hence $M(\log G) = \{ v: v_1 + v_2 + v_3 = 0 \}$ (Proposition 3.18) and therefore $K(\log G) = \{ x: x_1 + x_2 + x_3 < 0 \}$. By Theorems 3.13 and 3.14 we have $H^\infty(G) = H^\infty(D)$.

Now we pass to the characterization of the space of square integrable holomorphic functions.
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Theorem 3.21. Let \( G \subseteq \mathbb{C}^n \) be a fat n-circled domain of holomorphy. Then the following conditions are equivalent:

(i) \( L^2_h(G) \neq \{0\} \);

(ii) \( E(\log G) = \{0\} \);

(iii) \( G \in L^2_h \);

(iv) for every \( a = (a_1, \ldots, a_n) \in \overline{G} \) with \( a_1 \cdots a_n \neq 0 \), there exist sequences \((c_\mu)_{\mu=1}^\infty \subset \mathbb{R}_+\), \((v(\mu))_{\mu=1}^\infty \subset \mathbb{Z}^n\) \((v(\mu) \in (\mathbb{Z}_+)^n, \mu \in \mathbb{N}, \) provided that \( G \) is balanced\) such that

\[
\left\| c_\mu z^{v(\mu)} \right\|_{L^2(G)} \leq 1, \quad \mu \geq 1, \quad \lim_{\mu \to +\infty} c_\mu \left| a^{v(\mu)} \right| = +\infty.
\]

Proof. The proof of (i) \( \Rightarrow \) (ii) is as in [7, Theorem 3]. It is clear that (iv) \( \Rightarrow \) (iii) \( \Rightarrow \) (i). It remains to prove that (ii) \( \Rightarrow \) (iv). Fix \( a, \mu \) and let \( X := \log G, \: x^0 := \log a \). Note that \( x^0 \not\in \overline{X} \). Let \( \alpha^1, \ldots, \alpha^n \) be as in Proposition 3.4(iii) \((r = n)\). Note that \( \alpha^1, \ldots, \alpha^n \in (\mathbb{Z}_+)^n \) provided \( G \) is balanced. Let \( A := [\alpha^1_{jk}]_{j,k=1}^n \). Without loss of generality we assume that \( |\det A| \geq \mu^2 n! |a_1 \cdots a_n|^2 \). Set \( \nu(\mu) := \alpha^1 + \cdots + \alpha^n - 1 \), where \( 1 := (1, \ldots, 1) \in \mathbb{N}^n \). Now, one can prove (cf. the proof of Theorem 3 in [7]) that

\[
\left\| z^{\nu(\mu)} \right\|_{L^2(G)} \leq 2^{n/2} |\det A|^{-1/2} |a^1 + \cdots + a^n| \leq \frac{1}{\mu} |a^{\nu(\mu)}|.
\]

Let \( c_\mu := \mu |a^{-\nu(\mu)}| \). Then

\[
\left\| c_\mu z^{\nu(\mu)} \right\|_{L^2(G)} \leq 1 \quad \text{and} \quad c_\mu \left| a^{\nu(\mu)} \right| = \mu.
\]

Remark. One may ask for a characterization of those balanced domains of holomorphy \( G \) for which \( L^1(G) \neq \{0\} \) or, even more, such that \( G \in L^1 \)—cf. §5 in [15].

Appendix.

Proof of Lemma 3.17. Because the result is clear for \( n = 1 \), let us assume that it is true in \( \mathbb{R}^1, \ldots, \mathbb{R}^{n-1} \). Without loss of generality we assume that \( N \geq 2 \) and, for \( k = 1, \ldots, N, \cap_{j \neq k} X_k \subset K_0 \). Now, it suffices to prove that \( r = N \).

Step 1: \( r < n \).

By an orthogonal transformation of the coordinates we can assume that

\[
\alpha^j = (\tilde{\alpha}^j, 0) \in \mathbb{R}^r \times \{0\}, \quad 0 \leq j \leq N.
\]

The set \( \cap_{j \neq k} (\mathbb{R}^r \times \{0\}) \) can be identified with an open halfspace \( \tilde{X}_j \) in \( \mathbb{R}^r \), \( j = 0, \ldots, N \). It is clear that

\[
r = \text{rank}(\tilde{\alpha}^1, \ldots, \tilde{\alpha}^N), \quad \emptyset \neq \bigcap_{j=1}^N \tilde{X}_j \subset \tilde{X}_0, \quad \bigcap_{j=1}^N \tilde{X}_j \subset \tilde{X}_0.
\]

Therefore one gets \( r = N \).

Step 2: \( r = n \).

Without loss of generality we assume \( X_0 := \{ x \in \mathbb{R}^n : x_n < 0 \} \). Let \( \alpha^j = (\tilde{\alpha}^j, \alpha^j_{N}) \in \mathbb{R}^{n-1} \times \mathbb{R}, \: j = 1, \ldots, N \). By our assumption we have \( \tilde{\alpha}^j \neq 0 \) for \( j = 1, \ldots, N \).

Let \( \tilde{X}_0 := \partial X_0 \cap (\mathbb{R}^n \setminus \tilde{X}_N) \) and \( \tilde{X}_j := \partial X_0 \cap X_j, \: j = 1, \ldots, N - 1 \). Then \( \tilde{X}_j \), \( j = 0, \ldots, N - 1 \), can be regarded as open halfspaces in \( \mathbb{R}^{n-1} \) with \( \tilde{\alpha}^N \perp \tilde{X}_0 \), \( \tilde{\alpha}^j \perp \tilde{X}_j \) for \( j = N - 1 \) and \( \emptyset \neq \bigcap_{j=1}^N \tilde{X}_j \subset \tilde{X}_0 \).
Let $\tilde{r} := \text{rank}(\tilde{a}, \ldots, \tilde{a}^{N-1})$; then, by induction, there exist $1 \leq i_1 < \cdots < i_r \leq N - 1$ such that $\tilde{X}_{i_r} \cap \cdots \cap \tilde{X}_{i_1} \subset \tilde{X}_0$; hence $X_{i_r} \cap \cdots \cap X_{i_1} \cap X_N \subset X_0$ and so $N = \tilde{r} + 1$. Since $\tilde{r} \leq n - 1 = r - 1$ we have $r = N$. This completes the proof.

We like to mention that the idea of Step 2 is due to P. Jakóbczak.

**Proof of Lemma 2.17.** It is known that there exists a unitary isomorphism $T: \mathbb{C}^n \to \mathbb{C}^n$ such that the projection $T(R^{-1}(0)) \ni (w', w_n) \to w' \in \mathbb{C}^{n-1}$ is proper (cf. [16]).

Put $\hat{G} = T(G)$, $\hat{\varphi} = \varphi \circ (T^{-1})|_{\hat{G}}$, $\hat{R} = R \circ T^{-1}$. Observe that $\delta_{\hat{G}} \circ T = \delta_{G}$, then

$$\delta_{\hat{G}}|R|\hat{\varphi} \leq \|\delta_{\hat{G}} \cdot R \cdot \varphi\|_{\infty} = c \quad \text{on} \; \hat{G}.$$

In view of [16, Lemma 1] the polynomial $\hat{R}$ has the form

$$\hat{R}(w', w_n) = \sum_{i=0}^{\nu} \hat{R}_i(w') w_n^{r-i},$$

where $\nu \leq d$ and $\hat{R}_0 = \text{const} \neq 0$.

Fix $w = (w', w_n) \in \hat{G}$ and define

$$B = \{z \in \mathbb{C}: (w', z) \in \hat{G}\}, \quad u(z) = \hat{\varphi}(w', z), \quad z \in B,$$

$$S(z) = \hat{R}(w', z), \quad z \in \mathbb{C}$$

($S$ is a complex polynomial of degree $\nu$ of the form $\hat{R}_0 z^\nu + S_1 z^{r-1} \cdots + S_{\nu}$),

$$\delta(z) = \delta_{\hat{G}}(w', z), \quad z \in \mathbb{C}.$$}

Clearly $\delta^\mu|S|u \leq c$ on $B$, so the proof reduces to the proof of the following

**Lemma.** Let $B$ be an open set in $\mathbb{C}$, let $u: B \to \mathbb{R}^+$ be a subharmonic function, let $S(z) = S_0 z^\nu + \cdots + S_{\nu-1} z + S_N$, $S_0 \neq 0$, and let $\delta: \mathbb{C} \to [0, 1]$ be such that $\delta \leq \delta_B$, $\{\delta > 0\} = B$, $|\delta(z) - \delta(z')| \leq |z - z'|$, $z, z' \in \mathbb{C}$. Assume that $\delta^\mu|S|u \leq c$. Then

$$\delta^{\nu+\nu}|u \leq \left(\frac{c}{|S_0|}\right) c(\mu, \nu),$$

where $c(\mu, \nu) := [2(\mu + \nu + 1)(1 + 1/(\mu + \nu))^{\mu+\nu}]^\nu$.

**Proof of Lemma.** The idea of the proof is taken from [6]. Suppose that $S(z) = S_0(z - z_1)^\nu \cdots (z - z_r)^\nu$, where $\nu_1, \ldots, \nu_r \in \mathbb{N}$, $\nu_1 + \cdots + \nu_r = \nu$ and $z_i \neq z_j$ for $i \neq j$. Let

$$d(z) := \min\{|z - z_j|: j = 1, \ldots, r\}, \quad z \in \mathbb{C}.$$

Then

1. $|S(z)| \geq |S_0|d(z)^\nu, \quad z \in \mathbb{C}.$

Fix $0 < \theta < \frac{1}{2}$ and define

$$U_\theta = \{z \in \mathbb{C}: d(z) < \theta \cdot \delta(z)\}.$$

Obviously $U_\theta \in \text{top} \; \mathbb{C}$ and $S^{-1}(0) \cap B \subset U_\theta$. Observe that in view of (1)

2. $\delta^{\nu+\nu}(z_0)u(z_0) \leq c\theta^\nu/|S_0|$, if $z_0 \in G \setminus U_\theta$.

Similarly as in Narasimhan's proof one can obtain

3. $U_0 \subset G$;

4. for every connected component $U$ of $U_\theta$ and for every $z_0 \in U$, $w_0 \in \partial U$:

$$\left|1 - 2\theta\right|\delta(w_0) \leq \delta(w_0).$$
Fix $z_0 \in U_\theta$ and let $U$ denote the connected component of $U_\theta$ containing $z_0$. In view of (3), $U \subseteq B$, so by the maximum principle for subharmonic functions there exists a point $w_0 \in \partial U$ such that $u(w_0) = \max\{u(z) : z \in U\}$. Consequently, in view of (2) and (4), we get

$$\delta^{\mu+r}(z_0) \cdot u(z_0) \leq c/|S_0| \cdot [(1 - 2\theta)^{\mu+r} \theta]^{-\nu}.$$  

Finally,

$$\delta^{\mu+r} u \leq \left( c/|S_0| \right) \left[ \sup \{(1 - 2\theta)^{\mu+r} \theta : 0 < \theta < 1/2 \} \right]^{-\nu} = \left( c/|S_0| \right) c(\mu, \nu).$$

Hence, Lemma 2.17 is proved.
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