COEXISTENCE THEOREMS OF STEADY STATES FOR PREDATOR-PREY INTERACTING SYSTEMS

LIGE LI

ABSTRACT. In this paper we give necessary and sufficient conditions for the existence of positive solutions of steady states for predator-prey systems under Dirichlet boundary conditions on $\Omega \in \mathbb{R}^n$. We show that the positive coexistence of predator-prey densities is completely determined by the "marginal density," the unique density of prey or predator while the other one is absent, i.e. the $(u_0, 0)$ or $(0, v_0)$. More specifically, the situation of coexistence is determined by the spectral behavior of certain operators related to these marginal densities and is also completely determined by the stability properties of these marginal densities. The main results are Theorems 1 and 4.2.

1. Main results. In this paper we give necessary and sufficient conditions for the existence of positive solutions to the following system:

$$\begin{cases}
\Delta u + uM(u, v) = 0, \\
d\Delta v + v(g(u) - m(v)) = 0,
\end{cases}$$

(1)

where $\Delta$ is the Laplacian $\Delta = \sum_{i=1}^{n} u_{x_i x_i}$. $M$ is a $C^1$ function and is globally Lipschitzian, and is assumed to satisfy the so-called prey growth rate conditions (see Figure 1)

(M1) $M_u(u, v) < 0$ for $u, v \geq 0$.

In addition

(M2) $M_u(u, 0) < 0$ for $u \geq 0$.

(M3) There exists a constant $C_0 > 0$ such that $M(u, 0) < 0$ for $u > C_0$.

(M4) $M(0, 0) > 0$.
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The functions \( g \) and \( m \) belong to \( C^1(\mathbb{R}) \) and are increasing functions satisfying 
\[ g(0) - m(v) < 0 \]
for \( v \) larger than some constant \( C_1 \).

In order to state the main result a lemma is in order.

**Lemma 1.1.** Let \( \phi \) be a strictly decreasing function, \( \phi(u) \leq 0 \) for large \( u \).

(i) If \( \phi(0) > \lambda_1 \), then the equation 
\[ -\Delta u = u\phi(u), \quad u|_{\partial \Omega} = 0 \]
has a unique positive solution.

(ii) If \( \phi(0) \leq \lambda_1 \) then the above equation has no positive solution, i.e. \( u \equiv 0 \) is the only nonnegative solution.

Here \( \lambda_1 \) is the first eigenvalue of \( -\Delta \) for the region \( \Omega \) with homogeneous Dirichlet condition.

Lemma 1.1 and its proof are well known, see, for example, [4]. Under the above hypotheses about the functions \( M, g \) and \( m \) the system (1) is a steady state system for the predator-prey problem. We shall see the importance to the system (1) of the component \( u \) or \( v \) while the other one is absent, that is, the solution \((u_0,0)\) and \((0,v_0)\) of (1) under certain conditions. According to Lemma 1.1, we have the unique solution \((u_0,0)\) to (1) with \( u_0 > 0 \) provided \( M(0,0) > \lambda_1 \), and the unique solution \((0,v_0)\) to (1) with \( v_0 > 0 \) provided \( g(0) > \lambda_1 d + m(0) \) and \( m \) is strictly increasing. Notice that the latter case means a positive density of predator could exist even without the prey, the food source. In and only in this case, in order to get a positive prey density coupled to a predator density, we make an additional hypothesis:

\( (MM) \quad M(0,v) > M(u,v) \) for \( u,v > 0 \).

Biologically, \( (MM) \) indicates that a maximal birthrate of prey occurs at its absent state.

Our first result is the following theorem.

**Theorem 1.A.** If \( m \neq 0 \), then the positive solution \((u,v)\) of (1) has a priori bounds 
\[ 0 < u < B_1, \quad 0 < u < B_2. \]

(A.1) If \( M(0,0) \leq \lambda_1, \quad g(0) \leq \lambda_1 d + m(0), \) then \((0,0)\) is the only nonnegative solution of (1).

(A.2) If \( g(0) < \lambda_1 d + m(0), \) then (1) has a positive solution \((u,v)\) iff \( M(0,0) > \lambda_1 \) and the first eigenvalue of the operator \( \mathcal{A} = -\Delta + [g(u_0) - m(0)]I \) is positive.

(A.3) If \( g(0) > \lambda_1 d + m(0), \) we assume \((MM)\). Then (i) has a positive solution \((u,v)\) iff \( M(0,0) > \lambda_1 \) and the first eigenvalue of the operators \( \mathcal{A} = -\Delta + [g(u_0) - m(0)]I \) and \( \mathcal{B} = -\Delta + M(0,v_0)I \) are both positive.

**Theorem 1.B.** In case \( m = 0 \), we assume in addition \( g(0) < 0 \) and \((M_5)\): There exists \( \theta > 0 \) such that \( M_\theta(u,v) < -\theta \) for \( 0 < u < C_0, \quad v > 0 \). Then there are a priori bounds \( B_1, B_2 \) for a positive solution of (1). Moreover,

(B.1) If \( M(0,0) \leq \lambda_1 \), then \((0,0)\) is the only nonnegative solution.

(B.2) (1) has a positive solution \((u,v)\) iff \( M(0,0) > \lambda_1 \) and the first eigenvalue of \( \mathcal{A} = -\Delta + g(u_0)I \) is positive.

**Remark.** (1) From the biological point of view the case of (A.2) rules out the possibility that the predator has positive density in the absence of prey.
(2) Theorem 1 includes many well-known systems and results as special cases. Examples include the quadratic system

\[
\begin{align*}
M(u, v) &= -au - bv + c, \\
g(u) - m(v) &= eu - fv + g, \\
m(v) &= fv, \\
g(u) &= eu + g,
\end{align*}
\]

where \( a, b, c, e, f, g \) are positive numbers; see [5, 8, 12, 14, 17]. It is interesting to mention here that the usual monotone technique does not work very well for the above system because the existence of a small positive lower solution will require somewhat severe restrictions on the above system. As a consequence many models are ruled out, for example, when \( f = 0 \) (see below).

\[
\begin{align*}
M(u, v) &= -au - bv + c, \\
g(u) &= u - \gamma, \\
m &= 0, \\
a, b, c, \gamma &> 0.
\end{align*}
\]

This case was only discussed as an ODE system before. In the PDE case one has to estimate the a priori bound of the solution \( v \). Our Theorem 1.B solves this problem.

\[
\begin{align*}
M(u, v) &= \phi(u) - v\psi(u), \\
g(u) &= ku\psi(u) - \gamma, \\
m &= 0,
\end{align*}
\]

where \( \psi(u) = c/(d + u) \), \( \phi \) satisfies

\[
\begin{align*}
(\Phi_1) &\phi(0) > 0, \phi'(u) < 0 \text{ for } u > 0, \\
(\Phi_2) &\phi(u) < 0 \text{ for some constant } u > C_0 > 0.
\end{align*}
\]

2. Preliminary theorems and lemmas. In this section we introduce two theorems due to E. N. Dancer and N. Alikakos and give improvements of them. Additionally, we shall prove some lemmas which are useful in the sequel.

(A) We first follow the notations given in Dancer [11]. Let \( E \) be a Banach space. \( W = E \) is called a wedge in \( E \) if (i) \( W \) is a closed convex set and (ii) \( \alpha W \subseteq W \) for every real \( \alpha \geq 0 \). A wedge \( W \) is called a cone if \( W \cap (-W) = \{0\} \). Let \( W_γ = \{ x \in E | y + γx \in W \text{ for some } γ > 0 \} \) where \( y \) is an arbitrary element in the wedge \( W \). Then:

\[
\begin{align*}
(i) &\ W_γ = \{ x \in E | y + \theta x \in W \text{ for } 0 \leq \theta \leq γ, \text{ for some } γ > 0 \}. \\
(ii) &\ W_γ \text{ is convex, } W_γ \supseteq \{ -γ \} \cup \{ γ \} \cup W. \\
(iii) &\ W_γ \text{ is also a wedge.}
\end{align*}
\]

Let \( S_γ = \{ x \in W_γ | -x \in W_γ \} \); then \( S_γ \) is a linear subspace of \( E \). Let \( L \) be a compact linear operator in \( E \) with \( L(W_γ) \subseteq W_γ \). \( L \) is said to have property \( α \) if there is a \( t \in (0, 1) \) and an element \( w \in W_γ \setminus S_γ \) such that \( w - tw \in S_γ \). Dancer's theorem can be stated as follows (see §§1, 2 of [11]).

THEOREM D. Let \( W \) be a wedge in a Banach space \( E \) and \( A : W \to W \) be a compact map with fixed point \( Ay_0 = y_0 \in W \). Let \( L = A'(y_0) \) be the Fréchet derivative of \( A \) at \( y_0 \). Then \( L \) maps \( W_{y_0} \) into itself.

\[
\begin{align*}
(i) &\text{ Assume } I - L \text{ is invertible on } E \text{ and } L \text{ has property } α \text{ on } W_{y_0}, \text{ then } \text{index}_{W_{y_0}}(A, y_0) = 0. \\
(ii) &\text{ Assume also that } I - L \text{ is invertible on } E. \text{ If } L \text{ does not have property } α, \text{ then } \text{index}_{W_{y_0}}(A, y_0) = \pm 1.
\end{align*}
\]
Note. By index\( w(A, y) \) we mean the degree \( \deg^W(I - A, U(y), 0) \), where \( U(y) \) is a small neighborhood of \( y \) in \( W \). It is well known that \( \deg^W(I - A, U(y), 0) \) does not depend on the choice of \( U(y) \) as long as it is small enough. Notice that in order to define a Leray-Schauder degree, \( W \) should be a retract in the Banach space \( E \). By an important theorem of Dugundji, every nonempty closed convex subset of a Banach space \( E \) is a retract of \( E \). Our wedge is hence a retract of \( E \). \( \deg^W(I - A, U, 0) = 0 \) implies that there is a fixed point \( y \in U \) of \( A \). For more details see [2].

In investigating the quadratic system

\[-\Delta u = au(1 - u) - uw, \quad -d\Delta v = v(-v + m(u - y)), \quad (u, v) \mid \partial \Omega = (0, 0),\]

where \( a > \lambda_1 \), \( m \) and \( \gamma \) are positive constants with \( 0 < \gamma < 1 \), Dancer [12] in 1984 gave a necessary and sufficient condition for the existence of a positive solution to the above system. His proof was based on Theorem D, but this theorem cannot be applied to the above system, since the condition that \( I - L \) is invertible on \( E \) does not hold. In order to apply the index theorem to our elliptic system (1), we give an improvement to Theorem D as follows.

**Theorem D'.** Let \( y_0 \in E \) be a fixed point of \( A \).

(i) Assume \( I - L \) is invertible on \( W_y \setminus \{0\} \). If \( I - L: \overline{W}_y \to \overline{W}_y \) is not a surjective map, then \( \text{index}^W(A, y) = 0 \).

(ii) Assume \( I - L \) is invertible on \( W_y \). If \( L \) does not have property \( \alpha \) then \( \text{index}^W(A, y) = \pm 1 \).

Theorem D' can be proved by a straightforward modification of the proof of Theorem D in [11].

(B) Next we state a result obtained by N. Alikakos [1] in 1979. (See §4 of [1].)

**Theorem A.**\(^1\) Let \( (u, v) \) be a positive local (in \( t \)) solution of

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_0 \Delta u + f(u) - p(u,v), \\
\frac{\partial v}{\partial t} &= d_1 \Delta v - g(v) + k\phi(u,v),
\end{align*}
\]

where \( 0 \leq u(x,0) \leq \bar{u}, 0 \leq v(x,0) \leq \bar{v}, 0 \leq \phi(u,v) \leq p(u)v^n, \) the function \( p(u) \) is a continuous monotone nondecreasing function of \( u \), \( 1 \leq \sigma < (n + 2)/n, \quad n = \dim \Omega, \quad f(0) = 0 = f(C_i), \) where \( f(x) \leq 0 \) for \( x \geq C_i \), and \( g(v) \geq \mu v \) for some \( \mu > 0 \) and all \( v \geq 0 \). Then \( u, v \) can be extended to a global solution over \( 0 \leq t < \infty \) and

\[
\lim_{t \to \infty} \max_{x \in \Omega} v(x,t) \leq C
\]

where the constant \( C \) is independent of the upper bounds \( \bar{u}, \bar{v} \) of the initial data.

---

\(^1\)In reviewing this paper, the referee pointed out that in Theorem A and Theorem A' below, it is necessary to emphasize the strictness of the second inequality of \( 1 \leq \sigma < (n + 2)/n \).
The proof of Theorem A in [1] is based on a result of Conway and Smoller (see Theorem 3.2 of [9]) which says that \( \lim_{t \to \infty} \|v(x, t)\|_{L^1} < C_1 \), where \( C_1 \) being some positive constant.

A modification and improvement of Theorem A can be obtained as follows.

**Theorem A'.** (i) If in Theorem A the boundary condition \( (\partial u/\partial n, \partial v/\partial n)\big|_{\partial \Omega} = (0,0) \) is replaced by \( (u,v)\big|_{\partial \Omega} = (0,0) \) then \( \lim_{t \to \infty} \max \v(x, t) < C \), where \( C \) does not depend on \( \bar{v} \) (but might depend on \( \bar{u} \)) and \( C' \) does not depend on the diffusion rate \( d_0 \).

(ii) For \( \partial v/\partial t = d\Delta v - g(v) + a(x)\phi(v), \ d > 0, \ v\big|_{\partial \Omega} = 0, \ \sigma > 0, \ g(v) \geq \mu v, \ \mu > 0, \ 0 \leq \phi(v) \leq \sigma \) with \( 1 \leq \sigma < (n + 2)/n \), and \( a(x) \) is bounded. If

\[ \lim_{t \to \infty} \max_{x \in \Omega} v(x, t) \leq C \] where \( C \) is independent of the bound of the initial data \( v(0,x) \).

The proof of Theorem A' is based on the technique employed in [1] combined with the following facts. A positive solution with homogeneous Dirichlet boundary conditions and certain smoothness of its coefficients must have a nonpositive derivative along the outward normal: \( \partial u/\partial n\big|_{\partial \Omega} \leq 0, \ \partial v/\partial n\big|_{\partial \Omega} \leq 0 \). Hence appropriate results in Conway-Smoller [9] still hold under the Dirichlet boundary condition, namely, \( \lim_{t \to \infty} \|v(x, t)\|_{L^1} < C \). The \( C' \) depends on \( \max(C_0, \bar{v}) \), \( k \) (or the bound of \( a(x) \)), \( \mu \), \( \text{meas}(\Omega) \) and the maximum value of \( f \) on \([0, \max(f, 0)] \). The equation itself gives the following kinetic energy inequality

\[ \frac{d}{dt} \left( \frac{1}{2} \int_{\Omega} v^2 \, dx \right) \leq -d \int_{\Omega} |\nabla v|^2 \, dx - \mu \int_{\Omega} v^2 + \max|a(x)| \int_{\Omega} v^{\sigma+1} \, dx. \]

Applying the Nirenberg-Gagliardo inequality to \( \int_{\Omega} v^{\sigma+1} \, dx \), we get

\[ \frac{d}{dt} \left( \int_{\Omega} v^2 \right) \leq (-2d + \epsilon) \int_{\Omega} |\nabla v|^2 - \mu \int_{\Omega} v^2 + \max|a(x)| \cdot \frac{1}{\epsilon} \left( \int_{\Omega} v \, dx \right) \]

\[ < -\mu \int_{\Omega} v^2 + \max|a(x)| \cdot \frac{1}{\epsilon} \left( \int_{\Omega} v \, dx \right) = -\mu \int_{\Omega} v^2 + C. \]

So all arguments in the proof to Theorem 4.1 in Alikakos [1] will work here for the proof of Theorem A'.

(C) We are now going to give some lemmas which play an important role in the sequel.

**Lemma 2.1.** Assume \( a(x) \in L^\infty(\Omega) \). Denote by \( \lambda_1(L) \) the principal eigenvalue of the linear operator \( L \). Let \( u \) be a function satisfying \( u \geq 0 \) in \( \Omega \) with \( u\big|_{\partial \Omega} = 0 \).

(i) If \( 0 \neq (\Delta + a(x))u \geq 0 \) then \( \lambda_1(\Delta + a(x))I > 0 \).

(ii) If \( 0 \neq (\Delta + a(x))u \leq 0 \) then \( \lambda_1(\Delta + a(x))I < 0 \).

(iii) If \( (\Delta + a(x))u \neq 0 \) then \( \lambda_1(\Delta + a(x))I = 0 \).

**Proof.** (i) Let \( \theta(x) \) be the eigenfunction corresponding to the principal eigenvalue \( \mu_1 = \lambda_1(\Delta + a(x))I \). Without loss of generality, we can assume \( \theta(x) > 0 \) in \( \Omega \). Then \( 0 < \int_{\Omega} (\Delta + a(x))u \theta = \mu_1 \int_{\Omega} u \theta \), hence \( \mu_1 > 0 \). (Notice that since \( (\Delta + a(x))u \neq 0 \) it follows that \( u \neq 0 \), and \( \theta(x) > 0 \), the "ground state" \( \theta \) is known to have nice regularity properties and we have \( 0 < \int_{\Omega} (\Delta + a(x))u \theta \, dx \).
We need only to switch the sign in the proof of (i).

(iii) \(0 = \mu_1 \int_{\Omega} u^2 dx\) with \(u \geq 0, \ u \neq 0, \ \theta > 0\). This implies \(\mu_1 = 0\). □

**Lemma 2.2.** If \(f \in \text{Lip} (\mathbf{R})\) (i.e. \(f\) is Lipschitzian on \(\mathbf{R}\) to \(\mathbf{R}\)), \(-\Delta u \geq f(u), \ -\Delta u \leq f(v), \ u \neq v \leq u \text{ in } \Omega, \) then \(u > v \text{ in } \Omega\).

**Proof.** It follows immediately from the strong maximum principle that either \(u \equiv v\) or \(u > v \) in \(\Omega\). □

**Lemma 2.3.** Assume \(T\) is a compact positive linear operator on an ordered Banach space. Let \(u > 0\) be a positive element. We have the following conclusions.

(i) If \(Tu > u\) then \(r(T) > 1\).

(ii) If \(Tu < u\) then \(r(T) < 1\).

(iii) If \(Tu = u\) then \(r(T) = 1\).

Here and throughout this paper, \(r(L)\) denotes the spectral radius of the operator \(L\).

**Proof.** (iii) \(Tu = u\) implies that \(1\) is an eigenvalue with positive eigenfunction \(u\).

The conclusion now follows from the Krein-Rutman theorem (see Theorem 3.2 in [2]), i.e. \(1 > r(T)\).

(i) Let \(Tu > u\) and suppose \(r(T) \leq 1\). Since \(1 \cdot u - Tu < 0\) and \(u > 0\), by the Krein-Rutman theorem again, \(r(T) \neq 1\). Suppose now \(r(T) < 1\). Since \(a = 1 \cdot (-u) - T(-u) > 0\) then by the Fredholm alternative there must be a unique solution \(v\) of \(a = 1 \cdot v - T(v)\) and furthermore, by the Krein-Rutman theorem once again, this solution is positive, therefore \((-u) > 0\). This contradiction shows \(r(T) > 1\).

(ii) \(Tu < u\) implies \(1 \cdot u - Tu > 0\). A similar argument to that in (i) shows \(1 > r(T)\). □

**Lemma 2.4.** Let \(a(x) \in L^\infty(\Omega)\). Then \(\lambda_1(d\Delta + aI) > 0\) implies

\[
\|(-\Delta + P)^{-1} (d^{-1}a + P)\| > 1,
\]

where \(P\) is any positive constant satisfying \(P > d^{-1}\|a\|_{L^\infty}\).

**Proof.** There is an eigenfunction \(\phi_1 > 0\) such that \((d\Delta + a)\phi_1 = \lambda_1(d\Delta + aI)\phi_1 > 0\). Therefore \((-\Delta + P)\phi_1 < (d^{-1}a + P)\phi_1\), so \(\phi_1 < (-\Delta + P)^{-1}(d^{-1}a + P)\phi_1\). But \((-\Delta + P)^{-1}(d^{-1}a + P)I\) is a compact positive linear operator, hence by Lemma 2.3, \(r[(-\Delta + P)^{-1}(d^{-1}a + P)] > 1\). □

(D) In this section we briefly recall some well known facts. If \(A\) is a second order uniformly elliptic operator, consider the parabolic equation

\[
u_t = Au + f(x, u) \quad \text{on } \Omega \times \mathbf{R}^+\]

and its steady state, the elliptic equation \(0 = Au + f(x, u)\).

The notion of a solution \(u\) of the steady state equation being a stable or asymptotically stable solution of the corresponding parabolic equation can be defined in the usual way, for example, see Chapter 10 in [18]. The following is a version of a well-known result (see Theorem 10.5 in [18]).
**Lemma 2.5.** Consider \( Au + f(x,u) = 0, \ u|_{\partial \Omega} = h(x) \). Let \( v_0, u_0 \) be a lower and upper solution to the above equation and let \( u \) be the unique solution of it with \( v_0 \leq u \leq u_0 \). If \( u(x,t) \) is any solution of the parabolic equation \( u_t = Au + f(x,u), \ u|_{\partial \Omega \times \mathbb{R}} = h(x) \) with \( v_0 \leq u(x,0) \leq u_0 \), then \( u(x,t) \to u(x) \) as \( t \to \infty \), so \( u \) is asymptotically stable.

We need the following lemma.

**Lemma 2.6.** If \( f(x)/x \) is strictly decreasing for \( x > 0 \) with \( f(x) < 0 \) for \( x > \) some constant \( C_0 \), then the positive solution of \( -\Delta u = f(u), \ u|_{\partial \Omega} = 0 \) is asymptotically stable.

**Proof.** By Lemma 1.1 the positive solution \( u_0 \) to \( -\Delta u = f(u) \) with \( u|_{\partial \Omega} = 0 \) is unique, and by the general maximum principle it must satisfy \( 0 \leq u_0 \leq C_0 \). It is easy to see that \( u \equiv C_0 \) is an upper solution while \( u \equiv 0 \) is a lower solution. (Notice that our assumption about \( f(x) \) implies that \( f(0) = 0 \).) Our lemma now follows from Lemma 2.5. \( \square \)

(E) We want to prove the following proposition.

**Proposition 2.7.** Let \( f(u)/u \) be strictly decreasing with \( f(u) < 0 \) for \( u > C_0 \) and let \( f'(0) > \lambda_1 \). Thus we have a unique positive solution \( u_0 \) of \( -\Delta u = f(u), \ u|_{\partial \Omega} = 0 \). Then \( w = 0 \) is the only solution of the linearization \( -\Delta w = f'(u_0)w, \ w|_{\partial \Omega} = 0 \).

**Proof.** (1) By the general maximum principle \( u_0 \leq C_0 \). Thus by Lemma 2.2, \( 0 < u_0 < C_0 \), so \( f(u_0) > 0 \).

(2) By Lemma 2.6, \( u_0 \) is asymptotically stable with respect to the parabolic equation \( u_t = \Delta u + f(u), \ u|_{\partial \Omega \times \mathbb{R}} = 0 \), so the spectrum of the operator \( \Delta + f'(u_0) \cdot I \) lies on the real semiaxis \( (-\infty,0] \). This proposition claims that \( \mu < 0 \). We shall prove this claim by using bifurcation techniques. Consider now the following equation

\[
-\Delta w = \theta f(u_0)w, \quad w|_{\partial \Omega} = 0
\]

where \( \theta \in [1 - \varepsilon, 1 + \varepsilon] \) is a positive number close to 1 such that \( \theta f'(0) > \lambda_1 \) and therefore the equation

\[
F(u,\theta) \equiv \Delta u + \theta f(u) = 0, \quad u|_{\partial \Omega} = 0
\]

has a unique positive solution \( u_{0\theta} \) for each such given \( \theta \) with \( f(u_{0\theta}) > 0 \) for the same reason as that in part (1) of this proof.

(3) We are going to show that at \( \theta = 1 \) our problem undergoes some sort of secondary bifurcation. Indeed, what we employ here is the proof of the Crandall-Rabinowitz bifurcation theorem (see [10 or 18]). Our first step is to verify the usual three conditions under which bifurcation occurs.

(i) First suppose there is a \( w_0 \neq 0 \) satisfying \( -\Delta w_0 = f'(u_0)w_0, \ w_0|_{\partial \Omega} = 0 \); then zero is the principal eigenvalue of the operator \( \mathcal{A} = \Delta + f'(u_0)I \). By Lemma 2.6, the spectrum of \( \mathcal{A} \) lies in \( (-\infty,0] \), so we may assume that \( w_0(x) > 0 \) for \( x \in \Omega \) and that zero is a simple eigenvalue: \( \dim(\ker \mathcal{A}) = 1 \). Here \( \mathcal{A} \) is the Fréchet derivative \( D_u(\Delta u + \theta f(u)) \) at \( u_0 \) and \( \theta = 1 \), where \( u_0 = u_{01} \).
(ii) Second, by the well-known selfadjoint property of $A + f'(u_0)I$ under zero Dirichlet boundary condition and the Fredholm alternative, codim($\mathcal{R}(A)$) = 1 where $\mathcal{R}(A)$ is the range of $A$ and $\phi \in \mathcal{R}(A)$ iff $\int_\Omega \phi w_0 = 0$.

(iii) We claim $[D_\theta D_u(\Delta u + \theta f(u))]|_{\theta = 1}(w_0) \in \mathcal{R}(A)$. To see this notice that

$$[D_\theta D_u(\Delta u + \theta f(u))]|_{\theta = 1}(w_0) = f'(u_0)w_0,$$

and

$$\int_\Omega f'(u_0)w_0w_0 = -\int_\Omega (\Delta w_0)w_0 = \int_\Omega |\nabla w_0|^2 \neq 0$$

because $w_0 \neq 0$ with $w_0|_{\partial \Omega} = 0$. This proves our claim.

Combining (i)–(iii), it follows that at $\theta = 1$ we can get some bifurcation about $\Delta u + \theta f(u) = 0$ (or equivalently, we can employ the implicit function theorem) and we get the solution

$$u = u(s) = u_0 + s(w_0 + \phi(s))$$

and $1 - \varepsilon \leq \theta(s) \leq 1 + \varepsilon$ satisfying $\Delta u + \theta f(u) = 0$ with $\phi(0) = 0$, $\theta(0) = 1$, where $s$ is in a neighborhood of zero; $\theta(s)$ passes across 1 when $s$ crosses zero and $\phi(s) \in (w_0) = \mathcal{R}(A)$. For small positive $s_1$, since $u_0, w_0 > 0$, $\phi(0) = 0$, it follows that $u_1 = u_0 + s_1(w_0 + \phi(s_1))$ is positive in $\Omega$. Notice that

$$-\Delta u_0 = f(u_0), \quad -\Delta w_0 = f'(u_0)w_0.$$

Thus we have

$$\Delta u_1 = \Delta u_0 + s_1\Delta w_0 + s_1 \Delta \phi$$

or

$$-\Delta u_1 = -\Delta u_0 - s_1\Delta w_0 - s_1 \Delta \phi = f(u_0) + s_1f'(u_0)w_0 - s_1 \Delta \phi.$$

On the other hand,

$$-\Delta u_1 = \theta(s_1)f(u_1) = \theta(s_1)[f(u_0) + f'(u_0)(s_1w_0 + s_1\phi(s_1)) + \delta]$$

by using the Fréchet derivative at $u_0$ where $\|\delta\|/s_1 \to 0$ as $s_1 \to 0$. We thus have the following equality:

$$f(u_0) + s_1f'(u_0)w_0 - s_1 \Delta \phi = \theta(s_1)[f(u_0) + f'(u_0)(s_1w_0 + s_1\phi(s_1)) + \delta].$$

A simple manipulation yields

$$(1 - \theta(s_1))f(u_0) + s_1(1 - \theta(s_1))f'(u_0)w_0 - s_1 \Delta \phi = s_1f'(u_0)\phi(s_1) + \theta(s_1)\delta.$$

Dividing by $s_1$ and multiplying by $w_0$, we get

$$s_1^{-1}(1 - \theta(s_1))f(u_0)w_0 + (1 - \theta(s_1))f'(u_0)w_0^2 = (f'(u_0)\phi + \Delta \phi)w_0 + s_1^{-1}\theta(s_1)w_0.$$

Next take the integral on both sides and notice that

$$\int_\Omega (f'(u_0)\phi + \Delta \phi)w_0 = \int_\Omega (f'(u_0)w_0 + \Delta w_0)\phi = 0.$$
Letting $s_1 \to 0$ we thus have $\theta'(0) \int_\Omega f(u_0)w_0 = 0$. The statement that $\theta(s)$ passes across 1 at $s = 0$ means $\theta'(0) \neq 0$, therefore $\int_\Omega f(u_0)w_0 = 0$. But $w_0 > 0$, $f(u_0) > 0$. This contradiction proves that $w_0 \equiv 0$, and hence completes the proof of our proposition. \( \square \)

Note. Smoller, Tromba and Wasserman in [19] obtained interesting results of the one dimensional space setting by employing a one dimensional covering space technique.

3. A priori bounds.

(A) $m \neq 0$. The first equation of the system

\[
\begin{align*}
- \Delta u &= uM(u,v), \\
- d\Delta v &= v[g(u) - m(v)], \\
(u,v)|_{\partial \Omega} &= (0,0),
\end{align*}
\]

can be written as

\[
- \Delta u = uM(u,0) - u[M(u,0) - M(u,v)].
\]

Notice that $M(u,0) - M(u,v) \geq 0$ and $g(u) - g(0) \geq 0$ for $u \geq 0$, $v \geq 0$. By Lemma 1.1, the problem

\[
- \Delta u = uM(u,0), \quad u|_{\partial \Omega} = 0
\]

has a unique positive solution $u_0$ provided $M(0,0) > \lambda_1$. Since

\[
u M(u,0) - u[M(u,0) - M(u,v)] \leq \nu M(u,0)
\]

for $u,v \geq 0$, if $(u,v)$ is a positive solution to the system (1), then $u$ is a lower solution to (3.1). By uniqueness it follows immediately that $u \leq u_0$. Since $M(u,0) < 0$ for $u > C_0$, the general maximum principle gives $\sup_{x \in \Omega} u_0(x) \leq C_0$. Therefore $0 \leq u \leq u_0 < C_0 + \epsilon = B_1$.

Now consider $-d\Delta v = v[g(u) - m(v)], v|_{\partial \Omega} = 0$. The general maximum principle together with the monotonicity of $g$ yields $\sup_{x \in \Omega} m(v(x)) \leq g(B_1)$. The upper bound to $v$ then follows from the monotonicity of $m$.

(B) $m = 0$.

In this case consider the corresponding parabolic system

\[
\begin{align*}
u_i &= \Delta u + uM(u,v), \\
&= d\Delta v + vg(u), \\
(u,v)|_{\partial \Omega \times \mathbb{R}^+} = (0,0)
\end{align*}
\]

with $0 \leq u(0,x) \leq \bar{u}$ ($\leq C_0$, of course), $0 \leq v(0,x) \leq \bar{v}$, where $\bar{u}$, $\bar{v}$ are the bounds of the initial data. We shall use the theory of invariant region and $f$-stability (see [18, Chapter 16]). We shall use the following well-known result (see [18, Chapter 14]).

**Theorem 3.1.** Let $D$ be a positive diagonal matrix with $\Sigma$ a rectangle and assume the system $\ddot{u}_i = D\Delta \dddot{u} + f(\dddot{u})$ is $f$-stable. Then $\Sigma$ is invariant iff $f$ does not point outward at each point of $\partial \Sigma$.

Using operator semigroup theory (see [13]), one can prove that as long as $f \in C^1$ is globally Lipschitzian, the above system is $f$-stable.

We return to the system (1.1). Denote by $B_1 = \max(\bar{u}, C_0) > 0$. Then by Theorem 3.1 it is easy to check that the rectangle $0 \leq u \leq B_1$, $0 \leq v < \infty$ is an invariant region of the system (1.1). By hypothesis $(M_5)$ for Theorem 1.B, $M_5(u,v) < -\theta$
for $0 \leq u \leq C_0$, $v \geq 0$. It follows that there is a positive constant $k > 0$ such that
$$k \min_{0 \leq u \leq C_0} |M_v(u,v)| \geq \max_{0 \leq u \leq C_0} g'(u)$$
with $k$ independent of $u,v$. Rewrite (1.1B) as
$$u_t = \Delta u + uM(u,0) - u[M(u,0) - M(u,v)],$$
$$v_t = d\Delta v + v[g(0) + g(u) - g(0)],$$
$$(u,v)|_{\partial \Omega \times \mathbb{R}^+} = (0,0).$$

Use the mean value theorem to get
$$u_t = \Delta u + uM(u,0) + uvM_v(u,x),$$
$$v_t = d\Delta v + vg(0) + uvg'(d^2v)$$
where $\theta_1, \theta_2 \in [0,1]$. Integrating both equations over $\Omega$ and noticing that
$$\partial u/\partial n|_{\partial \Omega \times \mathbb{R}^+} \leq 0, \partial v/\partial n|_{\partial \Omega \times \mathbb{R}^+} \leq 0 \ (u,v \text{ are positive solutions})$$
gives
$$\int_{\Omega} (ku_t + v) \leq k\int_{\Omega} uM(u,0) + \int_{\Omega} v\left(kM_r + g'\right).$$

Since $M_r < 0$ and $k|M_r| \geq g'$, we thus have
$$\frac{d}{dt}\int_{\Omega} (ku + v) = \int_{\Omega} ku_t + v \leq k\int_{\Omega} uM(u,0) + \int_{\Omega} v\left(kM_r + g'\right)$$
$$= g(0)\int_{\Omega} (ku + v) + k\int_{\Omega} \left[uM(u,0) - g(0)u\right]$$
$$\leq g(0)\int_{\Omega} (ku + v) + C'.$$

$C'$ does not depend on initial data $v(0,x)$. Since $u$ is bounded by $C_0$ and $g(0) < 0$, by the boundedness of $u(t,x)$ and Gronwall's inequality it follows that
$$\lim_{t \to \infty} \int_{\Omega} v(t,x)dx < c$$
for some constant $c$, which is independent of the bound of the initial data $v(0,x)$. Using part (ii) of Theorem A' in §2, we deduce that there is a constant $B_2$ independent of $\tilde{v}$ such that $\lim_{t \to \infty} \max v(t,x) \leq B_2$.

Let us return to the elliptic system
(1.1B) \quad 0 = \Delta u + uM(u,v), \quad 0 = d\Delta v + vg(u), \quad (u,v)|_{\partial \Omega} = (0,0).

Then $(u,v)$ is also a solution of the parabolic problem (1.1B), with the initial data as
$u(x), v(x)$ themselves. The independence of the bound $B_2$ to the initial data implies
$\lim_{t \to \infty} v(0,x) \leq B_2$. Notice that since $0 \leq u \leq B_1$, $B_2$ does not depend on $u$
either, in fact, if necessary, let $B_2' = \max(B_2, B_1)$ be the new $B_2$. This gives a priori bounds to the solution $(u,v)$ of (1.1B). \square

4. Proof of Theorems 1.1A and 1.1B. In this section we shall complete the proof of
Theorems 1.1A and 1.1B.

(1) First we prove the necessity parts of both theorems. Denote the nonnegative
solution to (1) by $(\tilde{u}, \tilde{v})$. Since $0 \leq \tilde{v} \neq 0$, apply Lemma 2.2 to the second equation
in (1), noticing that zero is an obvious solution we get $\tilde{v}(x) > 0$ in $\Omega$. Similarly,
$\tilde{u}(x) > 0$ in $\Omega$. Since $M_v(u,v) < 0$ for $u,v \geq 0$ and $\Delta \tilde{u} + \tilde{u}M(\tilde{u},\tilde{v}) = 0$, we have
$\Delta \tilde{u} + \tilde{u}M(\tilde{u},0) \geq 0$, so $\tilde{u}$ is a positive lower solution of the equation
$$\Delta u + uM(u,0) = 0, \quad u|_{\partial \Omega} = 0.$$
Notice that the constant $C_0 + \epsilon$ is an upper solution to the above equation and that $\bar{u} \leq B_1 = C_0 + \epsilon$. It follows that there exists a positive solution $u_0$ of the above equation with $0 < \bar{u} \leq u_0 \leq B_1$. Applying again Lemma 2.2, we have $\bar{u} < u_0$ in $\Omega$. Since $u_0 > 0$ by Lemma 1.1 we have $M(0,0) > \lambda_1$. Because $u_0 > \bar{u}$, $\bar{v} > 0$, it follows that

$$-d\Delta \bar{v} = \bar{v}(g(\bar{u}) - m(\bar{v})) \leq \bar{v}(g(u_0) - m(0)),$$

therefore $d\Delta \bar{v} + [g(u_0) - m(0)]\bar{v} > 0$. Then Lemma 2.1 implies that

$$\lambda_1 [d\Delta + (g(u_0) - m(0))] > 0.$$

(Letting $m = 0$, we also obtain the necessity for Theorem 1.B.)

In case $g(0) > \lambda_1 d + m(0)$, we have another trivial solution $(0, v_0)$, since $\bar{v} > 0$ and $-d\Delta \bar{v} = \bar{v}(g(\bar{u}) - m(\bar{v})) \geq \bar{v}(g(0) - m(\bar{v}))$. So $\bar{v}$ is an upper solution of the equation

$$-d\Delta v = v(g(0) - m(v)), \quad v|_{\partial \Omega} = 0.$$

Consider $\delta \phi_1$ where $\phi_1 > 0$ is the eigenfunction corresponding to $\lambda_1$ of

$$-\Delta \phi_1 = \lambda_1 \phi_1, \quad \phi_1|_{\partial \Omega} = 0$$

and $\delta$ is so small that $g(0) - m(\delta \phi_1) > \lambda_1 d > 0$ (by the continuity of $m$ at zero and the assumption that $g(0) > \lambda_1 d + m(0)$). So

$$-d\Delta (\delta \phi_1) = \lambda_1 d\delta \phi_1 < \delta \phi_1(g(0) - m(\delta \phi_1)).$$

whence $\delta \phi_1 > 0$ is a positive lower solution to the above equation. It is not hard to prove $\bar{v} \geq \delta \phi_1$, provided $\delta$ is small enough. (To see this, we rewrite the second equation of (1) as

$$-d\Delta \bar{v} + \bar{v}(m(\bar{v}) - m(0)) = \bar{v}(g(\bar{u}) - m(0)) > 0.$$}

The positivity of the right-hand side is due to the assumption $g(0) - m(0) > \lambda_1 d > 0$ and $g(\bar{u}) - m(0) \geq g(0) - m(0)$. Notice that $m(\bar{v}) - m(0) \geq 0$, and also that $\bar{v}$ attains its minimum zero only at $\partial \Omega$, so by the Hopf minimum principle, $\partial \bar{v}/\partial n|_{\partial \Omega} < 0$ (here we have used the regularity). Now $\partial \phi_1/\partial n|_{\partial \Omega} < 0$ (actually, $\partial \phi_1/\partial n|_{\partial \Omega} < 0$), since $\partial \Omega$ is a closed set, there is a small $\delta_1$ such that $(\partial \bar{v}/\partial n - \delta_1 \partial \phi_1/\partial n)|_{\partial \Omega} < 0$. Since $(\partial \bar{v} - \delta_1 \phi_1)|_{\partial \Omega} = 0$ hence $\bar{v} - \delta_1 \phi_1 \geq 0$ in a neighborhood $N$ of $\partial \Omega$. We can find a small positive $\delta_2$ such that $\bar{v} - \delta_2 \phi_1 > 0$ in $\Omega \setminus N$. Let $\delta = \min(\delta_1, \delta_2)$. Then we have $\bar{v} - \delta \phi_1 > 0$ in $\Omega$.)

By the well-known lower-upper solution technique and the fact that $v_0$ is the unique solution of

$$-d\Delta v = v(g(0) - m(v)), \quad v|_{\partial \Omega} = 0,$$

we deduce $\bar{v} \geq v_0$, so we have

$$0 = \Delta \bar{u} + \bar{u}M(\bar{u}, \bar{v}) \leq \Delta \bar{u} + \bar{u}M(u, v_0) \leq \Delta \bar{u} + \bar{u}M(0, v_0).$$

Since $\bar{u} > 0$, by Lemma 2.1, $\lambda_1(\Delta + M(0, v_0)) > 0$. This completes the proof.

**Remark.** We have seen that for any positive solution $(u, v)$ of (1), $u < u_0$, $v > v_0$ always hold. We have, indeed, by Lemma 2.2, $u < u_0$, $v > v_0$. ($v_0$ would be zero provided $g(0) < \lambda_1 d + m(0)$.)
(II) To prove the sufficiency of our condition we confine ourselves to Theorem 1.A. A remark will be given later indicating the modification to the arguments necessary for proving Theorem 1.B. The proof we are going through here is a generalization of that in [12].

From the result of §3 we have a priori bounds $0 < u < B_1$, $0 < v < B_2$. Consequently there is a positive number $P$ which is large enough that

$$\max \left\{ \max_{x \in \Omega} |M(u(x), v(x))|, \max_{x \in \Omega} d^{-1}|g(u(x)) - m(v(x))| \right\} \leq P.$$ 

Let

$$A(u, v) = (-\Delta + P)^{-1}\left[ uM(u, v) + Pu, d^{-1}v(g(u) - m(v)) + Pv \right].$$

By the strong maximum principle, $(-\Delta + P)^{-1}$ is a compact linear positive map, so $A$ is a direct sum of compact positive maps. It is clear that $(u, v)$ is a solution of (1) iff $(u, v)$ is a fixed point of $A$ (and this claim has nothing to do with the choice of $P$ as long as $P$ is large enough). Consider the equations

$$(1.A)_\theta \begin{cases} -\Delta u = \theta uM(u, v), \\ -d\Delta v = \theta v(g(u) - m(v)), \end{cases} \quad (u, v)|_{\partial \Omega} = (0, 0),$$

where $\theta$ is playing the role of a parameter running from zero to infinity. Let $D = \{(u, v) \in C_0(\Omega) \oplus C_0(\Omega) | u \leq B_1 + 1, v \leq B_2 + 1\}$ where $B_1$, $B_2$ are the a priori bounds of the solution $(u, v)$ of (1). Let $K$ be the positive cone of $C_0(\Omega)$:

$$K = \{ f \in C_0(\Omega) | f(x) \geq 0 \text{ for } x \in \Omega, f(x) = 0 \text{ for } x \in \partial \Omega \}.$$ 

From §3 the upper bounds of $u$ and $v$ are independent of the diffusion rates. (Recall that we are dealing with Theorem 1.A.) So we can assume that the positive solution $(u_\theta, v_\theta)$ of $(1.A)_\theta$ satisfies $v_\theta \leq B_2$, $u_\theta \leq B_1$ for all $\theta \in (0, \infty)$. Let

$$A_\theta(u, v) = (-\Delta + P)^{-1}\left[ \theta uM(u, v) + Pu, d^{-1}v\left[ g(u) - m(v) \right] + Pv \right].$$

By the definition of $D$, $A_\theta$ has no fixed point on $\partial D$ for all $\theta \in (0, \infty)$. Hence the homotopy invariance of degree theory tells us that the fixed point index $i(A_\theta, \text{int } D, K \oplus K)$ is independent of $\theta$. Because the case (A.3) in Theorem 1.A is the hardest one, we shall discuss mainly this case.

Let $\theta \in (0, \lambda_1/M(0, 0)) \cap (0, \lambda_1d/(g(0) - m(0)))$, where $\lambda_1$ is the first eigenvalue of $-\Delta$ over $\Omega$ under zero Dirichlet boundary conditions. Then for such a choice of $\theta$ the system $(1.A)_\theta$ has as its only nonnegative solution $u \equiv 0$, $v \equiv 0$. To see this, first notice that under this choice of $\theta$, $u_{\theta_0} \equiv 0$ is the only nonnegative solution to the equation

$$-\Delta u = \theta uM(u, 0), \quad u|_{\partial \Omega} = 0.$$ 

Since $0 \leq u_\theta \leq u_{\theta_0}$ always holds, therefore $u_{\theta} \equiv 0$. Consequently, since $\theta \in (0, \lambda_1d/(g(0) - m(0)))$, by Lemma 1.1, the equation $-d\Delta v_\theta = \theta v_\theta(g(0) - m(v_\theta))$ with $v_\theta|_{\partial \Omega} = 0$ implies $v_{\theta} \equiv 0$. Thus $(0, 0)$ is the only fixed point of $A_\theta$ in $K \oplus K$, i.e. for the above choice of $\theta$

$$i(A_\theta, \text{int } D, K \oplus K) = \deg(I - A_\theta, N(0, 0), (0, 0)).$$
where \( N(0,0) \) is a small neighborhood of \((0,0)\) in \( D \). As is well known for a compact positive operator \( A \) with fixed point \( Ay = y \),

\[
\text{deg}(I - A, U(y), 0) = \text{index}(L, 0, C)
\]

where \( U(y) \) is a small neighborhood of \( y \), \( C \) is the positive cone, \( L \) is the Fréchet derivative of \( A \) at \( y \) which is of course linear, and \( \text{index}(L, 0, C) = (-1)^\sigma \) where \( \sigma \) is the sum of the multiplicities of the eigenvalues of \( L \) larger than one. So \( \text{index} = 1 \) provided \( r(L) < 1 \).

Now

\[
L = A'(0,0) = (-\Delta + P)^{-1}\begin{bmatrix} \theta M(0,0) + P & 0 \\ 0 & d^{-1}\theta(g(0) - m(0)) + P \end{bmatrix}.
\]

Because \( \theta \in (0, \lambda_1/M(0,0)) \cap (0, \lambda_1 d/(g(0) - m(0))) \), therefore \( r(L) < 1 \), and we have

\[
i(A_\theta, \text{int } D, K \oplus K) = \text{deg}(I - A_\theta, N(0,0), (0,0)) = \text{index}(L, 0, K \oplus K) = 1
\]

for all \( \theta \) as above. But this holds for all \( \theta > 0 \) by the homotopy invariance property, including \( \theta = 1 \). Since we are particularly dealing with the case (A.3), so we have three trivial nonnegative solutions of (1): \((0,0), (u_0,0) \) and \((0,v_0) \). If we can show

\[
0 = \text{index}(A, (0,0), K \oplus K) = \text{index}(A, (U_0,0), K \oplus K)
\]

then there must be at least a positive solution \((u,v)\) in \( D \).

Note. In case (A.2) of Theorem 1.A, we have only two trivial nonnegative solutions of (1): \((0,0), (u_0,0) \) and need only to prove

\[
0 = \text{index}(A, (0,0), K \oplus K) = \text{index}(A, (u_0,0), K \oplus K).
\]

(A) We investigate the case of \( y = (0,0) \).

In this case \( W_y = \{(f, \phi) \in C_0(\Omega) \oplus C_0(\Omega) | (0,0) + \gamma(f, \phi) \in K \oplus K \text{ for some } \gamma > 0 \} \). So \( W_y = K \oplus K \). Let \( L = A'(0,0) \). Then \( I - L \) is not invertible in \( E = C_0(\Omega) \oplus C_0(\Omega) \). (This can be verified when \( M(0,0) \) is one of the values \( \{\lambda_2, \lambda_3, \ldots, \lambda_n, \ldots\} \).) We thus appeal to Theorem D’ in §2. We need to check that \( I - L \) is invertible in \( W_y = K \oplus K \) and it is not a surjective map on \( W_y \). Suppose that

\[
\begin{pmatrix} r \\ k \end{pmatrix} = A'(0,0)\begin{pmatrix} r \\ k \end{pmatrix}, \text{ where } \begin{pmatrix} r \\ k \end{pmatrix} \in W_y.
\]

This can be written in another form, namely

\[
(-\Delta + P)^{-1}(P + M(0,0))r = r, \\
(-\Delta + P)^{-1}(P + d^{-1}(g(0) - m(0)))k = k.
\]

From the second equation,

\[
-\Delta k = d^{-1}(g(0) - m(0))k, \quad k|_{\partial\Omega} = 0.
\]
But
\[ d^{-1}(g(0) - m(0)) > \lambda_1, \]
whence \( d^{-1}(g(0) - m(0)) \) must be one of \( \{ \lambda_2, \lambda_3, \ldots, \lambda_n, \ldots \} \), and consequently \( k \not\in K \). Therefore \( k = 0 \). (In case (A.2), \( d^{-1}(g(0) - m(0)) < \lambda_1 \), so \( k \equiv 0 \) follows.)

The first equation implies \( -\Delta r = M(0, 0)r \). Because \( M(0, 0) > \lambda_1 \), it follows that \( M(0, 0) \in \{ \lambda_2, \lambda_3, \ldots, \lambda_n, \ldots \} \) implies \( r \not\in K \). So \( I - L \) is invertible in \( W_y = \overline{W}_{(0,0)} = K \oplus K \).

Next, we need to verify that \( I - A'(0,0) = I - L \) is not a surjective map on \( W_y \), when \( M(0, 0) \in \{ \lambda_2, \lambda_3, \ldots, \lambda_n, \ldots \} \). (Notice that if \( \lambda_1 < M(0, 0) \neq \lambda_i, i \geq 2 \), then \( I - A'(0,0) \) is invertible on \( E = C_0(\Omega) \oplus C_0(\Omega) \). We can thus apply Theorem D in §2. We need only to check property \( \alpha \) of \( A'(0,0) \) since \( \overline{W}_{(0,0)} = K \oplus K \). \( S_{(0,0)} = 0 \oplus 0 \), so \( A'(0,0) \) has property \( \alpha \) iff \( A'(0,0) \) has an eigenvalue \( \lambda > 1 \). Let \( \phi_1 \) be the eigenfunction \( -\Delta \phi_1 = \lambda_1 \phi_1 \); then \( A'(0,0)(\phi_1, 0)^T = \lambda(\phi_1, 0)^T \) where \( \lambda = \frac{[P + M(0,0)]/(P + \lambda_1)}{1} > 1 \). Let \( M(0,0) = \lambda_i \) for some \( i \geq 2 \) and let \( \phi_i \) be the eigenfunction corresponding to \( \lambda_i : -\Delta \phi_i = \lambda_i \phi_i \). \( \phi_i \) changes sign in \( \Omega \). The nodes of \( \phi_i \) divide \( \Omega \) into no more than \( l \) subdomains. So we can find a function \( \phi \in C_0(\Omega) \) with \( \psi(x) > 0 \) in \( \Omega \), such that \( \int_\Omega \psi \phi_i \neq 0 \), say, \( \int_\Omega \psi \phi_i > 0 \) (the case in which \( \int_\Omega \psi \phi_i < 0 \) can be treated similarly). Since \( \phi_i(x) = 0 \) for \( x \in \partial \Omega \), there is a small positive \( \delta > 0 \) along with the \( \delta \)-neighborhood \( U_\delta \) of \( \partial \Omega \):

\[ U_\delta = \left\{ x \in \overline{\Omega} \mid \rho(x, \partial \Omega) < \delta \right\} \]

such that \( \max_{x \in \Omega} \psi(x) \int_{U_\delta} \phi_i < \frac{1}{2} \int_\Omega \psi \phi_i \). Denote by \( \eta > 0 \) the number \( \min_{x \in \Omega \setminus U_\delta} \psi(x) \). (Recall that \( \psi(x) = 0 \) only if \( x \in \partial \Omega \).) See Figure 2.
There is a function \( \psi_1 \) in \( C_0^\infty(\Omega) \) which approximates \( \psi(x) \) according to the estimate

\[
\max_{x \in \Omega} |\psi_1(x) - \psi(x)| < \min \left\{ \frac{1}{4}, \frac{1}{4}, \frac{E}{4} \left( \max_{x \in \Omega} |\phi_1(x)| \cdot \text{meas} \Omega \right)^{-1} \right\}
\]

where \( E = \int_\Omega \phi_1 \). Then \( \psi_1(x) > 0 \) for \( x \in \overline{\Omega} \setminus U_\delta \) and \( \int_\Omega \phi_1 \phi_1 > 0 \). This is because

\[
\psi_1(x) > \psi(x) - \eta/4 > 3\eta/4 > 0 \quad \text{for} \quad x \in \overline{\Omega} \setminus U_\delta \quad \text{and}
\]

\[
\int_\Omega \psi_1 \phi_1 - \int_\Omega \phi_1 \phi_1 \leq \int_\Omega |\psi_1 - \psi| |\phi_1| \leq \frac{E}{4}.
\]

Therefore

\[
\int_\Omega \psi_1 \phi_1 \geq \int_\Omega \phi_1 \phi_1 - \frac{E}{4} = \frac{3}{4}E > 0.
\]

Let \( U_{\delta/2} = \{ x \in \overline{\Omega} | \rho(x, \partial \Omega) < \delta/2 \} \). By a well-known extension theorem in analysis, there is a function \( \psi_2 \in C^\infty(\Omega) \) satisfying

\[
\psi_2(x) = \psi_1(x) > 0 \quad \text{for} \quad x \in \overline{\Omega} \setminus U_\delta,
\]

\[
\psi_2(x) = 0 \quad \text{for} \quad x \in \overline{U_\delta \setminus 2},
\]

\[
\psi_2(x) \geq 0 \quad \text{for} \quad x \in \overline{\Omega} \text{ with } \max_{x \in \Omega} \psi_2(x) \leq \max_{x \in \Omega} \psi_1(x).
\]

Then

\[
\int_\Omega \psi_2 \phi_1 = \int_{\Omega \setminus U_\delta} \psi_2 \phi_1 + \int_{U_\delta} \psi_2 \phi_1 = \int_{\Omega \setminus U_\delta} \psi_1 \phi_1 + \int_{U_\delta} \psi_2 \phi_1
\]

\[
= \int_\Omega \psi_1 \phi_1 - \int_{U_\delta} \psi_1 \phi_1 + \int_{U_\delta} \psi_2 \phi_1
\]

\[
\geq \int_\Omega \psi_1 \phi_1 - \max(\psi(x) - \psi_1(x)) \cdot \int_\Omega |\phi_1|
\]

\[
- 2 \int_\Omega |\phi_1| \left[ \max_{x \in \Omega} \psi(x) + \max_{x \in \Omega} |\psi(x) - \psi_1(x)| \right]
\]

\[
\geq E - \frac{E}{4} - 2 \left( 1 + \frac{1}{4} \right) \max_{x \in \Omega} \psi(x) \cdot \int_{U_\delta} |\phi_1|
\]

\[
\geq E - \frac{E}{4} - \frac{10}{4} \times \frac{E}{5} = \frac{E}{4} > 0.
\]

So we get a function \( 0 \leq \psi_2 \in C_0^\infty(\Omega) \) such that \( \int_\Omega \psi_2 \phi_1 \neq 0 \). Now we denote \( \phi = (-\Delta + PI)\psi_2 \), we claim that there is no function \( f \) such that \( (-\Delta - \lambda_1)f = \phi \) with \( f |_{\partial \Omega} = 0 \). If such an \( f \) existed, then

\[
\int_\Omega \left[ (-\Delta - \lambda_1)f \right] \phi_1 = \int_\Omega f \left[ (-\Delta - \lambda_1)\phi_1 \right] = \int_\Omega f \cdot 0 = 0
\]

but the left-hand side equals

\[
\int_\Omega \phi \phi_1 = \int_\Omega \left[ (-\Delta + P)\psi_2 \right] \phi_1 = \int_\Omega \psi_2 \left[ (-\Delta + P)\psi_2 \right] \phi_1
\]

\[
= \int_\Omega \psi_2 (\lambda_1 + P) \phi_1 = (\lambda_1 + P) \int_\Omega \psi_2 \phi_1 \neq 0.
\]
(We have made use of the zero boundary condition in the above computation.) This contradiction shows the nonexistence of the function $f$.

Now we take

$$\begin{pmatrix} \psi_2 \\ \psi \end{pmatrix} \in \mathcal{K} \oplus \mathcal{K} = \mathcal{W}_{(0,0)}^r,$$

where $\tilde{\psi}$ is an arbitrary element in $\mathcal{K}$. We claim that there is no function pair $(\zeta)$ satisfying

$$\begin{pmatrix} f \\ k \end{pmatrix} = A'(0,0) \begin{pmatrix} f \\ k \end{pmatrix} = \begin{pmatrix} \psi_2 \\ \tilde{\psi} \end{pmatrix}.$$ 

Suppose there is such an $(\zeta)$ and recall that

$$A'(0,0) = (-\Delta + P)^{-1} \begin{bmatrix} M(0,0) + P & 0 \\ 0 & P + d^{-1}(g(0) - m(0)) \end{bmatrix}.$$

We have from the first component that

$$f - (-\Delta + P)^{-1}(M(0,0) + P)f = \psi_2.$$ 

Since $\psi_2 \in C_0^\infty(\Omega)$, by the regularity of $(-\Delta + P)^{-1}$, $f \in H_0^2(\Omega)$, and we have

$$-\Delta f - M(0,0)f = (-\Delta + P)\psi_2,$$

i.e. $(-\Delta - \lambda_r)f = \phi$. (Notice that we have set $M(0,0) = \lambda_r$.) This contradicts what we claimed in the preceding paragraph.

So $I - A'(0,0)$ is not a surjective map on $\mathcal{W}_{(0,0)} = \mathcal{K} \oplus \mathcal{K}$. By Theorem D' in §2, index$(A, (0,0), \mathcal{K} \oplus \mathcal{K}) = 0$.

(B) We investigate the case of $y = (u_0,0)$.

In this case $\mathcal{W}_y = C_0(\Omega) \oplus \mathcal{K}$ and

$$L = A'(u_0,0) = (-\Delta + P)^{-1} \begin{bmatrix} f_u(u_0,0) + P & f_r(u_0,0) \\ 0 & d^{-1}(g(u_0) - m(0)) + P \end{bmatrix}$$

where $f(u,v) = uM(u,v)$. We claim first that $I - L$ is invertible in $\mathcal{W}_r = \mathcal{W}_{(u_0,0)}$. Otherwise there is an $(\zeta) \in \mathcal{W}_r$ such that $(\zeta) = L(\zeta)$. This means

$$-\Delta r = f_u(u_0,0)r + f_r(u_0,0)k, \quad -\Delta k = d^{-1}(g(u_0) - m(0))k,$$

$$0 \leq k \in \mathcal{K}, r \neq 0, (r, k)|_{\partial \xi} = (0,0).$$

The second equation implies $[d\Delta + (g(u_0) - m(0))]k = 0$. Suppose $k \neq 0$, then by Lemma 2.1, $\lambda_1(d\Delta + (g(u_0) - m(0))I) = 0$. This contradicts the assumption that $\lambda_1(d\Delta + (g(u_0) - m(0))I) > 0$. Therefore $k \equiv 0$. We thus find that the first of the above equations becomes

$$-\Delta r = f_u(u_0,0)r, \quad r|_{\partial \xi} = 0, \quad r \neq 0. \quad \tag{4.1}$$

This is the linearization of the equation

$$-\Delta u = f(u,0) = uM(u,0), \quad u|_{\partial \xi} = 0 \quad \tag{4.2}$$

at the point $u_0$. Since (4.2) has a unique positive solution $u_0$, by Proposition 2.7, equation (4.1) has as its only solution $r \equiv 0$, so we get $k \equiv 0 \equiv r$, provided $(\zeta) = L(\zeta)$ for $(\zeta) \in \mathcal{W}_{(u_0,0)}$. $I - L$ is therefore invertible in $\mathcal{W}_{(u_0,0)}$. 

In order to complete the proof of index\( (A, (u_0, 0), K \oplus K) = 0 \), by Theorem D’ in §2, we claim \( I - L = I - A'(u_0, 0) \) is either invertible in the whole space \( C_0(\Omega) \oplus C_0(\Omega) \) or is not a surjective map on \( W_{(u_0, 0)} \). If \( I - A'(u_0, 0) \) is invertible on \( C_0(\Omega) \oplus C_0(\Omega), \) where
\[
A'(u_0, 0) = (-\Delta + P)^{-1} \begin{pmatrix} f_u(u_0, 0) + P & f_r(u_0, 0) \\ 0 & d^{-1}(g(u_0) - m(0)) + P \end{pmatrix},
\]
we need to check that \( A'(u_0, 0) \) has property \( a \) on \( W_y = C_0(\Omega) \oplus K, \) where \( y = (u_0, 0), \) \( S_y = C_0(\Omega) \oplus 0. \) This means finding a \( w \in W_y \setminus S_y \) and a \( t \in (0, 1) \) such that \( w - tA'w \in S_y. \) Since \( \lambda_1[d\Delta + (g(u_0) - m(0))I] \) by hypothesis is positive, there is a function \( \phi > 0 \) such that
\[
d\Delta \phi + (g(u_0) - m(0)) \phi = \lambda_1(d\Delta + (g(u_0) - m(0))I) \phi > 0 \quad \text{in } \Omega.
\]
Therefore,
\[
(d^{-1}(g(u_0) - m(0)) + P) \phi > (-\Delta + P) \phi,
\]
i.e.
\[
(-\Delta + P)^{-1}(d^{-1}(g(u_0) - m(0)) + P) \phi > \phi.
\]
Denote the operator \((-\Delta + P)^{-1}(d^{-1}(g(u_0) - m(0)) + P)I\) by \( T; \) then \( T \) is a compact positive operator and \( T\phi > \phi. \) By Lemma 2.3, \( r(T) > 1. \) The Krein- Rutman theorem tells us that there is a function \( \psi > 0 \) in \( \Omega \) such that \( T\psi = r(T)\psi. \) Now \( W_y = C_0(\Omega) \oplus K, \) \( S_y = C_0(\Omega) \oplus 0, \) \( W_y \setminus S_y = C_0(\Omega) \oplus K \setminus \{0\}. \) Let \( w = (\psi, \psi) \in W_y \setminus S_y \) and \( t = [r(T)]^{-1}. \) Then \( T\psi = r(T)\psi \) means exactly \( w - tA'w \in S_y, \) i.e. \( A'(u_0, 0) \) has property \( a. \) So in this case, Theorem D applies; we have thus index\( (A, (u_0, 0), C_0(\Omega) \oplus K) \equiv \) index\( w(A, (u_0, 0)) = 0, \) since \( C_0(\Omega) \oplus K \ni K \oplus K. \) By the properties of the local fixed point index and the fact that \( (K \oplus K)^0 \neq \emptyset, \) we have index\( (A, (u_0, 0), K \oplus K) = 0. \)

If \( I - A'(u_0, 0) \) is not invertible in \( C_0(\Omega) \oplus C_0(\Omega) = E, \) then there is an \((\xi, \eta) \in C_0(\Omega) \oplus C_0(\Omega) \) such that
\[
\begin{pmatrix} r \\ k \end{pmatrix} = A'(u_0, 0)\begin{pmatrix} r \\ k \end{pmatrix},
\]
and we get
\[
\begin{cases} 
-\Delta r = f_u(u_0, 0)r + f_r(u_0, 0)k, \\
-\Delta k = d^{-1}(g(u_0) - m(0))k, \\
r|_{a\Omega} = k|_{a\Omega} = 0.
\end{cases}
\]

Case 1. \( k = 0. \) We get \(-\Delta r = f_u(u_0, 0)r, \) \( r|_{a\Omega} = 0. \)

By Proposition 2.7 this equation implies \( r \equiv 0. \) So \( r \equiv 0 \equiv k, \) and we can rule out this case.

Case 2. \( k \neq 0, k \in C_0(\Omega). \)

From (4.3) we get \( k(x) = (-\Delta + P)^{-1}(d^{-1}(g(u_0) - m(0)) + P)k \) so there is a \( \psi \in K = [\phi \geq 0| \phi \in C_0(\Omega)] \) such that \( f_u\psi k \neq 0. \) Denote \( \phi = (-\Delta + P)^{-1}\psi, \) then \( \phi \in K \) by the positivity of the operator \((-\Delta + P)^{-1}. \) Consider the element
\[
\begin{pmatrix} \phi_1 \\ \phi \end{pmatrix} \in W_{(u_0, 0)} = C_0(\Omega) \oplus K.
where $\phi_1$ is an arbitrary element in $C_0(\Omega)$. We claim that $(\phi')$ is not in the range $[I - A'(u_0,0)]\overline{W}_r$. If it is, then there exists a

$$\begin{pmatrix} r_1 \\ k_1 \end{pmatrix} \in C_0(\Omega) \oplus K$$

such that

$$(\begin{pmatrix} r_1 \\ k_1 \end{pmatrix}) - (-\Delta + P I)^{-1}\begin{bmatrix} f(u_0,0) + P \\ 0 \end{bmatrix} \begin{pmatrix} r_1 \\ k_1 \end{pmatrix} = \begin{pmatrix} \phi_1 \\ \phi \end{pmatrix}.$$ 

It follows that $-\Delta k_1 - d^{-1}(g(u_0) - m(0))k_1 = \psi$. By the definition of $\psi$,

$$0 \neq \int_\Omega \psi k = \int_\Omega (-\Delta k_1 - d^{-1}(g(u_0) - m(0))k_1)k$$

$$= \int_\Omega k_1 \left[ -\Delta - d^{-1}(g(u_0) - m(0)) \right]k = 0,$$

by (4.3). This contradiction establishes our claim. So $I - A'(u_0,0)$ is not a surjective map on $\overline{W}_r$. Therefore Theorem D' applies, and we come to the conclusion that index$(A,_{(u_0,0)}) = 0$ and therefore index$(A,_{(u_0,0)}, K + K) = 0$.

(C) We investigate the case of $y = (0, v_0)$. 

(Note: in case of (A.2), our proof is completed, since $v_0 = 0$.) The discussion for this case is quite similar to that of (B); we just simply give the outline of the proof.

In this case

$$L = A'(0,v_0)$$

$$= (-\Delta + P)^{-1}\begin{bmatrix} M(0,v_0) + P \\ d^{-1}v_0g'(0) \\ d^{-1}(g(0) - m(v_0) - v_0m'(v_0)) \end{bmatrix} I + P.$$

(i) We show $I - L$ is invertible on $\overline{W}_{(0,v_0)} = K \oplus C_0(\Omega_0)$. $L(\xi) = (\xi)$ implies

$$-\Delta r = M(0,v_0)r,$$

$$-\Delta k = d^{-1}v_0g'(0)r + d^{-1}(g(0) - m(v_0) - v_0m'(v_0))k,$$

$$r |_{\partial\Omega} = k |_{\partial\Omega} = 0.$$ 

Suppose $0 \neq r \in K$. From the first equation and Lemma 2.1 it follows that $\lambda_1(\Delta + M(0,v_0)) = 0$, which contradicts our assumption that $\lambda_1(\Delta + M(0,v_0)) > 0$. So $r \equiv 0$. Consequently by Proposition 2.7 we have $k \equiv 0$.

(ii) We show $I - L$ is either invertible in the whole space $C_0(\Omega) \oplus C_0(\Omega) = E$ or not a surjective map on $\overline{W}_{(0,v_0)}$.

If $I - A'(0,v_0)$ is not invertible on $E$, there exists $\xi$ with

$$\begin{pmatrix} r_- \\ k_- \end{pmatrix} = A'(0,v_0)\begin{pmatrix} r_+ \\ k_+ \end{pmatrix} \text{ where } 0 \neq \begin{pmatrix} r_+ \\ k_+ \end{pmatrix} \in C_0(\Omega) \oplus C_0(\Omega).$$
This means
\[-\Delta r = M(0, v_0)r,\]
\[-d\Delta k = v_0g'(0)r + \left( g(0) - m(v_0) - v_0m'(v_0) \right)k,\]
\[r_{|\partial\Omega} = k_{|\partial\Omega} = 0.\]

If \( r \equiv 0 \), then we have \( k \equiv 0 \) follows from Proposition 2.7.

If \( r \not\equiv 0 \), remember we have shown in (i) that \( I - L \) is invertible on \( \overline{W}_y = \overline{W}_{(0,v_0)} \). So by Theorem D' we need only verify that \( I - L \) is not a surjective map. Since \( r \not\equiv 0 \), there is a \( \psi \in K \), such that \( \int_\Omega \psi r \neq 0 \). Denote \( \phi = (-\Delta + P)^{-1}\psi \in K \). Consider \( (\phi_1) \in \overline{W}_{(0,v_0)} = K \oplus C_0(\Omega) \) where \( \phi_1 \) is an arbitrary element in \( C_0(\Omega) \). We claim that \((\phi_1)\) is not in the range \((I - L)\overline{W}_{(0,v_0)}\). If it were, then there exists
\[
\begin{pmatrix} r_1 \\ k_1 \end{pmatrix} \in \overline{W}_{(0,v_0)} = K \oplus C_0(\Omega)
\]
such that
\[
\begin{pmatrix} r_1 \\ k_1 \end{pmatrix} - (-\Delta + P)^{-1}\begin{pmatrix} M(0, v_0) + P & 0 \\ d^{-v_0g'(0)} & d^{-1}(g(0) - m(v_0) - v_0m'(v_0)) + P \end{pmatrix} \begin{pmatrix} r_1 \\ k_1 \end{pmatrix} = \begin{pmatrix} \phi \\ \phi_1 \end{pmatrix}.
\]
This implies \((-\Delta + P)r_1 - (M(0, v_0) + P)r_1 = (-\Delta + P)\psi\); we thus have
\[-\Delta r_1 - M(0, v_0)r_1 = \psi
\]
and
\[0 \neq \int_\Omega \psi r = \int_\Omega (-\Delta r_1 - M(0, v_0)r_1)r = \int_\Omega r_1(-\Delta r - M(0, v_0)r) = 0\]
because \(-\Delta r = M(0, v_0)r\). This contradiction shows \( I - A'(0, v_0) \) is not a surjection. Consequently Theorem D' applies and index\((A, (0, v_0), K \oplus K) = 0\).

(iii) Finally, we must show that if \( I - A'(0, v_0) \) is invertible on \( E \), then \( L \) has property \( \alpha \). Since \( S_{(0,v_0)} = 0 \oplus C_0(\overline{\Omega}) \), we have to find a \( w \in \overline{W}_y \setminus S_y \) with \( w - tA'w \in S_y \), where \( t \in (0,1) \). Since \( \mu_1 = \lambda_1(\Delta + M(0, v_0)I) > 0 \), there is a positive eigenfunction \( \phi \) such that \((\Delta + M(0, v_0))\phi = \mu_1\phi > 0 \). This implies \((-\Delta + P)\phi < (M(0, v_0) + P)\phi\). Then by Lemma 2.3, \( r(T) = r((-\Delta + P)^{-1}(M(0, v_0) + P)) > 1 \) where \( T \) denotes the operator \((-\Delta + P)^{-1}(M(0, v_0) + P) \) which is compact and positive. According to the Krein-Rutman theorem, there exists a \( \psi \in K \) such that
\[(-\Delta + P)^{-1}(M(0, v_0) + P)\psi = r(T)\psi.
\]
Now let \( w = (\psi) \in \overline{W}_y \setminus S_y = K \oplus C_0(\overline{\Omega}) \), where \( y = (0, v_0) \). Then it is easy to check \( w - (1/r(T))A'w \in S_{(0,v_0)} = 0 \oplus C_0(\overline{\Omega}) \). Notice that \( t = 1/r(T) < 1 \). This concludes the proof of property \( \alpha \). Therefore Theorem D applies, and
\[
\text{index}(A, (0, v_0), K \oplus K) = 0.
\]
Combining these facts we have proved that

\[ 0 = \text{index}(A, (0, 0), K \oplus K) = \text{index}(A, (u_0, 0), K \oplus K) \]

\[ = \text{index}(A, (0, \nu_0), K \oplus K) \]

and \( \text{deg}(A, \text{int} D, K \oplus K) = 1 \). We hence have proved the existence of a positive solution of (1).

**Remark.** We have gone through the proof for Theorem 1.A. We have to point out here the places where extra arguments are needed when going through the proof of Theorem 1.B.

(i) Instead of the parametrized system (1.1) we use the system

\[
(1.2) \quad \begin{cases}
-\Delta u = \theta uM(u, v), \\
-d\Delta v = v g(u), \quad (u, v)|_{\partial \Omega} = (0, 0).
\end{cases}
\]

From Theorem A' in §2, the upper bound of \( v \) is independent of the diffusion rate \( d_0 = \theta^{-1} \), so we can assume that the positive solution \((u_\theta, v_\theta)\) of (1.2) satisfies \( v_\theta \leq B_2 \) for all \( \theta \in (0, \infty) \). Of course \( 0 \leq u_\theta \leq B_1 = C_0 + \epsilon \) still holds (see §3).

(ii) The other arguments of the proof of Theorem (1.B) are even simpler than those in the proof of Theorem 1.A, because in this case \( m = 0 \).

**Corollary.** Assume \( m(0) - g(0) \geq 0 \). Then the system (1) has a positive solution iff

\[
\frac{r}{\lambda_1} \left[ \left( -\Delta + \frac{m(0) - g(0)}{d} \right)^{-1} \left( \frac{g(u_0) - g(0)}{d} \right) I \right] > 1,
\]

where \( r(L) \) represents the spectral radius of \( L \).

**Proof.** Notice first that \( d^{-1}(m(0) - g(0)) \geq 0 \). So \( -\Delta + d^{-1}(m(0) - g(0))I \) is invertible and the operator in brackets is compact and positive. We first show the necessity. (1) has a positive solution implies \( \lambda_1(d\Delta + (g(u_0) - m(0))I) > 0 \) by Theorem 1.A, so there is a positive eigenfunction \( \psi > 0 \):

\[
d\Delta\psi + (g(u_0) - m(0))\psi = r_1\psi > 0,
\]

where \( r_1 = \lambda_1(d\Delta + (g(u_0) - m(0))I) \) and \( \psi|_{\partial \Omega} = 0 \). Therefore, we have

\[
d^{-1}(g(u_0) - g(0))\psi > (-\Delta + (m(0) - g(0))d^{-1})\psi.
\]

So

\[
\left( -\Delta + \frac{m(0) - g(0)}{d} \right)^{-1} \left( \frac{g(u_0) - g(0)}{d} \right) \psi > \psi,
\]

and the result we want to prove follows from Lemma 2.3.

We next show the sufficiency. Since the operator in the brackets is compact and positive, by the Krein-Rutman theorem, there is a positive function \( \psi \) on \( \Omega \) such that

\[
\left( -\Delta + \frac{m(0) - g(0)}{d} \right)^{-1} \left( \frac{g(u_0) - g(0)}{d} \right) \psi = r\psi
\]
where \( r > 1 \) is the spectral radius. A simple computation shows

\[
-dA = \left( \frac{g(u_0) - g(0)}{r} \right) - (m(0) - g(0)) \psi.
\]

Since \( \psi > 0 \), \( g(u_0) - g(0) \geq 0 \) and \( r > 1 \), it is obvious that

\[-dA \leq [g(u_0) - g(0) - (m(0) - g(0))] \psi = (g(u_0) - m(0)) \psi.
\]

Integrating by parts over \( \Omega \) yields

\[
-d\int_{\Omega} |\nabla \psi|^2 < \int_{\Omega} (g(u_0) - m(0)) \psi^2.
\]

Thus

\[
-d\int_{\Omega} |\nabla \psi|^2 + \int_{\Omega} (g(u_0) - m(0)) \psi^2 > 0.
\]

Since

\[
\nu_1 = \sup_{\phi \in H_0^1(\Omega)} -d\int_{\Omega} |\nabla \phi|^2 + \int_{\Omega} (g(u_0) - m(0)) \phi^2,
\]

hence \( \nu_1 > 0 \), i.e. \( \lambda_1(d\Delta + (g(u_0) - m(0))I) = \nu_1 > 0 \). Now the desired conclusion follows immediately from Theorem 1.A. The argument to prove the assertion for (1.2) is quite analogous to that given above. \( \square \)

Note. This corollary generalizes the main result of §1 in [12].

Before going to our next theorem, a lemma is in order which generalizes the one given by Conway, Gardner and Smoller [8] in the one dimensional setting in a special form (see Theorem 2.7 in their joint paper).

Lemma 4.1. Let \( A = \sum_{i,j} a_{ij}(x)D_iD_j \) where \( a_{ij} = a_{ji} \). Let \( B = \sum_{i,j} b_{ij}(x)D_iD_j \), \( b_{ij} = b_{ji} \). Assume \( A \) and \( B \) are uniformly elliptic operators with zero Dirichlet boundary conditions on \( \Omega \subset \mathbb{R}^n \). Let

\[
\begin{pmatrix} w \\ z \end{pmatrix} \mapsto \begin{pmatrix} Aw + a(x)w + b(x)z \\ Bz + c(x)z \end{pmatrix}
\]

map \( C_0^{2+\alpha}(\Omega) \) to \( C_0^\alpha(\Omega) \). Then the spectrum of \( L \) consists of only the pure point spectrum

\[
\sigma_p = \{ \xi_1, \xi_2, \ldots, \xi_n, \ldots \} \cup \{ \theta_1, \theta_2, \ldots, \theta_n, \ldots \},
\]

where we denote by \( \xi_1 > \xi_2 > \cdots > \xi_n > \cdots \) the pure point spectrum of the operator \( B + c(x)I \), while \( \theta_1 > \theta_2 > \cdots > \theta_n > \cdots \) is the pure point spectrum of the operator \( A + a(x)I \).

The proof of Lemma 4.1 is a quite straightforward analogue of the original given in Conway, Gardner and Smoller [8].

We assume hereafter \( M(0,0) \neq \lambda_1, g(0) - m(0) \neq \lambda_1d \), and in case that \( m = 0 \), we make all the assumptions in Theorem 1.B. Then we have

Theorem 4.2. The system (1) has a positive solution iff all its trivial nonnegative solutions are unstable.
Proof. (I) The necessity part. As we have seen, the possible trivial nonnegative solutions are \((0,0), (u_0,0), (0,v_0)\). To prove the theorem we need only investigate the linearization of the operator \(F\) at these trivial solutions, where \(F\) is
\[
F = \begin{pmatrix} u \\ v \end{pmatrix} \mapsto \begin{pmatrix} \Delta u + u M(u,v) \\ d\Delta v + v (g(u) - m(v)) \end{pmatrix}.
\]
First of all, let \((u,v)\) be a positive solution of (1). Then \(u_0 > u > 0\), so by Lemma 1.1 \(M(0,0) > \lambda_1\). We have
\[
F_{u,v}(0,0) = \begin{bmatrix} \Delta + M(0,0) I & 0 \\ 0 & d\Delta + (g(0) - m(0)) I \end{bmatrix}.
\]
Since \(M(0,0) > \lambda_1\), therefore \(\lambda_1(\Delta + M(0,0) I) > 0\) and the spectrum of \(F_{u,v}(0,0)\) contains a positive point so \((0,0)\) is unstable. Next at \((u_0,0)\), we have
\[
F_{u,v}(u_0,0) = \begin{bmatrix} \Delta + M(u_0,0) + u_0 M_u(u_0,0) I & u_0 M_v(u_0,0) I \\ 0 & d\Delta + (g(u_0) - m(0)) I \end{bmatrix}.
\]
By Lemma 4.1, \(F_{u,v}(u_0,0)\) has only pure point spectrum \(\sigma_p\) given by \(\sigma_p = \{\xi_1, \xi_2, \ldots\} \cup \{\theta_1, \theta_2, \ldots\}\) where \(\{\xi_1, \xi_2, \ldots\}\) is the point spectrum of the operator \(\Delta + [M(u_0,0) + u_0 M_u(u_0,0)] I\) while \(\{\theta_1, \theta_2, \ldots\}\) is the point spectrum of the operator \(d\Delta + (g(u_0) - m(0)) I\). From Theorem 1.A,
\[
\theta_1 = \lambda_1(d\Delta + (g(u_0) - m(0)) I) > 0.
\]
This means \((u_0,0)\) is an unstable solution because \(\sigma_p\) contains a positive member.

In case that system (1) has the third trivial solution \((0,v_0)\) (not always!), then by Lemma 1.1, \(g(0) > \lambda_1 d + m(0)\). We have
\[
F_{u,v}(0,v_0) = \begin{bmatrix} \Delta + M(0,v_0) I & 0 \\ v_0 g'(0) & d\Delta + (g(0) - m(v_0) - v_0 m'(v_0)) I \end{bmatrix}
\]
and
\[
F_{u,v}(0,v_0) \begin{bmatrix} w \\ z \end{bmatrix} = \begin{bmatrix} \Delta w + M(0,v_0) w \\ v_0 g'(0) w + d\Delta z + (g(0) - m(v_0) - v_0 m'(v_0)) z \end{bmatrix}.
\]
By Theorem 1.A again, \(\lambda_1(\Delta + M(0,v_0) I) > 0\). Using Lemma 4.1 (strictly speaking, an analogue of Lemma 4.1), we see that the spectrum of \(F_{u,v}(0,v_0)\) contains a positive number. Therefore \((0,v_0)\) is unstable too.

(II) The sufficiency part. First of all, \((0,0)\) is a trivial nonnegative solution with
\[
F_{u,v}(0,0) = \begin{bmatrix} \Delta + M(0,0) I & 0 \\ 0 & d\Delta + (g(0) - m(0)) I \end{bmatrix}.
\]
So either \(\lambda_1(\Delta + M(0,0) I) > 0\) or \(\lambda_1(d\Delta + (g(0) - m(0)) I) > 0\), i.e., either \(M(0,0) > \lambda_1\) or \(g(0) > \lambda_1 d + m(0)\). The possible cases are
(i) \(M(0,0) > \lambda_1\), \(g(0) < \lambda_1 d + m(0)\),
(ii) \(M(0,0) > \lambda_1\), \(g(0) > \lambda_1 d + m(0)\),
(iii) \(M(0,0) < \lambda_1\), \(g(0) > \lambda_1 d + m(0)\).
We go through case (i) first. Since $M(0,0) > \lambda_1$, by Lemma 1.1, we have a trivial nonnegative solution $(u_0,0)$. By our assumption it is unstable. The spectrum $\sigma_p$ of $F_{u,v}(u_0,0)$ contains a positive eigenvalue; according to Lemma 4.1 $\sigma_p = \{\xi_1, \xi_2, \ldots\} \cup \{\theta_1, \theta_2, \ldots\}$ where $\xi_1 > \xi_2 > \ldots$ comprise the point spectrum of the operator $\Delta + [M(u_0,0) + u_0 M_u(u_0,0)]I$ which is the linearization of the operator $u \mapsto \Delta u + uM(u,0)$ at $u_0$. It follows from Proposition 2.7 that $\xi_1 < 0$. This means that $\{\theta_1, \theta_2, \ldots\}$ contains a positive number, because $\theta_1 > \theta_2 > \ldots$, therefore, $\theta_1 > 0$. $\{\theta_1, \theta_2, \ldots\}$ is the point spectrum of the operator $d\Delta + (g(u_0) - m(0))I$. It follows from Theorem 1.A or 1.B that system (1) has a positive solution.

An argument similar to the above will work equally well for case (ii). Finally, we point out that case (iii) will not occur. Since $g(0) > \lambda_1 d + m(0)$ by Lemma 1.1, the equation

$$-d\Delta v = v(g(0) - m(v)), \quad v|_{\partial \Omega} = 0,$$

has a unique positive solution $v_0$, i.e., the system (1) has a trivial nonnegative solution $(0,v_0)$. By our assumption it is supposed to be unstable. So $F_{u,v}(0,v_0)$ by definition, has a positive number in its point spectrum $\sigma_p$. According to Lemma 4.1, $\sigma_p$ consists of $\{\xi_1, \xi_2, \ldots\} \cup \{\theta_1, \theta_2, \ldots\}$ where $\xi_1 > \xi_2 > \ldots$ are eigenvalues of the operator $\Delta + M(0,v_0)I$ and $\theta_1 > \theta_2 > \ldots$ are eigenvalues of the operator $d\Delta + (g(0) - m(v_0) - v_0 m'(v_0))I$ (see part (I) of our proof). By Proposition 2.7, $\xi_1 < 0$, so $\xi_1$ must be positive, i.e., $\lambda_1(\Delta + M(0,v_0)I) > 0$. But $M(0,0) \geq M(0,v_0)$ by hypothesis (M_4), so we have $\lambda_1(\Delta + M(0,0)I) > 0$, which implies $M(0,0) > \lambda_1$. Therefore case (iii) is impossible. This completes our proof. □
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