FIELD THEORIES IN THE MODERN CALCULUS OF VARIATIONS
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Abstract. Two methods of construction of fields of extremals ("geodesic coverings") in the generalized problem of Bolza are given and, as a consequence, sufficient conditions for optimality in a form similar to Weierstrass' are formulated. The first field theory is an extension of Young's field theory—"concourse of flights" for our problem; the other describes a nonclassical treatment of field theory which allows one to reject the "self-multiplier restriction".

1. Introduction. Consider the generalized problem of Bolza:

\[ \begin{align*}
\text{minimize} & \quad J(x, u) = \int_a^b L(t, x(t), u(t)) \, dt + l(x(b)) \\
\text{subject to} & \quad \frac{dx(t)}{dt} = f(t, x(t), u(t)) \quad \text{a.e. in } [a, b], \\
& \quad u(t) \in U(t) \quad \text{a.e. in } [a, b], \\
& \quad x(a) = c, \text{ where } c \text{ is any fixed point in } \mathbb{R}^n, \quad x: [a, b] \to \mathbb{R}^n \text{ is an absolutely continuous function}, \\
& \quad u: [a, b] \to \mathbb{R}^m \text{ is a Lebesgue measurable function (control function)}, \\
& \quad U: [a, b] \to \mathbb{R}^m \text{ is a multifunction (i.e. } U(t) \text{ is a subset of } \mathbb{R}^m \text{ for each } t \text{ in } [a, b]), \\
& \quad L: [a, b] \times \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}, \quad f: [a, b] \times \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n, \text{ and } l \text{ is allowed to assume the value } +\infty, \text{ i.e. } l: \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}. \end{align*} \]

In such a setting, this problem of Bolza unifies many problems of the calculus of variations and optimal control problems.

The existence of a solution for the generalized problem of Bolza was studied by R. T. Rockafellar in [11], necessary conditions were developed by F. H. Clarke in [4, 5] and regularity properties of solutions by F. H. Clarke and R. B. Vinter in [7]. In [13] local sufficient conditions for optimality were developed by a method which uses a canonical transformation of the "Hamiltonian inclusion". The existence of such a transformation is guaranteed by assuming the existence of an auxiliary function satisfying a certain inequality which is near the classical Jacobi conditions.

This paper aims at giving two methods of construction (from trajectories satisfying necessary conditions) of fields of extremals (often called "geodesic coverings") for our problem and, as a consequence of that, at formulating sufficient conditions for optimality in a form similar to Weierstrass'.
the smoothness and "nondegeneracy" of the problem are supposed there. Unfortu-
nately, in modern control theory most problems do not satisfy these assumptions.

Young, in his fundamental work [12, Volume II, Chapter II], described a new
type of field which he called "concourse of flights", that is more applicable to
contemporary problems; he presented it in the context of an autonomous problem
of least time. Yet, it still contains an undesirable multiplier restriction (strong
normality assumption of the problem). He wrote [12, p. 265]: "The latter (this
restriction), according to the experience of virtually everyone who has worked in the
field, may well be unavoidable in a sufficiency theory", and further: "It almost seems
that the extension of the standard classical method to problems with constraints
necessitates this restriction".

In §3 we present Young's theory in the context of our problem (with the multiplier
restriction). In §4 we describe a nonclassical treatment of field theory which joins
Young's ideas and certain suggestions of Griffiths [8] and also allows one to cast
off the "multiplier restriction". Thus this paper completes the program of studying
the generalized problem of Bolza from the point of view of standard variational
methods which are often thought of as "largely unavailable" in optimal control
theory (see e.g. [13, p. 562]).

Since we shall base ourselves on [12], we use most of its original notions.

2. Notions and general assumptions. Let \( \mathcal{L} \) be the collection of Lebesgue
measurable subsets of \([a, b]\) and let \( \mathcal{B} \) be Borel subsets of \( \mathbb{R}^m \). \( \mathcal{L} \times \mathcal{B} \) denotes the
\( \sigma \)-algebra of subsets of \([a, b] \times \mathbb{R}^m \), generated by products of sets in \( \mathcal{L} \) and \( \mathcal{B} \). In order for problem (1)–(3) to make sense, we suppose the following basic hypothesis:

For each \( s \in \mathbb{R}^n \), the functions \((t, u) \rightarrow L(t, s, u), (t, u) \rightarrow f(t, s, u)\)
are \( \mathcal{L} \times \mathcal{B} \)-measurable. There are functions \( k_1, k_2 \) in \( L^1(a, b) \) such
that, for \( t \) in \([a, b] \), \( u \) in \( U(t) \) and \( s_1, s_2 \) in \( \mathbb{R}^n \),

\[
(L(t, s_1, u) - L(t, s_2, u)) \leq k_1(t)|s_1 - s_2|,
\]

\[
(f(t, s_1, u) - f(t, s_2, u)) \leq k_2(t)|s_1 - s_2|.
\]

The set \( \{(t, u) \in [a, b] \times \mathbb{R}^m | u \in U(t)\} \) is \( \mathcal{L} \times \mathcal{B} \)-measurable. The
function \( l \) is lower semicontinuous and not identically \(+\infty\).

If \( u(t) \) is a control function subject to (3) and \( x(t) \) is an absolutely continuous
function corresponding (by (2)) to \( u(t) \) and, for them, \( L(t, x(t), u(t)) \) is summable
and \( l(x(b)) \) is finite, then the pair \( x(t), u(t) \) will be called admissible and \( x(t) \) is an
admissible trajectory.

An admissible pair \( x(t), u(t) \) defined in the appropriate subinterval of \([a, b]\) with
right end at \( b \) will be termed a line of flight (briefly l.f.) if it satisfies the following
principle (the maximum principle, see \([5, 6]\)) where exist along \( x(t) \) a conjugate
vector function \( y(t) \), absolutely continuous in \( t \) with values in \( \mathbb{R}^n \), and a number
\( y^0 \leq 0 \) such that \( |y(t)| + |y^0| \) is nonvanishing and

\[
- \frac{dy(t)}{dt} \in y(t)\partial_s f(t, x(t), u(t)) + y^0 \partial_s L(t, x(t), u(t)) \quad \text{a.e.},
\]

\[
y(t)f(t, x(t), u(t)) + y^0 L(t, x(t), u(t))
\]

\[
= \sup \{y(t)f(t, x(t), u) + y^0 L(t, x(t), u) | u \in U(t)\} \quad \text{a.e.},
\]
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(6) \((-y(b), y^0)\) is normal to \(e\) at the point \((x(b), l(x(b)))\).

(The notation \(\partial_s f\) refers to the generalized Jacobian of the function \(s \rightarrow f(t, s, u(t))\) and, similarly, for \(\partial_s L\) (see [3, 6]); \(e\) means the epigraph of \(l\); \(y \partial_s f\) is matrix multiplication; relation (6) is a general form of a transversality condition.)

We term a canonical line of flight (briefly c.l.f.), a trio \((x(t), y(t), u(t))\) of functions and a number \(y^0\) such that \(x(t), u(t)\) define l.f. and \(y(t), y^0\) are the corresponding conjugate function and the number \(y^0\) satisfying (4)–(6). In a usual way we define an open arc of l.f. or of c.l.f.

The reader who wants to avoid problems of nonsmooth analysis, which are not an essential subject here, may read this paper under the additional assumption that the functions \(s \rightarrow L(t, s, u), s \rightarrow f(t, s, u)\) are \(C^1\). Then the sets \(\partial_s L\) and \(\partial_s f\) are single-element sets whose elements are the derivatives \(L_s\) and \(f_s\), respectively.

To study any family of arcs of l.f. depending on a parameter \(\sigma\), let us define on an open set \(G \subset R^p\) \((R^p\) may be of some other dimension than \(R^n)\) a pair of continuous functions \(t^-(\sigma), t^+ (\sigma), a \leq t^-(\sigma) < t^+(\sigma) \leq b, \sigma \in G\). We assume that \(t^+(\sigma)\) is \(C^1\) in \(G\). We further suppose that \(G\) is a projection of a certain set \(\tilde{G} \subset R^{p+k}, k > 0, \) whose elements will be denoted by \((\sigma, \rho)\). \(\tilde{G}\) does not have to be necessarily open; instead of that, we assume that the operation of projection is standard (see [12, p. 266]). Let \(S^- = \{(t, \sigma) | t = t^- (\sigma) \geq a, \sigma \in G\}, S = \{(t, \sigma) | t^- (\sigma) < t < t^+ (\sigma), \sigma \in G\}, S^+ = \{(t, \sigma) | t = t^+ (\sigma) \leq b, \sigma \in G\}\). Similarly, we denote by \(S^{*-}, S^*, S^{**}\) the sets of \((t, \sigma, \rho)\) for which \(t\) satisfies the same conditions as in \(S^-, S, S^+, \) respectively, and \((\sigma, \rho) \in \tilde{G}; [S^*] = S^{*-} \cup S^* \cup S^{**}\).

In what follows we shall take into consideration not all l.f. but only those which are subject to certain conditions imposed upon them.

3. Young's theory of the field—concourse of flights. In this section we present Young's approach to the field from [12] for problem (1)–(3). To this effect, we assume, as is done in the classical theory of the field and in [12], the normality hypothesis:

(HN) the multiplier \(y^0\) in (4)–(6) is equal to -1.

Further, denote by \(T \subset R^{n+1}\) a set covered by graphs of trajectories of l.f. which, in the sequel, may be reduced to a smaller one. For each point \((t_0, x_0)\) in \(T\), we write \(I(t_0, x_0)\) for the value of

\[
\int_{t_0}^{b} L(t, x^0(t), u^0(t)) dt + l(x^0(b))
\]

where \(x^0(t), u^0(t)\) is an l.f. such that \(x^0(t_0) = x_0\). In general, the map \((t, x) \rightarrow I(t, x)\) in \(T\) may be a multifunction; this is why we exclude from our further considerations (see [12, p. 266]) those l.f. which do not admit of the following hypothesis:

(H2) the map \((t, x) \rightarrow I(t, x)\) is single-valued in \(T\).

We shall say that a rectifiable curve \(C\) lying in \(T\) is bounded if \(I(t, x)\) is bounded on the graph of \(C\), i.e. “along” \(C\).

For \((t_0, x_0)\) in \(T\), \(Y(t_0, x_0), U(t_0, x_0)\) denote the sets of values of all those \(y(t), u(t)\) at \(t_0\) for which \(x(t), y(t), u(t)\) is a c.l.f. and \(x(t_0) = x_0\). It is natural to expect that
$Y(t, x)$ and $U(t, x)$, $(t, x) \in T$, may not be single-valued. Hence, by an admissible pair of functions

$$y(t, x) \in Y(t, x), \quad u(t, x) \in U(t, x), \quad (t, x) \in T,$$

we shall mean single-valued functions $y(t, x), u(t, x)$ in $T$ such that, for each $(t_0, x_0) \in T$ there is a c.l.f. $x(t), y(t), u(t)$ for which $x(t_0) = x_0$, $y(t_0, x(t_0)) = y(t_0)$, $u(t_0, x(t_0)) = u(t_0)$.

Up to now, the basic tool for studying old and new "fields" has been the Hilbert integral in its old and new forms (see e.g. [12, Volume I, Chapter I, Volume II, Chapter II; 10]). Thus, on the class of bounded rectifiable curves $C$ lying in $T$ and for admissible pairs of functions (8) such that

$$\int_C \{L(t, x, u(t, x)) - y(t, x)f(t, x, u(t, x))\} \frac{dt}{ds} + y(t, x)\frac{dx}{ds}$$

are measurable functions of the arc length $s$ along $C$, we define the functional (called the Hilbert integral) by the curvilinear integral

$$\int_C \{L(t, x, u(t, x)) - y(t, x)f(t, x, u(t, x))\} \, dt + y(t, x) \, dx$$

(9)

where $t(s), x(s), 0 \leq s \leq s_C$, is the description of $C$. The rest of this section will be devoted to the construction of a kind of "field" (Young's type of a field—a concourse of flights) by means of our l.f. and c.l.f. for which the Hilbert integral just defined does not depend on the choice of admissible pairs (8) and curves $C \subset T$ having the same ends.

Following [12, p. 271], we introduce a notion of an exact integrability of a set or simply of an exact set. A subset $T$ of $T$ will be called an exact set if, for each bounded rectifiable curve $C \subset T$ with end points $(t_1, x_1), (t_2, x_2)$, having the property that the expression $[\{L - yf\} dt/ds + ydx/ds]$ at almost every point of $C$ takes the same value for all admissible pairs (8), we have

$$\int_C \{L(t, x, u(t, x)) - y(t, x)f(t, x, u(t, x))\} \, dt + y(t, x) \, dx$$

(10)

$$= I(t_1, x_1) - I(t_2, x_2)$$

for each admissible pair $y(t, x) \in Y(t, x), u(t, x) \in U(t, x), (t, x) \in T$.

Spray of flights. First of all, we shall construct a family $\Sigma$ of arcs of l.f. depending on a parameter $\sigma$, described by functions

$$x(t, \sigma), u(t, \sigma), \quad (t, \sigma) \in S,$$

(11)

for which the study of the independence of the Hilbert integral is the nearest to the classical considerations. By $\Sigma^*$ we denote a family of arcs of c.l.f. which correspond to the arcs of $\Sigma$ and which are obtained by giving with functions (11) the corresponding function

$$y(t, \sigma, \rho), \quad (t, \sigma, \rho) \in S^*.$$
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The definition of the functions \(x(t,\sigma), y(t,\sigma,\rho)\) will be supposed extended to the sets \([S],[S^*]\). The sets of pairs \((t,x)\), where \(x = x(t,\sigma)\) with \((t,\sigma)\) belonging to \(S^-, S, S^+, [S]\), will be denoted by \(E^-, E, E^+, [E]\), respectively, and the sets of values of triplets \((t,x(t,\sigma), y(t,\sigma,\rho))\) with \((t,\sigma,\rho)\) in \(S^-, S, S^+, [S^*]\) by \(E^-, E^+, [E^*]\), respectively.

We write (when \((t,\sigma) \in [S]\))

\[
\tilde{L}(t,\sigma), \tilde{f}(t,\sigma), \tilde{I}^+(\sigma), \int_t^b \tilde{L}(\tau,\sigma) d\tau, \int_t^b \tilde{L}_\sigma(\tau,\sigma) d\tau
\]

for the expressions

\[
L(t,x(t,\sigma),u(t,\sigma)), f(t,x(t,\sigma),u(t,\sigma)),
\]

\[
I(t^+(\sigma),x(t^+(\sigma),\sigma)), \int_t^{t^+(\sigma)} \tilde{L}(\tau,\sigma) d\tau + \tilde{I}^+(\sigma) = I(t,x(t,\sigma)),
\]

\[
\int_t^{t^+(\sigma)} \tilde{L}_\sigma(\tau,\sigma) d\tau + \tilde{L}(t^+(\sigma),\sigma)t^+_\sigma(\sigma) + \tilde{I}^+_\sigma(\sigma).
\]

The following hypotheses with those on \(t^-(\sigma), t^+(\sigma), G, \tilde{G}\) are fundamental for our considerations and when they are satisfied, \(\Sigma\) is called a spray of flights and \(\Sigma^*\) a canonical spray of flights:

The functions \(\tilde{L}(t,\sigma), \tilde{f}(t,\sigma)\) are continuous in \([S]\); they have continuous derivatives \(\tilde{L}_\sigma(t,\sigma), \tilde{f}_\sigma(t,\sigma)\) in \([S]\) and \(\partial L(t,x,u(t,\sigma))/\partial \sigma, \partial f(t,x,u(t,\sigma))/\partial \sigma\) for each fixed \((t,x)\) in \(E\), satisfying at \(x = x(t,\sigma)\) the relations

\[(H3) \quad \frac{\partial \tilde{L}}{\partial \sigma} = \frac{\partial L(t,x,u(t,\sigma))}{\partial \sigma} + L_s(t,x,u(t,\sigma))x_\sigma(t,\sigma),
\]

\[\frac{\partial \tilde{f}}{\partial \sigma} = \frac{\partial f(t,x,u(t,\sigma))}{\partial \sigma} + f_s(t,x,u(t,\sigma))x_\sigma(t,\sigma);
\]

for \((t,\sigma)\) in \(S\), the functions \(s \rightarrow L(t,s,u(t,\sigma)), s \rightarrow f(t,s,u(t,\sigma))\) are strongly differentiable at those \(x\) for which \(x = x(t,\sigma)\) (if these functions are of the class \(C^1\), then they are strongly differentiable).

\[(H4) \quad \text{The function } y(t,\sigma,\rho) \text{ is continuous in } [S^*], \text{ the function } x(t,\sigma) \text{ is } C^1 \text{ in } [S] \text{ and } u(t,\sigma) \text{ is Borel measurable in } [S].
\]

\[(H5) \quad \text{The maps } S^- \rightarrow E^-, S \rightarrow E \text{ defined by } (t,\sigma) \rightarrow (t,x(t,\sigma)) \text{ are descriptive (see [12, p. 266])}.
\]

Note that the assumptions which are required for the existence of the classical field in the "fixed endpoint problem" from the calculus of variations imply hypotheses \((H2)-(H5)\) and \((HN)\).

For \((t,x) \in [E] \subset T\), let \(Y_\Sigma(t,x) \subset Y(t,x)\) and \(U_\Sigma(t,x) \subset U(t,x)\) stand for the sets of values of \(y(t,\sigma,\rho)\) and \(u(t,\sigma)\) at those \((t,\sigma,\rho) \in [S^*], (t,\sigma) \in [S]\) for which \(x(t,\sigma) = x\). By \(y_\Sigma(t,x) \in Y_\Sigma(t,x), u_\Sigma(t,x) \in U_\Sigma(t,x)\) we denote an admissible pair of functions \(y(t,x), u(t,x)\) defined in \([E]\) and term them functions relative to \(\Sigma\). An
exact subset \( \hat{T} \subset [E] \) for admissible pairs \( y(t, x) \in Y_\Sigma(t, x), u(t, x) \in U_\Sigma(t, x), (t, x) \in [E] \), will be termed a relative exact set.

Now, we shall study a spray of flights with the help of Hilbert integral (9). Thus, assume we are given a spray of flights for which the set \( E^+ \) is relative exact.

**Lemma 1.** There exists a continuous derivative \( \hat{I}^+_\sigma \) in \( G \), equal to \( -t^+_{\sigma} - yx_\sigma \) in \( S^{*+} \), i.e.

\[
\hat{I}^+_\sigma(\sigma) = -\hat{L}(t^+(\sigma), \sigma)t^+_{\sigma}(\sigma) - y(t^+(\sigma), \sigma, \rho)x_\sigma(t^+(\sigma), \sigma)
\]

for \((\sigma, \rho)\) in \( \hat{G} \).

**Proof.** Let \((t_0, \sigma_0, \rho_0)\) be any point of \( S^{*+} \). Let \( \Gamma \) be any sufficiently small rectifiable curve in \( S^+ \) which starts from \((t_0, \sigma_0)\) and has the description \( t = t^+(\sigma^\alpha) \) where \( \sigma^\alpha \) varies from \( \sigma_0 \) to \( \sigma_1 \) along a segment parallel to the \( \alpha \)-axis of the \( \sigma \)-space. Let \( C \) be the image of \( \Gamma \) in \( E^+ \) under the map \((t, \alpha) \rightarrow (t, x(t, \alpha))\), with ends \((t_0, x_0), (t_1, x_1)\). From the relative exactness of \( E^+ \) we infer

\[
I(t_0, x_0) - I(t_1, x_1) = \int_C \{L(t, x, u_\Sigma(t, x)) - y_\Sigma(t, x)f(t, x, u_\Sigma(t, x))\} dt + y_\Sigma(t, x)dx
\]

(13)

\[
= \int_\Gamma (\hat{L}(t, \sigma) - y(t, \sigma, \rho(\sigma))f(t, \sigma) + y(t, \sigma, \rho(\sigma))x_\sigma(t, \sigma)) dt + y(t, \sigma, \rho(\sigma))x_\sigma(t, \sigma) d\sigma
\]

\[= \hat{I}^+(\sigma_0) - \hat{I}^+(\sigma_1)\]

where \( \rho(\sigma) \) is a continuous function suitably chosen (\( \rho_0 = \rho(\sigma_0) \)) according to the standard projection. Since, along \( \Gamma \), \( x_\alpha(t, \sigma) = f(t, \sigma) \), after dividing both sides of the last equality in (13) by \( |\sigma_0 - \sigma_1| \), we obtain

\[
\frac{1}{|\sigma_0 - \sigma_1|} \int_\Gamma (\hat{L}t^+_{\sigma} + yx_\sigma)d\sigma = \frac{\hat{I}^+(\sigma_0) - \hat{I}^+(\sigma_1)}{|\sigma_0 - \sigma_1|}.
\]

By the continuity of \( \hat{L}t^+_{\sigma} + yx_\sigma \) on \( \Gamma \), there exist limits, when \( \sigma_1 \rightarrow \sigma_0 \), of both sides of the last equality, i.e. we have \(-\hat{I}^+_\alpha = \hat{L}t^+_{\alpha} + yx_\alpha \) at the point \((t_0, \sigma_0, \rho_0)\). Since \( \Gamma \) and \((t_0, \sigma_0, \rho_0)\) were chosen arbitrarily, we conclude the assertion of the lemma.

**Lemma 2.** Let \( \Gamma \) denote any rectifiable curve in \([S]\) with \((t_0, \sigma_0)\) as the initial point and \((t_1, \sigma_1)\) as the terminal one. Then

\[
\int_\Gamma \tilde{L}(t, \sigma) dt - \left( \int_t^b \tilde{L}_\sigma(\tau, \sigma) d\tau \right) d\sigma = I(t_0, x(t_0, \sigma_0)) - I(t_1, x(t_1, \sigma_1)).
\]

**Proof.** Consider in \([S]\) the function

\[
Q(t, \sigma) = \int_t^b \tilde{L}(\tau, \sigma_0) d\tau - \int_t^b \tilde{L}(\tau, \sigma) d\tau
\]

which, by (H3) and Lemma 1, has a continuous derivative in \([S]\). We easily check that \( \tilde{L} dt - (\int_t^b \tilde{L}_\sigma d\tau) d\sigma \) is an exact differential in the variable \((t, \sigma)\) of the function.
$Q(t,\sigma)$. Hence we have
\begin{align*}
\int_{\Gamma} \tilde{L} \, dt - \left( \int_{t}^{b} \tilde{L}_{\sigma} \, d\tau \right) \, d\sigma &= Q(t_{1},\sigma_{1}) - Q(t_{0},\sigma_{0}) \\
&= I(t_{0}, x(t_{0},\sigma_{0})) - I(t_{1}, x(t_{1},\sigma_{1})),
\end{align*}

as asserted.

**Corollary 1.** In the set $S^{*+}$ the quantity $yx_{\sigma} + \int_{t}^{b} \tilde{L}_{\sigma} \, d\tau$ is identically zero.

**Proof.** Proceeding as in the proof of Lemma 1, we obtain from (13)
\begin{align*}
I(t_{0}, x(t_{0},\sigma_{0})) - I(t_{1}, x(t_{1},\sigma_{1})) &= \int_{\Gamma} \tilde{L} \, dt + yx_{\sigma} \, d\sigma \\
&= \int_{\Gamma} \tilde{L} \, dt - \left( \int_{t}^{b} \tilde{L}_{\sigma} \, d\tau \right) \, d\sigma + \int_{\Gamma} \left( yx_{\sigma} + \left( \int_{t}^{b} \tilde{L}_{\sigma} \, d\tau \right) \right) \, d\sigma.
\end{align*}

Using Lemma 2 and continuing the proof of Lemma 1, we get the assertion of the corollary.

**Lemma 3.** Let $C$ be a rectifiable curve lying, together with its terminal points, in $E^{-}$ or in $E$. Then $C$ is bounded and there exist Borel measurable functions $y_{\Sigma}(t,x), u_{\Sigma}(t,x)$ along $C$, relative to $\Sigma$. Furthermore, the functions $y_{\Sigma}(t,x), L(t,x,u_{\Sigma}(t,x)), f(t,x,u_{-\Sigma}(t,x))$ are bounded along it.

**Proof.** By (H5), for each $(t,x)$ of $C$, there exists a neighborhood on $C$ that is the image of some curve $T$. For those $(t,x)$, we have
\begin{align*}
I(t,x) &= I(t,x(t,a)) = \int_{t}^{t+} \tilde{L}(\tau,\sigma) \, d\tau + \tilde{T}(\sigma).
\end{align*}
Thus, by (H3), Lemma 1 and Borel's covering theorem, we find the boundedness of $C$. The further assertions may be justified analogously as those of Lemma 25.1 of [12, p. 272] or by applying the measurable selection theorem from [2] to the multifunction $(t,x) \rightarrow \{(t,\sigma) \in \Gamma \mid x(t,\sigma) = x\}$ defined on $C$.

**Lemma 4.** On each arc of the canonical spray of flights $\Sigma^{*}$ the expression
\begin{equation}
yx_{\sigma} + \int_{t}^{b} \tilde{L}_{\sigma} \, d\tau
\end{equation}
takes a constant value.

Let $C$ be any rectifiable curve contained in $E^{-}$ or $E$ with the arc length description $t = t(s), x = x(s), 0 \leq s \leq s_{C}$. Then the function $I(t,x)$ restricted to $C$ becomes the function $\tilde{I}(s) = I(t(s),x(s))$ of the variable $s$ in $[0,s_{C}]$, i.e. “along” $C$.

**Theorem 1.** If the identity $yx_{\sigma} + \int_{t}^{b} \tilde{L}_{\sigma} \, d\tau \equiv 0$ holds in $S^{*+}$ or $S^{*}$, then the function $\tilde{I}(s)$ is absolutely continuous along $C$ and, for almost all $s$ in $[0,s_{C}]$,
\begin{equation}
\frac{d}{ds} \tilde{I}(s) = - \left\{ L(t(s),x(s),u_{\Sigma}(t(s),x(s))) \\
- y_{\Sigma}(t(s),x(s))f(t(s),x(s),u_{\Sigma}(t(s),x(s))) \right\} \frac{dt}{ds} - y_{\Sigma}(t(s),x(s)) \frac{dz}{ds}
\end{equation}
for each admissible pair $y_{\Sigma}(t,x) \in Y_{\Sigma}(t,x), u_{\Sigma}(t,x) \in U_{\Sigma}(t,x), (t,x) \in [E]$. 
Notice that expression (15) has the form similar to the classical one and, in particular, to the original Weierstrass formula, but what is fundamentally different in it is that the functions $y_\Sigma(t,x), u_\Sigma(t,x)$ in (15) need not have unique relations to the spray parameter $\sigma$. This is exactly what allows one, already in the first step, to avoid the restriction of a one-to-one covering of $[E]$.

**COROLLARY 2.** Under the same assumption, the set $E^-$ or $E$ is a relative exact set.

Although the problems considered in [10] and in this paper are a bit different, quantities (14) here and (19) in [10] are, at least in their form, the same, thus the proofs of Lemma 4, Theorem 1, and Corollary 2 are analogous to suitable proofs of Lemmas 5.2 and 5.3 in [10] and, in fact, to the proofs of Lemmas 26.1 and 25.3 from [12, pp. 272–275] (see also the proofs of Lemma 4’, Theorem 1’, and Corollary 2’ in §4).

A direct consequence of Corollary 1, Lemma 4, and Corollary 2 is

**COROLLARY 3.** The set $E^-$ and $E$ are relative exact.

Our next step is to fit together many different sprays of flights.

**Chain of flights.** A finite or countable sequence of sprays of flights in $T$

\begin{equation}
\Sigma_1, \Sigma_2, \ldots, \Sigma_N, \ldots
\end{equation}

will be termed a chain of flights and the corresponding sequence of canonical sprays a canonical chain if, for $i = 1, 2, \ldots, N, \ldots$, they fit together in inverse order so that the set $E_i^*$ corresponding to $\Sigma_i^*$ contains $E_{i+1}^*$ corresponding to $\Sigma_{i+1}^*$ (see [12, pp. 275, 276]). This implies that the set $E_i^*$ of $\Sigma_i$ is relative exact for $\Sigma_i$ as well as for $\Sigma_{i+1}$. If $E_i^+$ of $\Sigma_i$ happens to be a relative exact set, then all sets $E_i$ and $E_i^-$, $i = 1, 2, \ldots, N, \ldots$, are also relative exact sets and such a chain will be termed an exact chain of flights.

The sets $E_i^-$ and $E_i$ of $\Sigma_i$ will be termed constituent sets of a chain and $E_i^*^-, E_i^*$ of $\Sigma_i^*$ canonical constituent sets of a canonical chain.

Let $G_1$ be an open set of parameters $\sigma^1$, associated with the spray $\Sigma_1$. We suppose one more hypothesis satisfied:

\begin{equation}
\text{The function } l^+(\sigma^1) = l(x(b, \sigma^1)) \text{ has a continuous derivative } l^+_\sigma, \text{ in } G_1.\end{equation}

The map $S_1^+ \to E_1^+ (E_1^+ = \{(b,x) \mid x = x(b,\sigma^1), \sigma^1 \in G_1\})$ has the following property: given any bounded rectifiable curve $C$ in $E_1^+$, there exists a rectifiable curve $\Gamma$ in $S_1^+$ such that $C$ is its image under the map $(b,\sigma) \to (b,x(b,\sigma))$ and the ends of $C$ are the images of those of $\Gamma$.

A chain of flights which satisfies hypothesis (H6) will be called a distinguished chain of flights.

**LEMMA 5.** For any distinguished chain of flights, the set $E_1^+$ is relative exact.

**PROOF.** Let $C$ be any bounded rectifiable curve in $E_1^+$ with the arc length description $t = b, x = x(s), 0 \leq s \leq s_C$, and let $\Gamma$ be a rectifiable curve in $S_1^+$ such that $C$ is its image, according to (H6). (If no such curve exists, we have nothing to prove.) From (6) we find that, for almost every $s$ in $[0, s_C]$, $y_{\Sigma_1}(b,x)dx/ds$ has the
same value for all \( y_{\Sigma_1}(b, x) \) in \( Y_{\Sigma_1} \). Proceeding similarly as in Lemma 3, we get that there is a measurable and bounded function \( y_{\Sigma_1}(b, x) \) along \( C \). Therefore, since \( dt = 0 \) in \( E_1^+ \), we have, for any admissible pair of functions \( y_{\Sigma_1}(t, x), u_{\Sigma_1}(t, x) \), \( (t, x) \in [E_1] \),

\[
\int_C y_{\Sigma_1}(b, x) \, dx = \int_{\Gamma} y(b, \sigma^1, \rho) x_{\sigma^1}(b, \sigma^1) \, d\sigma^1 = \int_{\Gamma} (-(-y(b, \sigma^1, \rho), -1)(x_{\sigma^1}(b, \sigma^1), l^+_{\sigma^1}(\sigma^1))) \, d\sigma^1 = \int_{\Gamma} l^+_{\sigma^1}(\sigma^1) \, d\sigma^1,
\]

where \( \rho \) is a suitably chosen function of \( \sigma^1 \), according to the standard projection for a finite number of small subarcs of \( \Gamma \). Again, by (6), the first integral on the right-hand side of the last equality is zero. Hence we easily infer the relative exactness of the set \( E_1^+ \).

From Lemma 5, Corollary 3, and the definition of an exact chain of flights we obtain

**Theorem 2.** Every distinguished chain of flights is an exact chain of flights.

**A concourse of flights.** Denote by \( K \) the family of all bounded rectifiable curves lying in \( T \), and by \( T_n, n = 1, 2, \ldots, \) a finite or countable system of disjoint subsets of \( T \) whose union is \( T \). Of course, any \( T_n \) should be a subset of some constituent set of a chain or a subset of a few constituent sets of different chains.

A curve \( C \subset K \) will be called a fragment if its interior lies in some \( T_n \). The class of such fragments will be denoted by \( K_0 \). We need a situation in which \( K \) can be derived from \( K_0 \). To this effect, we shall need two forms of the addition of curves: fusion and embellishment, and two subtraction operations: cutting and trimming (see [12, p. 277]).

In the sequel, about \( K \) and \( K_0 \) we shall assume that if a curve belongs to \( K \) or \( K_0 \), then each arc of the curve, and also its inverse arc, is an element of \( K \) or \( K_0 \), respectively. Moreover, we shall assume that the operations of embellishment and trimming can be carried out countably often under the restriction that from elements of \( K \) we shall again obtain elements of \( K \).

By means of the finite fusion and the countable embellishment, from the elements of \( K_0 \) let us compose a class \( K_1 \). From \( K_1 \) we then define a subclass \( K_2 \) of \( K \) whose members are obtained by at most countable trimming. The method described by Young [12, Volume II, §28] can be applied only when \( K_2 = K \).

In such a situation, \( K_0 \) is called a repairable class of fragments, and the decomposition of the set \( T \) into disjoint subsets \( T_n \) a repairable decomposition. Then the set \( T \) will be termed the unimpaired union of the sets \( T_n \).

A concourse of flights is a finite or countable infinite system of distinguished chains of flights, such that \( T \) is the unimpaired union of the constituent sets of these chains, and the set covered by graphs of canonical lines of flight, i.e. by graphs of pairs of functions \( x(t), y(t) \), is the union of their canonical constituent sets.

Let \( t(s), x(s), 0 \leq s \leq s_C, \) be the arc length description of any bounded rectifiable curve \( C \) in \( T \). We introduce the last hypothesis in this section whose object is
to ensure that a certain integral exists along each bounded rectifiable curve in $T$.

There exists in $T$ an admissible pair of functions $y(t, x) \in Y(t, x)$, $u(t, x) \in U(t, x)$, $(t, x) \in T$, such that the expression

$$|\{L(t(s), x(s), u(t(s), x(s))) - y(t(s), x(s))f(t(s), x(s), u(t(s), x(s)))\}dt/ds + y(t(s), x(s))dx/ds|$$

does not exceed along $C$ some integrable function of the arc length $s$ of $C$.

In the modern problems of the calculus of variations we are concerned with the actual problem of a minimum in the entire set $T$. Considering a spray of flights $\Sigma$, we have discussed on the model of the classical calculus of variations only what happens in a certain subset $T_n$ whose union turns out to be $T$. This means that we have information about the class of fragments $K_0$ and that we seek information about the class of our original curves $K$.

Proceeding quite similarly as in the proof of Theorem 29.1 from [12, p. 280], only changing expression (29.2) there to

$$\int_C \{L(t, x, u(t, x)) - y(t, x)f(t, x, u(t, x))\} dt + y(t, x)dx$$

where $(t_1, x_1), (t_2, x_2)$ are the initial and final points of $C$ and $y(t, x), u(t, x)$ is an admissible pair of functions relative to $\Sigma$, and expression (29.3) on p. 281 to

$$\int_C \{L(t, x, u(t, x)) - y(t, x)f(t, x, u(t, x))\} dt + y(t, x)dx$$

where $y(t, x), u(t, x)$ is now any admissible pair of functions in $T$, we obtain the following theorem and its corollary.

**Theorem 3.** Assume that a concourse of flights exists and hypothesis (H7) is satisfied. Then the function $I(s)$ is absolutely continuous in $[0, s_C]$ and, for almost all $s$ in $[0, s_C]$,

$$\frac{d}{ds}I(s) = -\{L(t(s), x(s), u(t(s), x(s))) - y(t(s), x(s))f(t(s), x(s), u(t(s), x(s)))\}$$

for each admissible pair $y(t, x) \in Y(t, x)$, $u(t, x) \in U(t, x)$, $(t, x) \in T$.

**Corollary 4.** Suppose that the assumptions of Theorem 3 are satisfied. Then $T$ is an exact set and, in particular, relation (17) holds.

**Corollary 5.** Let us adopt the same assumptions. If $C$ is any arc of an admissible trajectory $x(t)$ under a control $u(t)$ starting at $x(a) = c$ whose graph is contained in $T$, then relation (17) is valid.
In view of Corollary 4, it suffices to note that, by the definition of a concourse of flights and Lemma 3, any arc of \( x(t) \) is a bounded rectifiable curve as it is only a finite fusion of its subarcs which are contained in constituent sets.

As a consequence from Corollary 5 we obtain the following sufficient conditions for a strong relative minimum of \( J \).

**Theorem 4.** With the same assumptions, let an admissible trajectory \( x^*(t) \), \( t \in [a,b] \), \( x^*(a) = c \), under a control \( u^*(t) \) be a member of our concourse. Then the pair \( x^*(t), u^*(t) \) affords \( J(x,u) \) a strong minimum relative to all admissible pairs \( x(t), u(t), t \in [a,b] \), \( x(a) = c \), for which the graphs of \( x(t) \) are contained in \( T \).

**Proof.** Let \( x(t), u(t), t \in [a,b], x(a) = c, \) be any admissible pair such that the graph of \( x(t) \) is contained in \( T \). From the exactness of the set \( T \) and from (5) we have

\[
J(x^*, u^*) - J(x, u) = I(a, c) - J(x, u) \\
= \int_a^b \left[ \{L(t, x(t), u(t, x(t))) \right.
\]

\[
- y(t, x(t))f(t, x(t), u(t)) + y(t, x(t))f(t, x(t), u(t)) \right] \, dt
\]

\[
- \int_a^b L(t, x(t), u(t)) \, dt \leq 0.
\]

Hence we infer the assertion of the theorem.

**Remark.** Define the value function \( S(t, x) \) in the set \( T \) as

\[
S(t, x) = \inf \left\{ \int_t^b L(\tau, x(\tau), u(\tau)) \, d\tau + l(x(b)) \right\}
\]

where the infimum is taken over admissible pairs \( x(\tau), u(\tau), \tau \in [t, b], \) whose trajectories start at \( (t, x) \in T \) and graphs are contained in \( T \). By Theorem 4, the infimum in (19) is attained and equals \( I(t, x) \), thus it can be defined by relation (17). This means that the existence of value function (19) is determined by the existence of a concourse of flights. From Theorem 3 we further infer that \( S(t, x) \) is an absolutely continuous function of the arc length along any bounded rectifiable curve contained in \( T \). If we suppose \( T \) to have interior points at which the function \( S(t, x) \) is differentiable, then, by Theorem 3, at those points \( S(t, x) \) satisfies the partial differential equation

\[
S_t + H(t, x, S_x) = 0
\]

where \( H(t, x, y) = yf(t, x, u(t, x)) - L(t, x, u(t, x)) \). From the definition of \( u(t, x), y(t, x) \) and from (5) we also find that

\[
\min\{S_t + S_x f(t, x, u) - L(t, x, u) \mid u \in U(t)\} = 0.
\]

Formula (21) is called the partial differential equation of dynamic programming and \( u(t, x) \) the optimal feedback control.

**4. Nonclassical treatment of the “field” and concourse of flights.** Most considerations of §3 were carried out in the \( (t, x) \)-space. Only a few facts concerned the \( y \)-space because of the occurrence of the variable \( y \) in the Hilbert integral which was, however, defined in the \( (t, x) \)-space. This is the classical approach to
field theory though many concepts are nonclassical; in particular, quite new is the concept of a concourse of flights which joins many (countable!) generalized classical fields—chains of flights—allowing us to account for several classical fields simultaneously appears in a natural way when we want to work with constraints, particularly with the Bolza problem (see e.g. [9, proof of Theorem 8.1, p. 35]).

In this section we present a nonclassical approach to field theory, using the beautiful concept of a concourse of flights.

First of all, putting

$$(22) \quad H(t,x,y,y^0) = \sup\{yf(t,x,u) + y^0L(t,x,u) \mid u \in U(t)\}$$

let us observe that (2) and (4) may be rewritten as

$$(23) \quad \begin{align*}
\frac{dx(t)}{dt} & \in \partial_y H(t,x(t),y(t),y^0), \\
\frac{dy(t)}{dt} & \in \partial_x H(t,x(t),y(t),y^0).
\end{align*}$$

In such a setting, $x(t)$ and $y(t)$ have the same preference; they simply satisfy a system of generalized Hamiltonian equations. Thus we may choose that space to handle which we prefer, and next, we should find a suitable independence integral associated with a certain canonical family of pairs $x(t),y(t)$ satisfying (23). It is obvious that we should choose that space (where more restrictions for a suitable family are needed) for manipulations, which allows us to cover a greater set in the $(t,x)$-space by graphs of trajectories $x(t)$.

If we have a “free endpoint problem”, then the ends of $x(t)$ are free and the ends of $y(t)$ are subject to certain conditions, contrary to a “fixed endpoint problem”. Thus we should also choose a “contrary” space in which we shall work with a “free endpoint problem” and it is the $(t,y)$-space in which we shall carry out most of our considerations from §3. In particular, we define a new independence integral. It is well known that just in the study of extremal problems with constraints there appeared multipliers. In our case (see the definition of l.f.) they are a function $y(t)$ and a number $y^0$. So, it is natural to extend the $(t,y)$-space mentioned above to the $(t,y,y^0)$-space, and thereby, to include the “troublesome multiplier” in our considerations, i.e. to cast off the “multiplier restriction”.

**The independence integral.** In this section, similarly as in the previous one, for the investigation of any family of c.l.f., we define a certain independence integral, but now for curves lying in the $(t,y,y^0)$-space. To this effect, we have to add one coordinate $x^0$ to the $(t,x)$-space, described by the differential equation $dx^0/dt = -L(t,x,u)$, i.e. for an admissible pair $x(t),u(t)$, we have

$$-\frac{dx^0(t)}{dt} = L(t,x(t),u(t)).$$

The solution of this equation is defined as

$$x^0(t) = \int_a^b L(\tau,x(\tau),u(\tau))\,d\tau + x^0(b), \quad x^0(b) = l(x(b)).$$

For a given l.f. $x(t),u(t)$, we write $z(t) = (-x^0(t),x(t))$ and, for a given c.l.f. $x(t),y(t),u(t),y^0$, we write $p(t) = (y^0,y(t))$; so now, by the c.l.f. we mean the trio of functions $z(t),p(t),u(t)$. Further, denote by $P \subset R^{n+2}$ a set covered by graphs.
of \( p(t) \) such that \( z(t), p(t), u(t) \) is a c.l.f., which, in the sequel, may be reduced to a smaller one; let \( T \subset \mathbb{R}^{n+1} \) denote the same as in §3. If \((t_0, p_0)\) belongs to \( P \), then we write \( V(t_0, p_0) \) for the value of

\[
(24) \quad y_0^0 \int_{t_0}^b L(t, x_0(t), u_0(t)) \, dt - x_0(t_0)y_0(t_0) + y_0^0 I(x_0(b)) = -z_0(t_0)p_0(t_0)
\]

where \( z_0(t) = (-x_0^0(t), x_0(t)) \), \( p_0(t) = (y_0^0, y_0(t)) \), \( u_0(t) \) is a c.l.f. such that \( p_0(t_0) = p_0 \). Of course, the map \((t, p) \rightarrow V(t, p)\) in \( P \) might be a multifunction, and this is why we assume the following hypothesis (compare (H2)):

\[ \text{(H2')} \quad \text{the set } P \text{ is such that the map } (t, p) \rightarrow V(t, p) \text{ is single-valued in } P. \]

A rectifiable curve \( C \) lying in \( P \) is called bounded if \( V(t, p) \) is bounded along \( C \). For \((t_0, p_0) \) in \( P \), \( Z(t_0, p_0) = (-X^0(t_0, p_0), X(t_0, p_0)) \), \( U(t_0, p_0) \) denote the sets of values of \( z(t) \), \( u(t) \), respectively, at \( t_0 \) for which \( z(t), p(t), u(t) \) is a c.l.f. and \( p(t_0) = p_0 \). For \((t, x) \) in \( T \), \( U(t, x) \) means the same as in the preceding section and \( P(t, x) \) is defined analogously to \( Y(t, x) \) therein, i.e. for \((t_0, x_0) \) in \( T \), \( P(t_0, x_0) \) denotes the set of values of \( p(t) \) at \( t_0 \) for which \( z(t) = (-x^0(t), x(t)) \), \( p(t), u(t) \) is a c.l.f. and \( x(t_0) = x_0 \). By an admissible pair of functions

\[
(25) \quad z(t, p) = (-x^0(t, p), x(t, p)) \in Z(t, p), \quad u(t, p) \in U(t, p), \quad (t, p) \in P,
\]

we mean single-valued functions \( z(t, p), u(t, p) \) defined in \( P \) such that, for each \((t_0, p_0) \) in \( P \), there exists a c.l.f. \( z(t), p(t), u(t) \) for which \( z(t_0, p(t_0)) = z(t_0), p(t_0) = p_0, u(t_0, p(t_0)) = u(t_0) \). By an admissible pair of functions

\[
p(t, x) = (y^0(t, x), y(t, x)) \in P(t, x), \quad u(t, x) \in U(t, x), \quad (t, x) \in T,
\]

we mean single-valued functions \( p(t, x), u(t, x) \) defined in \( T \) such that, for each \((t_0, x_0) \) in \( T \), there exists a c.l.f. \( z(t) = (-x^0(t), x(t)) \), \( p(t), u(t) \) for which \( p(t_0, x(t_0)) = p(t_0), u(t_0, x(t_0)) = u(t_0), x(t_0) = x_0 \).

On any bounded rectifiable curve \( C \) in \( P \) with the arc length description \( t(s), p(s), 0 \leq s \leq s_C \), we define the curvilinear integral

\[
(26) \quad \int_C \{y^0 L(t, x(t, p), u(t, p)) + y f(t, x(t, p), u(t, p))\} \, dt + z(t, p) \, dp
\]

\[
= \int_0^{s_C} \left( \{y^0(s) L(t(s), x(t(s), p(s)), u(t(s), p(s)))
\]

\[
+ y(s) f(t(s), x(t(s), p(s)), u(t(s), p(s)))) \right) \frac{dt}{ds} + z(t(s), p(s)) \frac{dp}{ds} \right) \, ds
\]

for any admissible pair of functions \( (25) \) such that \( \{y^0 L + y f\}(dt/ds) + z(dp/ds) \) is a measurable function of the arc length \( s \) along \( C \). This integral defines the functional for the class of bounded rectifiable curves \( C \) and admissible pairs of functions \( (25) \). Our task is to study its independence.

Similarly as in §3 we introduce the notion of an exact set, i.e. a subset \( \hat{P} \) of \( P \) is called an exact set if, for each bounded rectifiable curve \( C \subset \hat{P} \) with ends
(t_1, p_1), (t_2, p_2), having the property that the expression \(\{y^0L + yf\}(dt/ds) + z(dp/ds)\) at almost every point of \(C\) takes the same value for all admissible pairs (25), we have

\[
\int_C \{y^0L(t, x(t, p), u(t, p)) + yf(t, x(t, p), u(t, p))\} \, dt + z(t, p) \, dp = V(t_1, p_1) - V(t_2, p_2)
\]

for each admissible pair \(z(t, p) \in Z(t, p), u(t, p) \in U(t, p), (t, p) \in P\).

Since the general concept of the study of the independence of functional (26) is quite similar to Young's theory, we use the same notions of a spray of flights, a chain of flights, and a concourse of flights.

**Spray of flights.** Let \(\Sigma\) denote (see (11)), analogously as in §3, a family of arcs described by functions

\[
z(t, \sigma), u(t, \sigma), (t, \sigma) \in S.
\]

Further, by \(\Sigma^*\) we denote a family of arcs of c.l.f. which correspond to the arcs of \(\Sigma\) and which are obtained by giving to functions (28) the corresponding function

\[
p(t, \sigma, \rho), (t, \sigma, \rho) \in S^*.
\]

As before, \(z(t, \sigma), p(t, \sigma, \rho)\) will be supposed extended to the sets \([S],[S^*]\), and the sets \(E^-, E, E^+, [E]\) means here exactly the same as in §3. But now, \([E^*], E^*, E^*+, [E^*]\) will denote the sets of values of pairs \((t, p(t, \sigma, \rho))\) with \((t, \sigma, \rho)\) in \(S^-, S^*, S^*+, [S]\), whereas those of pairs \((t, z(t, \sigma))\) with \((t, \sigma)\) in \(S^-, S, S^+, [S]\) will be \(D^-, D, D^+, [D]\).

We write (when \((\sigma, \rho(\sigma)) \in \bar{G}\)) \(V^+(\sigma)\) for the expression

\[
V(t^+(\sigma), p(t^+(\sigma), \sigma, \rho(\sigma))).
\]

We assume the following hypotheses:

\((H3') = (H3)\).

The function \(z(t, \sigma)\) is \(C^1\) in \([S]\) and \(u(t, \sigma)\) is Borel measurable in \([S]\). For given \((\sigma_0, \rho_0)\) in \(\bar{G}\) and any small neighborhood \(G_0 \subset G\) of \(\sigma_0\), there exists in \(G_0\) a function \(\rho(\sigma)\) such that \(\rho(\sigma_0) = \rho_0\), all points \((\sigma, \rho(\sigma))\) for \(\sigma \in G_0\) lie in \(\bar{G}\), and \(\bar{p}(t, \sigma) = p(t, \sigma, \rho(\sigma))\) is \(C^1\) in \(\{(t, \sigma) | t^-(\sigma) \leq t \leq t^+ (\sigma), \sigma \in G_0\}\).

The maps \(S^* \rightarrow E^*\), \(S \rightarrow E^*\) defined by \((t, \sigma, \rho) \rightarrow (t, p(t, \sigma, \rho))\) are descriptive in the following sense: given any sufficiently small rectifiable curve \(C \subset E^*\) (or \(C \subset E^*\)) issuing from \((t_0, p(t_0, \sigma_0, \rho_0))\), there exists a sufficiently small rectifiable curve \(\Gamma \subset S^*\) (or \(\Gamma \subset S\)) issuing from \((t_0, \sigma_0)\) such that each small arc of \(C\) issuing from \((t_0, p(t_0, \sigma_0, \rho_0))\) is the image under the map

\[(t, \sigma) \rightarrow (t, p(t, \sigma, \rho(\sigma)))\]

of a small arc of \(\Gamma\) issuing from \((t_0, \sigma_0)\) where \(\rho(\sigma)\) is as in \((H4')\).
The maps $S^- \to D^-$, $S \to D$ defined by $(t, \sigma) \to (t, z(t, \sigma))$ have the following property: given any arc $C_z \subset D^-$ (or $C_z \subset D$) with the description $t_1 \leq r \leq t_2$, $(-x^0(\tau), x(\tau))$ where $x(t)$ is a trajectory of an admissible pair $x(t), u(t)$, $t \in [a, b]$, $x(a) = c$, there exists a rectifiable curve $C \subset S^-$ (or $C \subset S$) issuing from $(t_1, z(t_1, \sigma_1))$, such that every small arc of $C_z$ issuing from $(t_1, z(t_1, \sigma_1))$ is the image under the map $(t, \sigma) \to (t, z(t, \sigma))$ of a small arc of $C$ issuing from $(t_1, \sigma_1)$.

If hypotheses (H3')-(H5'), (H8) with those on $t^-(\sigma), t^+(\sigma), G$ are satisfied, then $\Sigma$ will be called a spray of flights and $\Sigma^*$ a canonical spray of flights.

Note that these assumptions are analogous to (H3)-(H5) except the assumptions on $z(t, \sigma)$ and $p(t, \sigma, \rho)$ which are now stronger and this is still an undesirable restriction. It is so because we, in fact, still use the analogous technique of proofs as in Young’s theory.

For $(t, p) \in [E^*] \subset P$, let $Z_{\Sigma}(t, p) \subset Z(t, p)$ and $U_{\Sigma}(t, p) \subset U(t, p)$ stand for the sets of values of $z(t, \sigma)$ and $u(t, \sigma)$ at those $(t, \sigma, \rho) \in [S^*]$ for which $p(t, \sigma, \rho) = p$. For $(t, x) \in [E] \subset S, P_{\Sigma}(t, x) \subset P(t, x)$ denotes the set of values of $p(t, \sigma, \rho)$ at those $(t, \sigma, \rho) \in [S^*]$ for which $x(t, \sigma) = x$. By $z_{\Sigma}(t, p) \in Z_{\Sigma}(t, p)$, $u_{\Sigma}(t, p) \in U_{\Sigma}(t, p)$ and $p_{\Sigma}(t, x) \in P_{\Sigma}(t, x)$, $u_{\Sigma}(t, x) \in U_{\Sigma}(t, x)$ we denote admissible pairs of functions $z(t, p), u(t, p)$ and $p(t, x), u(t, x)$ defined in $[E^*]$ and $[E]$, respectively, and term them functions relative to $\Sigma$. An exact subset $P \subset [E^*]$ for $z(t, p) \in Z_{\Sigma}(t, p)$, $u(t, p) \in U_{\Sigma}(t, p)$, $(t, p) \in [E^*]$, will further be termed a relative exact set.

Assume we are given a spray of flights for which the set $E^{**}$ is relative exact. We state analogous lemmas and theorems as in Young’s theory.

**Lemma 1'.** For each $(\sigma_0, \rho_0) \in \tilde{G}$, there are a set $G_0 \subset G$ and a function $\rho(\sigma)$, described in (H4') such that there exists a continuous derivative $\tilde{V}_{\sigma}^+(\sigma)$ in $G_0$, equal to $-y^0L_\sigma^+ - (y_1)x_\sigma^+ - z_\sigma^+$, i.e. for $\sigma \in G_0$ and $t = t^+(\sigma)$,

$$
\tilde{V}_{\sigma}^+(\sigma) = -y^0(\sigma, \rho(\sigma))\tilde{L}(t, \sigma)t_{\sigma}^+(\sigma) - \frac{d}{dt}(x(t, \sigma)y(t, \sigma, \rho(\sigma)))t_{\sigma}^+(\sigma) - z(t, \sigma)p_{\sigma}^+(t, \sigma)
$$

where $p(t, \sigma, \rho(\sigma))$.

**Proof.** Let $(t_0, \sigma_0, \rho_0)$ be any point of $S^{**}$. Let $G$ be the same as in the proof of Lemma 1 and let $G_0, \rho(\sigma)$ be as in (H4'). Now let $C$ be the image of $G$ in $E^{**}$ under the map $(t, \sigma) \to (t, p(t, \sigma, \rho(\sigma)))$ with ends $(t_0, p_0), (t_1, p_1)$. From the relative exactness of $E^{**}$ we get

$$
V(t_0, p_0) - V(t_1, p_1)
= \int_C \{y^0L(t, z(t, p), u(t, p)) + yf(t, z(t, p), u(t, p))\} dt + z(t, p) dp
$$

$$
= \int_C \{y^0(\sigma, \rho(\sigma))\tilde{L}(t, \sigma) + y(t, \sigma, \rho(\sigma))\tilde{f}(t, \sigma) + x(t, \sigma)y(t, \sigma, \rho(\sigma))\} dt
$$

$$
+ z(t, \sigma)p_{\sigma}(t, \sigma) d\sigma
= \tilde{V}(\sigma_0) - \tilde{V}(\sigma_1).
$$

Proceeding analogously as in the proof of Lemma 1, we obtain the assertion of our lemma.
LEMMA 2'. Let $\Gamma$ denote any small rectifiable curve in $[S]$ with $(t_0, \sigma_0)$ as the initial point and $(t_1, \sigma_1)$ as the terminal one. Then there exist a set $G_0 \subset G$ and $\rho(\sigma)$ in $G_0$ (see (H4')) such that

$$\int_{\Gamma} \frac{d}{dt} (z(t, \sigma) \bar{p}(t, \sigma)) dt + \frac{d}{d\sigma} (z(t, \sigma) \bar{p}(t, \sigma)) d\sigma = V(t_0, \bar{p}(t_0, \sigma_0)) - V(t_1, \bar{p}(t_1, \sigma_1))$$

where $\bar{p}(t, \sigma) = p(t, \sigma, \rho(\sigma))$.

The proof follows directly from the definition of the function $V(t, p)$. Similarly, as in Corollary 1, we obtain

COROLLARY 1'. In the set $S^*+$ the quantity $pz_\sigma$ is identically zero.

We also have (compare to Lemma 3)

LEMMA 3'. Let $C$ be a rectifiable curve lying, together with its terminal points, in $E^*-p$ or in $E^*$. Then $C$ is bounded and there exist Borel measurable functions $z_\Sigma(t, p), u_\Sigma(t, p)$ along $C$ relative to $\Sigma$. Furthermore, the functions $z_\Sigma(t, p), L(t, x_\Sigma(t, p), u_\Sigma(t, p), f(t, x_\Sigma(t, p), u_\Sigma(t, p)))$ are bounded along it.

LEMMA 4'. On each arc of the canonical spray of flights $\Sigma^*$ the expression $pz_\sigma$ takes a constant value.

PROOF. The proof is quite similar to that of Lemma 4. But, for the reader's convenience, we present the details. Let $(t', \sigma', \rho')$ be any point of $S^*$ and $z'(t) = (-x'(t), x'(t)), p'(t) = (y'(t), y'(t)), u'(t)$ the corresponding values of the functions $z(t, \sigma), p(t, \sigma, \rho'), u(t, \sigma'), t \in [t', t'(\sigma')]$. Further, let $\alpha$ stand for any coordinate of the vector $\sigma \in G$. By performing in different orders the operations of integration in $t$ and differentiation in $\alpha$, on relation (2), and then differentiating in $t$, we get the following relation calculated at the point $(t, \sigma'), t \in [t', t'(\sigma')]$:

$$\frac{\partial}{\partial t} x_\alpha(t, \sigma) = \frac{\partial}{\partial \alpha} \bar{f}(t, \sigma)$$

and, analogously, at this point we find

$$\frac{\partial}{\partial t} x_0(t, \sigma) = \frac{\partial}{\partial \alpha} \bar{L}(t, \sigma).$$

From (4) and (H3') we obtain at $(t, \sigma')$, for almost all $t$ in $[t', t'(\sigma')]$,

$$x_\alpha(t, \sigma) \frac{\partial}{\partial t} y'(t) = -y'(t) f_s(t, x'(t), u'(t)) x_\alpha(t, \sigma)$$

and, by the definition of $y^0$, we have at this point

$$x_0(t, \sigma) \frac{\partial}{\partial t} y^0 = 0.$$
Hence, using \((H3')\) and next (5), we get

\[
\frac{\partial}{\partial t}(p'z_{\sigma}) = 0 \quad \text{at } (t, \sigma') \text{ for almost all } t \in [t', t^+(\sigma')).
\]

Integrating this equality in the interval \([t', t^+(\sigma'))\), we easily conclude the proposition of the lemma.

We put \(\bar{V}(s) = V(t(s), p(s))\) along any rectifiable curve \(C\) in \(E^{*-}\) or \(E^*\) with the arc length description \(t = t(s), p = p(s), 0 \leq s \leq s_C\).

**Theorem 1'.** If the identity \(pz_{\sigma} = 0\) holds in \(S^{*-}\) or \(S^*\), then the function \(\bar{V}(s)\) is absolutely continuous along \(C\) and, for almost all \(s\) in \([0, s_C]\),

\[
\frac{d}{ds} \bar{V}(s) = - \left( \{y^0(s)L(t(s), x_{\Sigma}(t(s), p(s)), u_{\Sigma}(t(s), p(s))) \right) \frac{dt}{ds} \\
+ y(s)f(t(s), x_{\Sigma}(t(s), p(s)), u_{\Sigma}(t(s), p(s))) \right) \frac{dp}{ds} \\
+ z_{\Sigma}(t, p) \frac{dp}{ds}
\]

for each admissible pair \(z_{\Sigma}(t, p), u_{\Sigma}(t, p), (t, p) \in [E^*]\).

**Proof.** We limit ourselves to the case when \(C\) is contained in \(E^*\). The proof of the second assertion is analogous. Let \(e(s) = (dt/ds, dp/ds)\) stand for the direction of the tangent to \(C\) defined for a.e. \(s\) in \([0, s_C]\). Let \(s_0\) be any point in \([0, s_C]\) such that \(e(s)\) is approximately continuous at it. We set \(t_0 = t(s_0), (y_0, p_0) = p = p(s_0) = (y^0(s_0), y(s_0)), e_0 = e(s_0), t_0 = dt(s_0)/ds, p_0 = dp(s_0)/ds\). Let \(z_0 = (-x_0, x_0), u_0\) be any admissible vectors from the sets \(Z_{\Sigma}(t_0, p_0), U_{\Sigma}(t_0, p_0)\) and let \((t_0, \sigma_0, p_0)\) be any point in \(S^*\) for which \(p(t_0, \sigma_0, p_0) = p_0, u(t_0, \sigma_0) = u_0\).

We also put \(f_0 = f(t_0, x_0, u_0)\) and \(L_0 = L(t_0, x_0, u_0)\).

Denote by \(\Gamma\) a rectifiable curve in \(S\) such that small arcs of the curve \(C\), issuing from \((t_0, p_0)\), are, in accordance with \((H5')\), the images under the map \((t, \sigma) \to \gamma(t, \sigma, p(\sigma)))\) of small arcs \(\gamma\) of \(\Gamma\) issuing from \((t_0, \sigma_0)\). Let now

\[
t = t(v), \quad \sigma = \sigma(v), \quad v \in I = [0, h],
\]

be the arc length parametric description of \(\gamma\), such that the point \((t_0, \sigma_0)\) should correspond to the value of 0. Next, define a continuous increasing function \(s = s(v), v \in I\), such that \(s(0) = s_0\), which satisfies in \(I\) the relations

\[
t = t(v), \quad p(s(v)) = p(t(v), \sigma(v), \rho(\sigma(v)))
\]

where \(\rho(\sigma)\) is suitably chosen according to \((H5')\) and \((H4')\). We shall write \(\bar{p}(t, \sigma)\) for \(p(t, \sigma, \rho(\sigma))\).

Denote by \(\Delta s\) and \(\Delta \bar{V}\) the corresponding differences in \(s\) and in \(\bar{V}(s)\) at the ends of a small arc of \(C\) issuing from \((t_0, p_0)\), being the image of \(\gamma\). By assumption, \(\bar{p}z_{\sigma} = 0\) along \(\gamma\). Hence, and from Lemma 2', we conclude, taking account of (31), that

\[
-\Delta \bar{V} = \int_{\gamma} \frac{d}{dt} (z(t, \sigma)\bar{p}(t, \sigma)) dt + \frac{d}{d\sigma} (z(t, \sigma)\bar{p}(t, \sigma)) d\sigma - \int_{\gamma} \bar{p}(t, \sigma)z_{\sigma}(t, \sigma) d\sigma
\]

\[
= \int_{\gamma} \left\{ y^0(\sigma(v), \rho(\sigma(v)))\bar{L}(\bar{t}(v), \sigma(v)) + y(\bar{t}(v), \sigma(v)) \right\} \frac{dt}{ds} + z(\bar{t}(v), \sigma(v)) \frac{dp}{ds} ds(v).
\]
Since \( \tilde{p}(t,\sigma), \tilde{L}(t,\sigma), \tilde{f}(t,\sigma) \) are continuous on \( \gamma \) we deduce that they are bounded in \( I \). This, along with (32), implies the uniform boundedness of the ratio \( \Delta \tilde{V}/\Delta s \) for all sufficiently small \( \Delta s \). Thus the function \( \tilde{V}(s) \) is locally Lipschitz and, hence, absolutely continuous in \([0,s_C]\). This proves the first assertion of the theorem.

To prove the second, it is enough to show that
\[
\lim_{\Delta s \to 0} \frac{\Delta \tilde{V}}{\Delta s} = -(\{y_0^0L_0 + y_0f_0\}t_0 + z_0\tilde{p}_0) \quad \text{as } \Delta s \to 0.
\]

But this is quite analogous to the corresponding part of the proof of Lemma 25.3 in [12, Volume II] if we take there
\[
\varphi = \varphi(v) = (\{y^0\tilde{L} + y\tilde{f}\} dt/ds + zdp/ds) - (\{y^0L_0 + y_0f_0\}t_0 + z_0\tilde{p}_0).
\]

**COROLLARY 2'**. With the same assumption, the set \( E^{**} \) or \( E^* \) is a relative exact set.

**PROOF.** For each fixed rectifiable curve \( C \) lying in \( E^{**} \) or \( E^* \), the function \( \tilde{V}(s) \) is absolutely continuous and satisfies (30) for all admissible pairs \( z_2(t,p), u_2(t,p) \), \((t,p) \in [E^*]\). By Lemma 3', we may integrate (30) along \( C \) and, as a result, we obtain the equality which defines the relative exactness.

An immediate consequence of Corollary 1', Lemma 4' and Corollary 2' is

**COROLLARY 3'**. The sets \( E^{**} \) and \( E^* \) are relative exact.

By Theorem 1' and Corollary 3', we have information about curves in \( E^{**} \) or \( E^* \), i.e. in the \((t,p)\)-space but, in fact, we seek information about curves lying in \( E^- \) or \( E \), i.e. in the \((t,z)\)-space. Thus, let \( C_z \) denote any small arc contained in \( D^- \) (or \( D \)), with the description \( t_1 \leq t \leq t_2 \), \((\tilde{x}(t), x(t)) \) where \( x(t) \) is a trajectory of an admissible pair \( x(t), u(t), t \in [a,b], x(a) = c, x^0(t) = \int_t^b L(\tau, x(\tau), u(\tau)) d\tau + l(x(b)) \), issuing from \((t_1,z(t_1,\sigma_1))\). We also represent \( C_z \) in terms of its arc length \( s \) as \( t = t(s), z = (x^0(s), x(s)) = z(s) \). Let further \( \Gamma \) denote a rectifiable curve in \( S^- \) (or \( S \)) such that small arcs of \( C_z \) issuing from \((t_1,z(t_1,\sigma_1))\) are, in accordance with (H8), the images under the map \((t,\sigma) \to (t,z(t,\sigma))\) of small arcs of \( \Gamma \) issuing from \((t_1,\sigma_1)\). We represent \( \Gamma \) in terms of its arc length \( \lambda \) by functions \( \tilde{t}(\lambda), \tilde{z}(\lambda) \), so that the point \((t_1,\sigma_1)\) corresponds to \( \lambda = 0 \). We can then define a continuous increasing function \( s(\lambda) \) having its inverse \( \lambda(s) \), which satisfies the relation
\[
(33) \quad t(s(\lambda)) = \tilde{t}(\lambda), \quad z(s(\lambda)) = z(\tilde{t}(\lambda), \tilde{z}(\lambda)).
\]

In turn, let \( C_p \) be the image under the map \((t,\sigma) \to (t,p(t,\sigma,\rho(\sigma)))\) of \( \Gamma \), where \( \rho(\sigma) \) is suitably chosen in accordance with (H4'), issuing from
\[
(t_1, \tilde{p}(t_1,\sigma_1)) = (t_1, p(t_1,\sigma_1,\rho(\sigma_1))) = (t_1, p_1) = (t_1, y_1^0, y_1).
\]

We easily see that to small arcs of \( \Gamma \) issuing from \((t_1,\sigma_1)\) there correspond small arcs of \( C_p \) issuing from \((t_1,p_1)\). Thus we can express the final points of the small arcs of \( C_p \) as a function of \( s \). Denote by \((t_2,p_2)\) the terminal point of \( C_p \) which corresponds to that of \( C_z \). \((t_2, x^0(t_2), x(t_2))\).

By the same arguments as in Lemma 3, along arc \( t_1 \leq t \leq t_2 \), \( x(\tau) \) lying in \( E^- \) (or \( E \)), there exist Borel measurable functions \( p_\Sigma(t,x), u_\Sigma(t,z), (t,z) \in [E] \); moreover, the functions \( p_\Sigma(t,x), L(t,x, u_\Sigma(t,x)), f(t,x, u_\Sigma(t,x)) \) are bounded along it.
LEMMA 6. With the above notations, the following relation

\[ V(t_1, p_1) - V(t_2, p_2) - x(t_2)y_2 + x(t_1)y_1 + x^0(t_2)y_2^0 - x^0(t_1)y_1^0 = \int_C \left( y_2^0(t, x)L(t, x, u_\Sigma(t, x)) + y_\Sigma(t, x)f(t, x, u_\Sigma(t, x)) \right) dt - p_\Sigma(t, x)dz \]

holds for each admissible pair \( p_\Sigma(t, x), u_\Sigma(t, x) \), \( (t, x) \in [E] \).

PROOF. The proof is similar to the proofs of Theorem 1' and Lemma 25.3 from [12, p. 273]. Thus, we only sketch it. For convenience, we assume that \( (t_1, z(t_1, \sigma_1)) \) is a point of approximate continuity of the derivative \( (dt/ds, dz/ds) \) of the function \( (t(s), z(s)) \) Let \( \gamma \) be a sufficiently small arc of \( \Gamma \) issuing from \( (t_1, \sigma_1) \), defined in the interval \( I = [0, \lambda_2] \) of values of \( \lambda \), i.e. the functions \( \bar{\ell}(\lambda), \bar{\sigma}(\lambda) \) are defined in \( I \). Denote by \( \Delta V \) the difference in \( V(t, p) \) at the ends of a small arc of \( C_p \) issuing from \( (t_1, p_1) \) and being the image of \( \gamma \). Since the set \( E^* - (E^*) \) is relative exact, therefore taking into account the above notations and the relations from (33), we obtain

\[
\begin{align*}
- \Delta V &= x(\bar{\ell}(\lambda_2))y(\bar{\ell}(\lambda_2), \bar{\sigma}(\lambda_2), \rho(\bar{\sigma}(\lambda_2))) + x(t_1)y_1 \\
&\quad + x^0(\bar{\ell}(\lambda_2))y^0(\bar{\sigma}(\lambda_2), \rho(\bar{\sigma}(\lambda_2))) - x^0(t_1)y^0_1 \\
&= \int_{\gamma} \left( y_0^0(\sigma, \rho(\sigma))L(t, \sigma) + y(t, \sigma, \rho(\sigma))f(t, \sigma) \right) \\
&\quad + x(t, \sigma)y_\Sigma(t, \sigma, \rho(\sigma)) dt + z(t, \sigma)p_\sigma(t, \sigma) d\sigma \\
&\quad - \int_{\gamma} \left[ (z_\Sigma(t, \sigma)p(t, \sigma) + z(t, \sigma)p_\sigma(t, \sigma)) dt + (p(t, \sigma)z_\sigma(t, \sigma) + z(t, \sigma)p_\sigma(t, \sigma)) d\sigma \\
&= \int_I \left[ (y_0(\bar{\sigma}(\lambda), \rho(\bar{\sigma}(\lambda)))L(\bar{\ell}(\lambda), \bar{\sigma}(\lambda)) \\
&\quad + y(\bar{\ell}(\lambda), \bar{\sigma}(\lambda), \rho(\bar{\sigma}(\lambda)))f(\bar{\ell}(\lambda), \bar{\sigma}(\lambda))) \right] ds(\lambda). 
\end{align*}
\]

Proceeding quite analogously as in the corresponding part of the proof of Theorem 1', we find the assertion of the lemma.

Chain of flights. The definitions of a chain of flights and a canonical chain are assumed the same as in §3 (with new meanings of a spray of flights and a canonical spray of flights).

If, in the set \( S^{1+}_i = \{ (t, \sigma^1, \rho^1) | t = t^+(\sigma^1), (\sigma^1, \rho^1) \in \widetilde{G}^1 \} \) of \( \Sigma^*_1 \), \( \widetilde{G}^1 \) is a set of parameters \( (\sigma^1, \rho^1) \) associated with the canonical spray \( \Sigma^*_1 \) of a canonical chain of flights, the quantity \( p_\Sigma \sigma_1 \) is identically zero, then, by Lemma 4' and Corollary 2' (see Corollary 3'), the sets \( E^{-1}_i, E^*_i \) of \( \Sigma^*_i \) of the canonical chain are relative exact and, thus, all the sets \( E^*_i, E^*_i^{-} \) of \( \Sigma^*_i, i = 2, \ldots, N, \ldots \), of this chain are also relative exact; such a canonical chain will be termed an exact canonical chain.

The sets \( E^{-1}_i, E^*_i \) of \( \Sigma_i \) of a chain of flights are constituent sets here, too, but now, canonical constituent sets of a canonical chain are \( E^{-1}_i, E^*_i \) of \( \Sigma^*_i \) (defined in this section).

A canonical chain for which the set \( S^{1+}_i \) of \( \Sigma^*_i \) has the form \( \{ (t, \sigma^1, \rho^1) | t = b, (\sigma^1, \rho^1) \in \widetilde{G}^1 \} \) will be called a distinguished canonical chain.

LEMMA 5'. Given any distinguished canonical chain, the quantity \( p_\Sigma \sigma_1 \) is identically zero in the set \( S^{1+}_1 \) of \( \Sigma^*_i \).
PROOF. It suffices to notice the smooth (by (H4')) function \((x(b, \sigma^1), l(x(b, \sigma^1)))\), \(\sigma^1 \in G^1\), is a parametric description of the graph of the function \(l(x)\) restricted to the projection of \(E^1_1\) of \(\Sigma_1\) onto the \(x\)-space, and that the tangent space at each point of this graph is spanned by the columns of the matrix \((x_{\sigma^1}, l^+_\omega)\) where \(l^+(\sigma^1) = l(x(b, \sigma^1))\), and, at last, to use (6).

Analogously to Theorem 2 we have

**THEOREM 2'.** Each distinguished canonical chain is an exact canonical chain.

A concourse of flights. The general concept of a concourse of flights is here the same as in Young's theory. We only change the space in which we study exact sets. Thus, we now denote by \(K\) the family of all bounded rectifiable curves lying in \(P\), and by \(P_n, n = 1, 2, \ldots\), a finite or countable system of disjoint subsets of \(P\) whose union is \(P\) and such that each \(P_n\) should be contained in some canonical constituent set of a canonical chain.

Analogously as in §3 we define the classes of curves \(K_0, K_1, K_2\) and the condition that \(P\) is the unimpaired union of the sets \(P_n\).

Denote by \(M\) the family of all arcs of admissible trajectories \(x(t), t \in [a, b]\), such that \(x(a) = c\) and their graphs are contained in \(T\). An arc from \(M\) will be called a fragment if its interior portion lies in some \(T_n\) \((T_n, n = 1, 2, \ldots, \) are the same as in §3). The class of such fragments is denoted by \(M_0\). If the class \(M\) can be derived from \(M_0\) by a finite fusion, then the set \(T\) will be termed the unimpaired union of the sets \(T_n\).

A concourse of flights is a finite or countable infinite system of distinguished canonical chains such that \(P\) is the unimpaired union of the canonical constituent sets of these chains, while \(T\) is the unimpaired union of their constituent sets (i.e. the constituent sets of their projections: the chains of flights).

Let \(t(s), p(s) = (y^0(s), y(s)), 0 \leq s \leq s_C\), be the arc length description of any bounded rectifiable curve \(C\) in \(P\). We assume

\[
\begin{align*}
\text{There exists in } P \text{ an admissible pair of functions } &z(t, p) \in Z(t, p), \\
u(t, p) \in U(t, p), (t, p) \in P, \text{ such that the expression} & \\
(H7') \left\{y^0(s)L(t(s), x(t(s), p(s)), u(t(s), p(s))) \\
+ y(s)f(t(s), x(t(s), p(s)), u(t(s), p(s)))) \right\} \frac{dt}{ds} + z(t(s), p(s)) \frac{dp}{ds}
\end{align*}
\]

does not exceed along \(C\) some integrable function of the arc length \(s\) of \(C\).

Proceeding similarly as in the proof of Theorem 29.1 of [12, p. 280] changing suitable expressions (compare §3), we find

**THEOREM 3'.** Assume that a concourse of flights exists and hypothesis (H7') is satisfied. Then the function \(\bar{V}(s)\) is absolutely continuous in \([0, s_C]\) and, for almost
every $s$ in $[0, s_C]$, 

\[
\frac{d}{ds} V(s) = - \left( \{ y^0(s)L(t(s), x(t(s), p(s)), u(t(s), p(s))) \\
+ y(s)f(t(s), x(t(s), p(s)), u(t(s), p(s)))) \} \frac{dt}{ds} + z(t(s), p(s)) \frac{dp}{ds} \right)
\]

for each admissible pair $z(t, p) \in Z(t, p)$, $u(t, p) \in U(t, p)$, $(t, p) \in P$.

**COROLLARY 4'.** Suppose that the assumptions of Theorem 3' are satisfied. Then $P$ is an exact set and, in particular, we have the relation

\[
\int_C \{ y^0L(t, x(t), u(t)) + yf(t, x(t), u(t)) \} \, dt + z(t, p) \, dp = V(t_1, p_1) - V(t_2, p_2)
\]

where $(t_1, p_1), (t_2, p_2)$ are the initial and final points of $C$ and $z(t, p), u(t, p), (t, p) \in P$, is an admissible pair of functions.

Suppose the same as above. Let $C_x$ denote any arc of an admissible trajectory $x(t)$ under control $u(t), t \in [a, b]$, such that $x(a) = c$ and the graph of $x(t)$ is contained in $T$. We assume $C_x$ defined in $[t_1, t_2] \subset [a, b]$ and, for $t$ in $[t_1, t_2]$, we set

\[
x^0(t) = \int_t^b L(\tau, x(\tau), u(\tau)) \, d\tau + l(x(b)).
\]

Define $C_z$ as an arc with the description $t_1 \leq t \leq t_2, (-x^0(t), x(t))$.

By hypothesis, there is a decomposition of $T$ into disjoint subsets $T_n$, each of which is a subset of every constituent set $Q$ of the chains of flights of our concourse, such that $Q$ meets $T_n$. We define the families $M$ and $M_0$ as above. Of course, our $C_x$ belongs to $M$. Denote further by $\overline{C}_x$ a subarc of $C_x$ defined in $[\overline{t}_1, \overline{t}_2]$ which belongs to $M_0; \overline{C}_x$ is a subarc of $C_x$ corresponding to $\overline{C}_x$. Let $\Sigma$ be any spray of flights of one of our chains, such that $\overline{C}_x$ meets either the set $E^-$ or the set $E$ of $\Sigma$, i.e. $\overline{C}_x$ lies in some $T_n$ wholly contained in $E^-$ or in $E$. In accordance with (H8) and the considerations preceding Lemma 6, there is a rectifiable curve $\overline{C}_p$ corresponding to the arc $\overline{C}_x$, contained in the set $E^{*-1}$ or $E^*$ of $\Sigma^*$, with ends $(\overline{t}_1, \overline{p}_1), (\overline{t}_2, \overline{p}_2)$, which (by Lemma 3') is bounded. Hence, by Lemma 6, we have equality (34) for $\overline{C}_x$. The arc $C_x$ is a finite fusion of members of $M_0$, thus there is a rectifiable curve $C_p$ corresponding to $C_x$, contained in $P$, with ends $(t_1, p_1) = (t_1, y^0_1, y_1)$, $(t_2, p_2) = (t_2, y^0_2, y_2)$, which is bounded. In this manner we have proved

**COROLLARY 5'.** With the above hypotheses and notations, the relation

\[
V(t_1, p_1) - V(t_2, p_2) - x(t_2)y_2 + x(t_1)y_1 + x^0(t_2)y_2^0 - x^0(t_1)y_1^0
= \int_{t_1}^{t_2} \left[ (y^0(t, x(t))L(t, x(t), u(t, x(t))) + y(t, x(t))f(t, x(t), u(t, x(t)))) \right. \\
\left. - \left( y^0(t, x(t))L(t, x(t), u(t)) + y(t, x(t))f(t, x(t), u(t)) \right) \right] \, dt
\]

holds for some admissible pair $p(t, x), u(t, x), (t, x) \in T$.

The last corollary allows one to use the theory described in this section for establishing sufficient conditions for a relative minimum of $J$. 
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**Theorem 4'.** Assume that a concourse of flights exists and hypothesis (H7') is satisfied. Let a trio of functions \( z^*(t) = (-x^0*(t), x^*(t)) \), \( p^*(t) = (y^0*, y^*(t)) \), \( u^*(t), t \in [a, b] \), such that \( x^*(a) = c, x^0*(t) = \int_a^b L(\tau, x^*(\tau), u^*(\tau)) \, d\tau + l(x^*(b)) \), be a member of our concourse. Then the pair \( x^*(t), u^*(t) \) affords a strong minimum to \(-y^0*J\), in fact, to

\[ -\int_a^b \left( y^0* L(t, x(t), u(t)) + y^*(t) \left( \frac{dx(t)}{dt} - f(t, x(t), u(t)) \right) \right) \, dt - y^0*l(x(b)) \]

relative to all admissible pairs \( x(t), u(t), t \in [a, b], x(a) = c, \) for which the graphs of \( x(t) \) are contained in \( T \).

**Proof.** The proof follows directly from Corollary 5' (equality (37) is taken with \( t_1 = a, t_2 = b, p_1 = p^*(a) \)), from the definition of \( V(t, p) \) and (5). Indeed, for any admissible pair \( x(t), u(t), t \in [a, b], x(a) = c, \) such that the graph of \( x(t) \) lies in \( T \) and for the notations corresponding to it (by Corollary 5'), we have

\[ y^0* \int_a^b L(t, x^*(t), u^*(t)) \, dt + y^0*l(x^*(b)) = y^0* \int_a^b L(t, x(t), u(t)) \, dt - y^0*l(x(b)) \]

\[ = V(a, p^*(a)) + x(a)y^*(a) - x^0(a)y^0* - V(b, p_2) - x(b)y_2 + x^0(b)y_2^0 \]

\[ = \int_a^b \left[ y^0(t, x(t))(L(t, x(t), u(t, x(t)))) - L(t, x(t), u(t))) \right] \, dt > 0. \]

**Remark 1.** The expression in square brackets under the last integral in (38) is the Weierstrass excess function for the Lagrangian

\[ y^0L(t, x, u) + y(t)(dx/dt - f(t, x, u)) \]

(compare [12, pp. 222–224]).

**Remark 2.** First of all, let us observe from (4)–(6) that if, for at least one \( p = (y^0, y) \) in \( P, y^0 \neq 0 \), then we can always make a set of values of the multiplier \( y^0 \) to have a nonempty interior in \( R \) or even to be the entire half-plane in \( R \). Then, from (35) we infer that there exists a partial derivative \( V_{y^0}(t, p) \) at each \( (t, p) \in P \) with \( y^0 \neq 0 \), and that it is equal to \( x^0(t, p); \) so, for any such \( (t, p) \), \( X^0(t, p) \) is a single-element set whose element is \( V_{y^0}(t, p) \).

Next, define the dual value function \( S_D(t, p) \) in the set \( P \) as

\[ S_D(t, p) = \inf \left\{ -y^0 \int_t^b L(\tau, x(\tau), u(\tau)) \, d\tau - y^0*l(x(b)) \right\} \]

where the infimum is taken over admissible pairs \( x(\tau), u(\tau), \tau \in [t, b] \), whose trajectories start at \( x(t, p), x(t, p) \in X(t, p) \), and graphs are contained in \( T \). Proceeding similarly as in the proof of Theorem 4', from Corollary 5' we obtain that, for each \( (t, p) \in P \) the infimum in (39) is attained and equals \( y^0x^0(t, p) \). This means that the existence of the dual value function \( S_D \) is determined by the existence of a concourse of flights, thus it can be calculated from relation (37). Now, suppose \( P \) to have interior points at which the function \( V(t, p) \) is differentiable; then by (35), at those points \( V(t, p) \) satisfies the partial differential equation

\[ V_t + H(t, p, V_y) = 0 \]
where \( V_p(t, p) = (V_y^0(t, p), V_y(t, p)) = (x^0(t, p), x(t, p)) \), \( H(t, p, v) = y^0L(t, v, u(t, p)) + yf(t, v, u(t, p)) \) and \( u(t, p) \) is any element of \( U(t, p) \). From the definitions of \( U(t, p), X(t, p) \) and from (5) we also find that at those points

\[
\min\{V_t + yf(t, V_y, u) + y^0L(t, V_y, u) | u \in U(t)\} = 0.
\]

Formula (40) may be considered as the dual partial differential equation of dynamic programming and \( u(t, p) \) as the dual optimal feedback control.

5. Examples. This section consists of two numerical examples.

Example 1. Consider the optimal control problem

\[
\begin{align*}
\text{minimize } & \int_{-2}^{1} (a(t)x^2(t) + b(t)u^2(t)) \, dt - 3x^2(1) \\
\text{subject to } & \\
\frac{dx(t)}{dt} = B(t)u(t) & \text{ a.e. in } [-2, 1], \\
u(t) & \in U(t) \text{ a.e. in } [-2, 1], \\
x(-2) = c, \\
\end{align*}
\]

where \( c \) is any fixed point in \((-1, 0]\),

\[
\begin{align*}
a(t) = \begin{cases} 
12, & -1 \leq t \leq 1, \\
0, & -2 \leq t < -1,
\end{cases} \\
b(t) = \begin{cases} 
t^2, & -1 \leq t \leq 1, \\
1/r, & -2 \leq t < -1,
\end{cases} \\
B(t) = \begin{cases} 
1, & -1 < t \leq 1, \\
-1, & t \in I_{k1} \cup I_{k2} \\
0, & t \in I_{k2} \cup \{-2\},
\end{cases} \\
R = \{0, r\} \cup \{-r\}, \quad -1 \leq t \leq 1, \\
U(t) = \{0, r\} \cup \{-r\}, \quad -2 \leq t < -1,
\end{align*}
\]

\( r \in (1, +\infty), \ I_{k1} = (-1 - 1/2^{3k+1}, -1 - 1/2^{3k}], \)
\( I_{k2} = (-1 - 1/2^{3k+2}, -1 - 1/2^{3k+1}], \ I_{k3} = (-1 - 1/2^{3k+3}, -1 - 1/2^{3k+2}], \)
\( k = 0, 1, 2, \ldots, \bigcup_{k=0}^{\infty} (I_{k1} \cup I_{k2} \cup I_{k3}) = (-2, -1]. \)

Canonical lines of flight \( x(t), y(t), u(t), y^0 \) satisfy the following conditions:

\[
\frac{dy(t)}{dt} = 2a(t)x(t) \quad \text{a.e.,}
\]

\[
\max\{y^0b(t)u^2 + y(t)B(t)u + y^0a(t)x^2(t) | u \in U(t)\} = y^0b(t)u^2(t) + y(t)B(t)u(t) + y^0a(t)x^2(t), \quad \text{a.e.}
\]
\[
y(1) = 6x(1), \quad y^0 = -1.
\]
This implies that
\[ x(t, c_1) = c_1 t^3, \quad y(t, c_1) = 6c_1 t^4, \quad u(t, c_1) = 3c_1 t^2, \quad t \in [-1, 1], \quad c_1 \in R, \]
\[ x(t, c_2) = -c_2^2, \quad y(t, c_2) = c_2^2, \quad u(t, c_2) = 0, \quad t \in [-2, -1], \quad c_2 \in [-1, 1], \]
\[ x(t, c_3) = -r \int_t^{-1} B^2(s) ds + c_3, \quad y(t, c_3) = -c_3, \quad u(t, c_3) = -r B^2(t), \quad t \in [-2, -1], \quad c_3 \in (-\infty, -1], \]
\[ x(t, c_4) = c_4 \int_t^{-1} B^2(s) ds + c_4, \quad y(t, c_4) = -c_4, \quad u(t, c_4) = -c_4 r B(t), \quad t \in [-2, -1], \quad c_4 \in (0, 1/r), \]
\[ x(t, c_5) = r \int_t^{-1} B^2(s) ds + c_5, \quad y(t, c_5) = -c_5, \quad u(t, c_5) = r B^2(t), \quad t \in [-2, -1], \quad c_5 \in [1/r, +\infty). \]

Notice that the trajectories \( x(t, c_1) \) meet at the common point \((0, 0)\), yet assumption (H2) is satisfied.

Now, from the above c.l.f. we form the following canonical sprays of flights:
\[ \Sigma_{11}^*: x(t, \sigma_{11}) = (1 + \sigma_{11}^2) t^3, \quad y(t, \sigma_{11}) = 6(1 + \sigma_{11}^2) t^4, \quad u(t, \sigma_{11}) = 3(1 + \sigma_{11}^2) t^2, \quad t \in [-1, 1], \quad \sigma_{11} \in R, \]
\[ \Sigma_{21}^*: x(t, \sigma_{21}) = \sigma_{21}^2 t^3, \quad y(t, \sigma_{21}) = 6\sigma_{21}^2 t^4, \quad u(t, \sigma_{21}) = 3\sigma_{21}^2 t^2, \quad t \in [-1, 1], \quad \sigma_{21} \in (-1, 1), \]
\[ \Sigma_{31}^*: x(t, \sigma_{31}) = -(1/r + \sigma_{31}^2) t^3, \quad y(t, \sigma_{31}) = -6(1/r + \sigma_{31}^2) t^4, \quad u(t, \sigma_{31}) = 3(1/r + \sigma_{31}^2) t^2, \quad t \in [-1, 1], \quad \sigma_{31} \in R, \]
\[ \Sigma_{41}^*: x(t, \sigma_{41}) = \sigma_{41} t^3, \quad y(t, \sigma_{41}) = 6\sigma_{41} t^4, \quad u(t, \sigma_{41}) = 3\sigma_{41} t^2, \quad t \in [-1, 1], \quad \sigma_{41} \in (0, 1/r), \]
\[ \Sigma_{22}^*: x(t, \sigma_{22}) = -\sigma_{22}^2, \quad y(t, \sigma_{22}) = 6\sigma_{22}^2, \quad u(t, \sigma_{22}) = 0, \quad t \in [-2, -1], \quad \sigma_{22} \in (-1, 1), \]
\[ \Sigma_{1kj}^*: x(t, \sigma_{1kj}) = -r \int_t^{-1} B^2(s) ds - (1 + \sigma_{1kj}^2), \quad y(t, \sigma_{1kj}) = 6(1 + \sigma_{1kj}^2), \quad u(t, \sigma_{1kj}) = -r B^2(t), \quad t \in I_{kj}, \quad \sigma_{1kj} \in R, \quad k = 0, 1, \ldots, \quad j = 1, 2, 3, \]
\[ \Sigma_{3kj}^*: x(t, \sigma_{3kj}) = r \int_t^{-1} B^2(s) ds + (1/r + \sigma_{3kj}^2), \quad y(t, \sigma_{3kj}) = -6(1 + \sigma_{3kj}^2), \quad u(t, \sigma_{3kj}) = r B^2(t), \quad t \in I_{kj}, \quad \sigma_{3kj} \in R, \quad k = 0, 1, \ldots, \quad j = 1, 2, 3, \]
\[ \Sigma_{4kj}^*: x(t, \sigma_{4kj}) = \sigma_{4kj} \int_t^{-1} B^2(s) ds + \sigma_{4kj}, \quad y(t, \sigma_{4kj}) = -\sigma_{4kj}, \quad u(t, \sigma_{4kj}) = -\sigma_{4kj} r B(t), \quad t \in I_{kj}, \quad \sigma_{4kj} \in (0, 1/r), \quad k = 0, 1, \ldots, \quad j = 1, 2, 3. \]
Next, we join the sprays of flights in four distinguished canonical chains of flights:

\[ \Sigma_{21}, \Sigma_{22}, \]
\[ \Sigma_{11}, \Sigma_{101}, \Sigma_{102}, \Sigma_{103}, \Sigma_{111}, \Sigma_{112}, \ldots, \]
\[ \Sigma_{31}, \Sigma_{301}, \Sigma_{302}, \Sigma_{303}, \ldots, \]
\[ \Sigma_{41}, \Sigma_{401}, \Sigma_{402}, \ldots. \]

These chains form a concourse of flights (we easily check that hypotheses (H3)-(H7) are fulfilled, and that a set \( T \) covered by the graphs of l.f. is the unimpaired union of the constituent sets of these chains).

Thus the pair

\[ x(t) = \begin{cases} c, & t \in [-2, -1], \\ -ct^3, & t \in [-1, 1], \end{cases} \quad u(t) = \begin{cases} 0, & t \in [-2, -1], \\ -3ct^2, & t \in [-1, 1] \end{cases} \]

affords (41) a strong minimum relative to all admissible pairs \( x(t), u(t), t \in [-2, 1], x(-2) = c \), for which the graphs of \( x(t) \) are contained in \( T \).

**EXAMPLE 2.** Consider the optimal control problem

\[ \text{minimize } \int_{-1}^{\pi} (a(t)x^2(t) + b(t)u^2(t)) \, dt \]

subject to

\[ \frac{dx(t)}{dt} = B(t)u(t) \quad \text{a.e. in } [-1, \pi], \]
\[ u(t) \in U(t) \quad \text{a.e. in } [-1, \pi], \]
\[ x(-1) = x(\pi) = 0, \]

where

\[ a(t) = \begin{cases} -1/2, & 0 \leq t \leq \pi, \\ 0, & -1 \leq t < 0, \end{cases} \quad b(t) = \begin{cases} 1/2, & 0 \leq t \leq \pi, \\ 1, & -1 \leq t < 0, \end{cases} \]
\[ B(t) = \begin{cases} 1, & 0 < t \leq \pi, \\ -1, & t \in I_{k1} \cup I_{k3}, \\ 0, & t \in I_{k2} \cup \{-1\}, \end{cases} \]
\[ U(t) = \begin{cases} [-1, 1], & 0 \leq t \leq \pi, \\ [-r, r], & -1 \leq t < 0, \end{cases} \quad r \geq 0, \]
\[ I_{kj} = (-1/2^{3k+1}, -1/2^{3k+j-1}], \quad k = 0, 1, \ldots, j = 1, 2, 3, \]
\[ \cup_{k=0}^{\infty} \cup_{j=1}^{3} I_{kj} = (-1, 0]. \]

C.l.f. \( x(t), y(t), u(t), y^0 \) satisfy (42), (43) with new \( a(t), b(t), B(t), U(t) \) and \( y(\pi) \in R, -y^0 \in [0, +\infty), |y(\pi)| + y^0 \neq 0 \). Hence we calculate that

\[ y^0 = -1, \quad x(t, c_1) = c_1 \sin t, \quad y(t, c_1) = c_1 \cos t, \]
\[ u(t, c_1) = c_1 \cos t, \quad t \in [0, \pi], \quad c_1 \in (-1, 1), \]
\[ y^0 = -1, \quad x(t, c_2) = \text{sign} c_2 c_2 \sin t, \quad y(t, c_2) = \text{sign} c_2 c_2 \cos t, \]
\[ u(t, c_2) = \text{sign} c_2 c_2 \cos t, \quad t \in [(t, \pi - t(c_2)], \quad c_2 \in (-\pi/2, -1] \cup [1, \pi/2), \]
where \( t(c_2) \in [0, \pi/2] \) is a solution of the equation \( \sin t = t/|c_2|, \) \( t(c_2) > 0 \) for \( |c_2| > 1 \),

\[
\begin{align*}
y^0 &= -1, \quad x(t, c_2) = \text{sign} \ c_2 t,
\end{align*}
\]

\[
\begin{align*}
y(t, c_2) &= \text{sign} \ c_2 \left( -\frac{1}{2} t^2 + c_2 \cos t(c_2) + t^2(c_2)/2 \right),
\end{align*}
\]

\[
\begin{align*}
u(t, c_2) &= \text{sign} \ c_2, \quad t \in [0, t(c_2)], \quad c_2 \in (-\pi/2, -1] \cup [1, \pi/2),
\end{align*}
\]

\[
\begin{align*}
y^0 &= -1, \quad x(t, c_2) = \text{sign} \ c_2 (-t + \pi),
\end{align*}
\]

\[
\begin{align*}
y(t, c_2) &= \text{sign} \ c_2 \left( \frac{1}{2} t^2 + \pi t + c_2 \cos d - \frac{1}{2} d^2 - \pi d \right), \quad u(t, c_2) = -\text{sign} \ c_2,
\end{align*}
\]

\[
\begin{align*}
y^0(c_3) &= c_3, \quad x(t, c_3) = 0, \quad y(t, c_3) = 0,
\end{align*}
\]

\[
\begin{align*}
u(t, c_3) &= 0, \quad t \in [-1, \pi], \quad c_3 \in (-1,0],
\end{align*}
\]

\[
\begin{align*}
y^0 &= -1, \quad x(t, c_4) = -c_4 \int_t^0 B^2(s) \, ds, \quad y(t, c_4) = c_4,
\end{align*}
\]

\[
\begin{align*}
u(t, c_4) &= c_4 B(t), \quad t \in [-1,0], \quad |c_4| < \min(1,r).
\end{align*}
\]

If \( r < 1 \) (or \( r = 1 \)), then

\[
\begin{align*}
y^0 &= -1, \quad x(t, c_5) = -\text{sign} \ c_5 r \int_t^0 B^2(s) \, ds, \quad y(t, c_5) = \text{sign} \ c_5 (r + c_2^2),
\end{align*}
\]

\[
\begin{align*}
u(t, c_5) &= \text{sign}(y(t, c_5) B(t)) r, \quad t \in [-1,0], \quad |c_5| < \sqrt{1-r} \quad \text{or} \quad c_5 \in R.
\end{align*}
\]

If \( r > 1 \), then

\[
\begin{align*}
y^0 &= -1, \quad x(t, c_6) = -c_6 \int_t^0 B^2(s) \, ds, \quad y(t, c_6) = c_6,
\end{align*}
\]

\[
\begin{align*}
u(t, c_6) &= c_6 B(t), \quad t \in [-1,0], \quad c_6 \in [1, r] \cup [-r, -1].
\end{align*}
\]

All trajectories meet at the point \((0,0)\) but hypothesis \((H2')\) is fulfilled.

We form the following canonical spray of flights for the case \( r = 1 \) (we proceed analogously in the other cases):

\[
\Sigma_0^* : y^0(\sigma_0) = \sigma_0, \quad x(t, \sigma_0) = 0, \quad y(t, \sigma_0) = 0, \quad u(t, \sigma_0) = 0,
\]

\[
\begin{align*}
t &\in [-1, \pi], \quad \sigma_0 \in (-1,0),
\end{align*}
\]

\[
\Sigma_{11}^* : y^0 = -1, \quad x(t, \sigma) = \sigma_{11} \sin t, \quad y(t, \sigma) = \sigma_{11} \cos t,
\]

\[
\begin{align*}
u(t, \sigma) &= \sigma_{11} \cos t, \quad t \in [0, \pi], \quad \sigma_{11} = 1 - \sigma^2, \quad \sigma \in (-1,1),
\end{align*}
\]

\[
\Sigma_{1kj}^* : y^0 = -1, \quad x(t, \sigma) = -\sigma_{11} \int_t^0 B^2(s) \, ds, \quad y(t, \sigma) = \sigma_{11},
\]

\[
\begin{align*}
u(t, \sigma) &= \sigma_{11} B(t), \quad t \in I_{kj}, \quad k = 0, 1, \ldots, \ j = 1, 2, 3,
\end{align*}
\]

\[
\Sigma_{21}^* : y^0 = -1, \quad x(t, \sigma) = \sigma_{21} \sin t, \quad y(t, \sigma) = \sigma_{21} \cos t,
\]

\[
\begin{align*}
u(t, \sigma) &= \sigma_{21} \cos t, \quad t \in [0, \pi], \quad \sigma_{21} = 1 + \sigma^2, \quad \sigma \in (-1,1),
\end{align*}
\]
\[ \Sigma_{2kj}^*: y^0 = -1, \quad x(t, \sigma) = -\sigma_{21} \int_t^0 B^2(s) \, ds, \quad y(t, \sigma) = \sigma_{21}, \]
\[ u(t, \sigma) = \sigma_{21} B(t), \quad t \in I_{kj}, \quad k = 0, 1, \ldots, \quad j = 1, 2, 3, \]
\[ \Sigma_{31}^*: y^0 = -1, \quad x(t, \sigma_{31}) = \text{sign} \sigma_{31}(-t + \pi), \]
\[ y(t, \sigma_{31}) = \text{sign} \sigma_{31}(\frac{1}{2} t^2 + \pi t + \sigma_{31} \cos d - \frac{1}{2} d^2 - \pi d), \]
\[ u(t, \sigma_{31}) = -\text{sign} \sigma_{31}, \quad t \in [\pi - t(\sigma_{31}), \pi], \]
\[ \sigma_{31} \in (-\pi/2, -1) \cup (1, \pi/2), \]
\[ d = \pi - t(\sigma_{31}), \]
\[ \Sigma_{32}^*: y^0 = -1, \quad x(t, \sigma_{31}) = \text{sign} \sigma_{31} \sigma_{31} \sin t, \]
\[ y(t, \sigma_{31}) = \text{sign} \sigma_{31} \sigma_{31} \cos t, \quad u(t, \sigma_{31}) = \text{sign} \sigma_{31} \sigma_{31} \cos t, \]
\[ t \in [\pi(\sigma_{31}), \pi - t(\sigma_{31})], \]
\[ \Sigma_{33}^*: y^0 = -1, \quad x(t, \sigma_{31}) = \text{sign} \sigma_{31} t, \]
\[ y(t, \sigma_{31}) = \text{sign} \sigma_{31}(-\frac{1}{2} t^2 + \sigma_{31} \cos t(\sigma_{31}) + t^2(\sigma_{31})/2), \]
\[ u(t, \sigma_{31}) = \text{sign} \sigma_{31}, \quad t \in [0, t(\sigma_{31})], \]
\[ \Sigma_{3kj}^*: y^0 = -1, \quad x(t, \sigma_{31}) = -\text{sign} y(t, \sigma_{31}) \int_t^0 B^2(s) \, ds, \]
\[ y(t, \sigma_{31}) = \text{sign} \sigma_{31}(\sigma_{31} \cos t(\sigma_{31}) + t^2(\sigma_{31})/2), \]
\[ u(t, \sigma_{31}) = \text{sign}(y(t, \sigma_{31})B(t)), \quad t \in I_{kj}, \quad k = 0, 1, \ldots, \quad j = 1, 2, 3. \]

We join the sprays of flights in three distinguished canonical chains of flights:
\[ \Sigma_{111}^*, \Sigma_{101}^*, \Sigma_{102}^*, \ldots, \]
\[ \Sigma_{21}^*, \Sigma_{201}^*, \Sigma_{202}^*, \ldots, \]
\[ \Sigma_{31}^*, \Sigma_{32}^*, \Sigma_{33}^*, \Sigma_{301}^*, \Sigma_{302}^*, \ldots. \]

These chains, along with \( \Sigma_{2}^* \), form a concourse of flights (in the sense of §4).

Thus the pair \( x(t) = 0, \; u(t) = 0, \; t \in [-1, \pi] \), affords (44) a strong relative minimum.

**Remark.** We would like to stress that the second example cannot be solved by the construction from §3.
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