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Abstract. There is a theory of spherical harmonics for measures invariant under a finite reflection group. The measures are products of powers of linear functions, whose zero-sets are the mirrors of the reflections in the group, times the rotation-invariant measure on the unit sphere in $\mathbb{R}^n$. A commutative set of differential-difference operators, each homogeneous of degree $-1$, is the analogue of the set of first-order partial derivatives in the ordinary theory of spherical harmonics. In the case of $\mathbb{R}^2$ and dihedral groups there are analogues of the Cauchy-Riemann equations which apply to Gegenbauer and Jacobi polynomial expansions.

The analysis of orthogonality structures for polynomials in several variables is a problem of vast dimensions. This paper is part of an ongoing program to establish a workable theory for one particular class. The underlying structure is based on finite Coxeter groups: these are finite groups acting on Euclidean space, generated by reflections in the zero sets of a collection of linear functions (the "roots"); the weight functions for the orthogonality are products of powers of these linear functions restricted to the surface of the unit sphere. In addition, the weight function is required to be invariant under the action of the group. The resulting theory has strong similarities to the theory of spherical harmonics; this was established in previous papers of the author [3, 4, 5]. Most notably, a homogeneous polynomial is orthogonal to all polynomials of lower degree if and only if it is annihilated by a certain second-order differential-difference operator. Ordinary partial differentiation acts as an endomorphism on ordinary harmonic functions; the use of such operators and their adjoints leads to recurrence formulas and orthogonal decompositions for harmonic polynomials.

In this paper we construct a commutative set of first-order differential-difference operators associated to the second-order operator previously mentioned.
The main topics are the definition and the commutativity proof, the determination of the adjoints (the multivariable analogue of the three-term recurrence for one-variable orthogonal polynomials), and a study of the Cauchy-Riemann equations associated to dihedral groups. The latter topic includes conjugate series of Gegenbauer or Jacobi polynomial types.

Here is an outline of the contents of each section:

1. background on reflection groups and orthogonal polynomials, definition of the operators, commutativity, the Laplacian as a sum of squares;
2. determination of the adjoints, a fundamental selfadjoint operator, the relation of its eigenvalues to the character table of the reflection groups, degenerate parameter values;
3. the Cauchy-Riemann equations for a dihedral group, polynomials of Gegenbauer and Jacobi type.

Some of the results of this paper were announced in a talk at ICM 86-Berkeley.

1. BACKGROUND AND FUNDAMENTAL RESULTS

We begin with basic facts about reflections and the groups they generate. For a nonzero vector $v \in \mathbb{R}^N$ define the reflection $\sigma_v \in O(N)$ (the orthogonal group) by

$$x \sigma_v := x - (2\langle x, v \rangle / ||v||^2)v, \quad x \in \mathbb{R}^N,$$

where $\langle x, v \rangle := \sum_{j=1}^N x_j v_j$, the inner product, and $||v||^2 := \langle v, v \rangle$. Thus, $v \sigma_v = -v$ and $x \sigma_v = x$ if and only if $\langle x, v \rangle = 0$. Any set of reflections generates a subgroup of $O(N)$, which is finite under certain conditions, established by Coxeter [1]. In this case such a group is called a finite reflection or Coxeter group.

Suppose now that $G$ is a Coxeter group with the set $\{\sigma_i : 1 \leq i \leq m\}$ of reflections (the list of all reflections in $G$). Choose a set of vectors $\{v_i : 1 \leq i \leq m\} \subset \mathbb{R}^N$ such that $\sigma_i = \sigma_{v_i}$ for $1 \leq i \leq m$, and $|v_i| = |v_j|$ whenever $\sigma_i \sim \sigma_j$ ($\sigma_i$ is conjugate to $\sigma_j$ in $G$; this implies $v_i w = \pm v_j$ for some $w \in G$, since $w^{-1} \sigma_v w = \sigma_{v w}$ for $v \neq 0$). Next we choose positive parameters $\alpha_i$, $1 \leq i \leq m$ such that $\alpha_i = \alpha_j$ whenever $\sigma_i \sim \sigma_j$. (In purely algebraic formulas the positivity restriction can be dropped, but there are still excluded "degenerate" values, to be discussed in \S 2.)

Define $h(x) = \prod_{j=1}^m |\langle x, v_j \rangle|^{\alpha_j}$; a $G$-invariant function (we will use "$h" as a short-hand notation for the collection of particular values of $v_j$, $\alpha_j$).

Let the sphere $S := \{x \in \mathbb{R}^N : |x| = 1\}$ with normalized rotation-invariant measure $d\omega$. Let $\nabla$ denote the gradient vector, and $\Delta := \sum_{i=1}^N (\partial^2/\partial x_i^2)$, the Laplacian.
1.1 Definition [5]. The $h$-Laplacian $\Delta_h$ is given by

$$
\Delta_h f(x) := \Delta f(x) + \sum_{j=1}^{m} \alpha_j \left[ \frac{2\langle \nabla f(x) , v_j \rangle}{\langle x , v_j \rangle} - \frac{1}{2} f(x) - \frac{f(x)}{\langle x , v_j \rangle^2} \right].
$$

It was shown in [5, Proposition 1.3] that $\Delta_h$ is an endomorphism on the space of polynomials and is homogeneous of degree $-2$. In analogy to harmonic polynomials the key result is

1.2 Theorem [5]. If $p$ is a homogeneous polynomial, then

$$
\int_S p q h^2 \, d\omega = 0
$$

for all polynomials $q$ with degree $(q) < \text{degree} (p)$ if and only if $\Delta_h p = 0$.

Polynomials in $\ker \Delta_h$ are called $h$-harmonic. Continuing the analogy to $(\partial / \partial x_j)\Delta = \Delta (\partial / \partial x_j)$ we construct a commutative set of first-order differential-difference operators $\{T_i : 1 \leq i \leq N\}$ such that $\Delta_h = \sum_i T_i^2$ and $\Delta_h T_j = T_j \Delta_h$. Thus, each $T_j$ is an endomorphism on the $h$-harmonic polynomials. (The functions we use in the sequel are mostly polynomial; but the formulas hold in the presence of adequate differentiability.)

1.3 Definition. The $h$-gradient $\nabla_h$ is given by

$$
\nabla_h f(x) := \nabla f(x) + \sum_{j=1}^{m} \frac{\alpha_j}{\langle x , v_j \rangle} f(x) - f(x) \langle x , v_j \rangle.
$$

When $f$ is polynomial, then so is $(f(x) - f(x)) / \langle x , v_j \rangle$; these operators have been used in the Schubert calculus (see Hiller [6]) of Coxeter groups. Without loss of generality, we will assume $|v_j| = 1$ for all $j$ in the rest of this section.

The group $G$ acts on functions on $\mathbb{R}^N$ by the right regular representation $R(w)f(x) := f(xw), \ (x \in \mathbb{R}^N, \ w \in G)$. The action of $R$ on $\nabla_h$ is $\nabla_h (R(w)f)(x) = (\nabla_h f(xw))w^{-1}$; the straightforward proof of this uses the fact that $\sigma_j w = w \sigma_j$ implies $\alpha_i = \alpha_j$.

1.4 Definition. For $u \in \mathbb{R}^N$ with $u \neq 0$ let $T_u := \langle \nabla_h f, u \rangle$; for $1 \leq i \leq N$ let $T_{e_i} := \langle \nabla_h f, e_i \rangle$ where $e_i$ is the standard unit vector of index $i, \ (0 \ldots 1 \ldots 0)$.

Before we prove commutativity we derive some identities needed in the proof. We let $\delta_i$ denote the difference operator,

$$
\delta_i f(x) := (f(x) - f(x)) / \langle x , v_i \rangle,
$$

associated to the reflection $\sigma_i \in G.$
The following identities are straightforward (identity (1.6) uses the fact, \( u - u\sigma_j = 2(u, v_j)v_j \)):

\[
(1.5) \quad \tilde{\sigma}_i \tilde{\sigma}_j f(x) = \frac{f(x)}{(x, v_j)(x, v_j)} - \frac{f(x\sigma_j)}{(x, v_j)(x, v_j)} - \frac{f(x\sigma_j)}{(x, v_j)(x, v_j)} + \frac{f(x\sigma_i\sigma_j)}{(x, v_j)(x, v_j)},
\]

and \( \tilde{\sigma}_i^2 = 0 \);

\[
(1.6) \quad <\nabla \tilde{\sigma}_j f(x), u> - \tilde{\sigma}_j <\nabla f(x), u> = (2<v_j, \nabla f(x\sigma_j)> - \tilde{\sigma}_j f(x))(u, v_j)/(x, v_j).
\]

1.7 Proposition. Suppose \( B(x, y) \) is a bilinear form on \( \mathbb{R}^N \) such that \( B(x\sigma_v, y\sigma_v) = B(y, x) \) whenever \( v \in \text{span}(x, y) \), and let \( w \) be a plane rotation in \( G \) (that is, \( w \) is a product of two reflections and \( w \neq e \), the identity), then:

1. \( \sum \{B(v_i, v_j)\alpha_i\alpha_j/(x, v_i)(x, v_j) : \sigma_i\sigma_j = w\} = 0 \) (as a rational function in \( x \));
2. \( \sum \{\alpha_i\alpha_jB(v_i, v_j)\tilde{\sigma}_i\tilde{\sigma}_j : \sigma_i\sigma_j = w\} = 0 \) (as an operator).

Proof. Let \( E \) be the plane of \( w \) (the orthogonal complement of the fixed point set). Thus \( \sigma_i\sigma_j = w \) implies \( v_i, v_j \in E \). Let \( G_1 \) be the subgroup of \( G \) generated by \( \{\sigma_i : v_i \in E\} \), (note \( \sigma_i \in G_1 \) implies \( \sigma_iw\sigma_j = w^{-1} \)), and let \( m_1 \) be the cardinality of the set of reflections in \( G_1 \). Denote the sum in (1) by \( s(x) \). We will show \( s(x\sigma_i) = s(x) \) for \( \sigma_i \in G_1 \), hence that \( s \) is invariant under \( G_1 \).

Fix \( \sigma_i \in G_1 \) and define the functions \( \varepsilon(i), \pi(i) \) by \( \sigma_i\sigma_j = \sigma_{\pi(i)} \) and \( v_i\sigma_j = \varepsilon(i)v_{\pi(i)} \); thus \( \varepsilon(i) = \pm 1, \pi \) is an involutory permutation, and \( \varepsilon(\pi(i)) = \varepsilon(i) \), for each \( i, 1 \leq i \leq m \).

Then

\[
s(x\sigma_i) = \sum \left\{ \frac{\alpha_i\alpha_jB(v_i, v_j)}{(x\sigma_i, v_j)(x\sigma_i, v_j)} : \sigma_i\sigma_j = w \right\}
= \sum \left\{ \frac{B(v_{\pi(i)}, v_{\pi(j)})}{(x, v_{\pi(i)})(x, v_{\pi(j)})} : \sigma_{\pi(i)}\sigma_{\pi(j)} = w \right\}
= \sum \left\{ \frac{B(\varepsilon(i)v_{\pi(i)}e(j)v_{\pi(j)}\varepsilon(j)}{(x, v_i)(x, v_j)e(i)e(j)} : \sigma_i\sigma_j\sigma_i = w \right\}
= \sum \left\{ \frac{B(v_i, v_j)}{(x, v_i)(x, v_j)} : \sigma_i\sigma_j = \sigma_iw\sigma_i = w^{-1} \right\}.
\]

We first replaced indices \((i, j)\) by \((\pi(i), \pi(j))\), then used \( \alpha_{\pi(i)} = \alpha_i \) and the hypothesis on \( B \). Because \( G_1 \) acts on a plane, \( \sigma_i\sigma_j = \sigma_iw\sigma_i = w^{-1} \) if and only
if \( \sigma_j \sigma_i = w \), and so the last sum is \( s(x) \). Finally

\[
s(x) \prod \{ (x, v_j) : v_j \in E \}
\]
is a polynomial of degree \( \leq m_i - 2 \) and is alternating for \( G_i \), hence must be 0 (see Coxeter and Moser [1, Chapter 9]).

For part (2), we begin with identity (1.5) and consider separately the coefficients of \( f(x) \), \( f(x \sigma_i) \) and \( f(x w) \). The coefficient of \( f(x) \) is precisely \( s(x) \) from part (1). For a fixed \( \sigma_i \in G_i \), the coefficient of \( f(x \sigma_i) \) is

\[
\frac{\alpha_i \alpha_j B(v_i, v_j)}{\langle x, v_i \rangle \langle x, v_j \rangle} + \frac{\alpha_i \alpha_j B(v_i, v_j)}{\langle x, v_j \rangle \langle x, v_i \rangle},
\]

where \( \sigma_i \sigma_j = w = \sigma_j \sigma_i \). In terms of \( \epsilon, \pi \) as above, \( j = \pi(i) \) and the second term becomes

\[
\alpha_i \alpha_\pi(i) B(v_i, \epsilon(i) v_j \sigma_i)/\langle x, v_i \rangle \epsilon(i) \langle x, v_j \rangle = \alpha_i \alpha_j B(v_i, v_j \sigma_i)/\langle x, v_i \rangle \langle x, v_j \rangle.
\]

But \( v_j \sigma_i = -v_j \), and so the required coefficient is zero.

The coefficient of \( f(xw) \) is

\[
\sum \{ \alpha_i \alpha_j B(v_i, v_j)/\langle x, v_i \rangle \langle x, v_j \rangle \} : \sigma_i \sigma_j = w \}.
\]

For a fixed \( \sigma_i \in G_i \) there is a unique \( \sigma_j \in G_i \) with \( \sigma_i \sigma_j = w \). Let \( \sigma_k = \sigma_i \sigma_j \sigma_i \), and \( v_k = \epsilon v_j \sigma_i \). The \( (i, j) \)-term in the sum equals

\[
\alpha_i \alpha_j B(v_i, v_j) \langle x, v_j \rangle \langle x, v_i \rangle \langle x, v_k \rangle = -\alpha_i \alpha_k \frac{B(v_k, v_i)}{\langle x, v_k \rangle \langle x, v_i \rangle}.
\]

Further \( \sigma_k \sigma_i = w \); thus the sum equals \(-s(x)\) from part (1). \( \Box \)

1.8 Corollary. Let \( B(x, y) \) satisfy the hypothesis of Proposition 1.7, then

\[
\sum_{i,j=1}^{m} \alpha_i \alpha_j B(v_i, v_j) \hat{\sigma}_i \hat{\sigma}_j = 0,
\]
as an operator.

Proof. The terms in the sum with \( i = j \) are zero because each \( \hat{\sigma}_i^2 = 0 \). The other terms are grouped together by the value of \( \sigma_i \sigma_j \) (a plane rotation in \( G \)). Each group of terms sums to zero by 1.7, part (2). \( \Box \)

1.9 Theorem. For nonzero \( u, v \in \mathbb{R}^N \), \( T_u T_v = T_v T_u \).

Proof. Expand \( (T_u T_v - T_v T_u)f(x) = E_1 + E_2 + E_3 \), where

\[
E_1 = \langle \nabla (v \cdot \nabla f(x)), u \rangle - \langle \nabla (u \cdot \nabla f(x)), v \rangle = 0,
\]

(ordinary partial derivatives),

\[
E_2 = \sum_{j=1}^{m} \alpha_j \langle v, v_j \rangle \langle \nabla \hat{\sigma}_j f(x), u \rangle - \hat{\sigma}_j \langle \nabla f(x), u \rangle
\]

\[
- \sum_{j=1}^{m} \alpha_j \langle u, v_j \rangle \langle \nabla \hat{\sigma}_j f(x), v \rangle - \hat{\sigma}_j \langle \nabla f(x), v \rangle,
\]
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and

\[ E_3 = \sum_{i,j=1}^{m} \alpha_i \alpha_j B(v_i, v_j) \hat{\sigma}_i \hat{\sigma}_j f(x), \]

with the form \( B(x, y) := \langle u, x \rangle \langle v, y \rangle - \langle u, y \rangle \langle v, x \rangle \). Now \( B \) satisfies the hypothesis of Corollary 1.8, and thus \( E_3 = 0 \).

By formula (1.6),

\[ E_2 = \sum_{j=1}^{m} \alpha_j (\langle v_j, v_j \rangle \langle u, v_j \rangle - \langle u, v_j \rangle \langle v_j, v_j \rangle) \]

\[ \times (2 \langle v_j, \nabla f(x \sigma_j) \rangle - \hat{\sigma}_j f(x)) / \langle x, v_j \rangle = 0. \]

**1.10 Theorem.** Let \( u_1, u_2, \ldots, u_N \) be an orthonormal basis of \( \mathbb{R}^N \), then

\[ \sum_{j=1}^{N} T_{u_j}^2 = \Delta_h. \]

**Proof.** For \( u \neq 0 \),

\[ T_{u}^2 f(x) = \langle \nabla \langle \nabla f(x), u \rangle, u \rangle + 2 \sum_{i=1}^{m} \alpha_i \langle u, v_i \rangle \langle u, \nabla f(x) \rangle / \langle x, v_i \rangle \]

\[ - \sum_{i=1}^{m} \alpha_i \langle u, v_i \rangle^2 (f(x) - f(x \sigma_i)) / \langle x, v_i \rangle^2 \]

\[ - 2 \sum_{i=1}^{m} \alpha_i \langle u, v_i \rangle (\langle u, \nabla f(x \sigma_i) \rangle - \langle u, v_i \rangle \langle v_i, \nabla f(x \sigma_i) \rangle / \langle x, v_i \rangle \]

\[ + \sum_{i,j=1}^{m} \alpha_i \alpha_j \langle u, v_j \rangle \hat{\sigma}_i \hat{\sigma}_j f(x). \]

This expansion uses identity (1.6), and the fact \( u + u \sigma_i = 2u - 2 \langle u, v_i \rangle v_i \). Now sum \( T_{u_i}^2 \) and use the Parseval identity \( \sum_i \langle u_i, u \rangle \langle u_i, v \rangle = \langle u, v \rangle \) to obtain

\[ \sum_{i=1}^{N} T_{u_i}^2 f(x) = \Delta f(x) + \sum_{i=1}^{m} \alpha_i (2 \langle v_i, \nabla f(x) \rangle / \langle x, v_i \rangle \]

\[ - (f(x) - f(x \sigma_i)) / \langle x, v_i \rangle^2 \]

\[ - 2 \sum_{i=1}^{m} \alpha_i (\langle v_i, \nabla f(x \sigma_i) \rangle - \langle v_i, \nabla f(x \sigma_i) \rangle / \langle x, v_i \rangle) \]

\[ + \sum_{i,j} \alpha_i \alpha_j \langle v_i, v_j \rangle \hat{\sigma}_i \hat{\sigma}_j f(x) = \Delta_h f(x). \]

The last sum is zero by Corollary 1.8 applied to the form \( B(x, y) = \langle x, y \rangle \).

**1.11 Corollary.** If \( p \) is an \( h \)-harmonic polynomial, then so is \( T_{u} p \), for \( u \neq 0 \), \( u \in \mathbb{R}^N \).

The operators \( T_i \) provide a method for establishing identities holding among \( h \)-harmonic polynomials. The following problem arises: given an \( N \)-tuple of
polynomials \((p_j)_{j=1}^N\) with \(T_j p_j = T_j p_i\) for each \(i, j\) and \(\sum_{i=1}^N T_ip_i = 0\), can one find an \(h\)-harmonic polynomial \(p\) with \(p_i = T_ip\), each \(i\)? We leave this for later work.

2. Adjoints and related operators

We will determine the effect of \(T_i^*\) on the \(h\)-harmonic polynomials with respect to the inner product structure of \(L^2(S, h^{-2}d\omega)\). We will also study the positive operator \(\sum_{i=1}^N T_i^* T_i\) and its eigenvalues.

Let \(P_n\) denote the space of \(h\)-harmonic polynomials which are homogeneous of degree \(n\). By Theorem 1.2, \(P_n \perp P_m\) for \(n \neq m\). Since \(T_i P_n \subset P_{n-1}\) we see that \(T_i^* P_n \subset P_{n+1}\). It turns out that \(T_i^*\) is close to being multiplication by \(x_i\).

For the rest of this section, let \(\gamma := \sum_{i=1}^m \alpha_i\), the degree of \(h\).

2.1 Theorem. If \(f \in P_n\), then
\[
T_i^* f(x) = (N + 2n + 2\gamma)(x_i f(x) - (N + 2n + 2\gamma - 2)^{-1}|x|^2 T_i f(x)).
\]

We proceed in several stages to prove this result. In the form
\[
x_i f(x) = (N + 2n + 2\gamma)^{-1}T_i^* f(x) + (N + 2n + 2\gamma - 2)^{-1}|x|^2 T_i f(x),
\]
this is an analogue of the three-term recurrence for orthogonal polynomials of one variable.

2.2 Proposition. \(\Delta_h(x_i f(x)) = x_i \Delta_h f(x) + 2T_i f(x), \quad 1 \leq i \leq N\).

Proof. By the product rules for \(\Delta\) and \(\nabla\) we obtain
\[
\Delta_h(x_i f(x)) = x_i \Delta f(x) + \frac{\partial f}{\partial x_i} + \sum_{j=1}^m \alpha_j \left[ \frac{2(v_j, \nabla f)x_i}{(v_j, x)} + \frac{2f(x)(v_j)_i}{(v_j, x)} - |v_j|^2 x_i f(x) - (x\sigma_j)_i f(x\sigma_j) \right]
\]
\[
= x_i \Delta_h f(x) + 2T_i f(x);
\]
in the last term
\[
x_i f(x) - (x\sigma_j)_i f(x\sigma_j) = x_i(f(x) - f(x\sigma_j)) + (x_i - (x\sigma_j)_i)f(x\sigma_j),
\]
and
\[
x_i - (x\sigma_j)_i = 2(x, v_j)(v_j)_i/|v_j|^2. \quad \Box
\]

2.3 Proposition. If \(f \in P_n\) then
\[
x_i f - (N + 2n + 2\gamma - 2)^{-1}|x|^2 T_i f \in P_{n+1}.
\]

Proof. By Lemma 1.9 of [5],
\[
\Delta_h(|x|^2 T_i f) = 4(n + \gamma - 1 + N/2)T_i f + |x|^2 \Delta_h T_i f.
\]
Thus
\[
\Delta_h(x_i f - c|x|^2 T_i f) = x_i \Delta_h f + (2 - 4(n + \gamma - 1 + N/2)c)T_i f = 0
\]
when \( c \) has the appropriate value; since
\[
\Delta_h T_i f = T_i \Delta_h f = 0. \quad \Box
\]

2.4 Lemma. If \( f \) is a homogeneous polynomial of degree \( k \), then
\[
\int_S \frac{\partial f(x)}{\partial x_j} \, d\omega(x) = (N + k - 1) \int_S x_j f(x) \, d\omega(x).
\]

Proof. By the use of polar coordinates
\[
\int_{|x| \leq 1} g(x) \, dx = c_N \int_0^1 r^{N-1} \, dr \int_S g(rx) \, d\omega(x),
\]
for some constant \( c_N \), and each continuous function \( g \) on the ball. Set \( g(x) = (\partial f(x)/\partial x_i)(1 - |x|^2) \) and use integration by parts to obtain
\[
\int_S \frac{\partial f}{\partial x_i} \, d\omega = A_1 \int_{|x| \leq 1} \frac{\partial f(x)}{\partial x_i} (1 - |x|^2) \, dx
\]
\[
= -A_1 \int_{|x| \leq 1} f(x) \frac{\partial}{\partial x_i} (1 - |x|^2) \, dx
\]
\[
= 2A_1 \int_{|x| \leq 1} x_i f(x) \, dx = (2A_1/A_2) \int_S x_i f(x) \, d\omega(x),
\]
where
\[
A_1 = \left( c_N \int_0^1 r^{k+N-2} (1 - r^2) \, dr \right)^{-1}
\]
and
\[
A_2 = \left( c_N \int_0^1 r^{k+N} \, dr \right)^{-1};
\]
thus
\[
2A_1/A_2 = N + k - 1. \quad \Box
\]

Proof of Theorem 2.1. Let \( f \in P_{n+1}, \ g \in P_n \); then
\[
\int_S (fT_i g + gT_i f) h^2 \, d\omega
\]
\[
= \int_S \left( f \frac{\partial g}{\partial x_i} + g \frac{\partial f}{\partial x_i} + 2 \sum_{j=1}^m \alpha_j f(x) g(x) \frac{\langle v_j \rangle_{ij}}{\langle x, v_j \rangle} \right) h(x)^2 \, d\omega(x)
\]
\[
- \sum_{j=1}^m \alpha_j (v_j) \int_S ((f(x) g(x \sigma_j) + f(x \sigma_j) g(x))/\langle x, v_j \rangle) h(x)^2 \, d\omega(x)
\]
\[
= \int_S \frac{\partial}{\partial x_i} (f(x) g(x) h(x)^2) \, d\omega(x),
\]
because
\[
\frac{\partial}{\partial x_i} (h(x)^2) = 2 \sum_{j=1}^m \alpha_j \left( \left( \frac{\partial}{\partial x_i} \langle x, v_j \rangle \right) /\langle x, v_j \rangle \right) h(x)^2.
\]
and the second integral is zero; indeed
\[
\int_S \frac{f(x)g(x\sigma_j)}{\langle x, v_j \rangle^2} h(x)^2 \, d\omega(x) = \int_S \frac{f(x\sigma_j)g(x)}{\langle x\sigma_j, v_j \rangle} h(x\sigma_j)^2 \, d\omega(x)
= - \int_S \frac{f(x\sigma_j)g(x)}{\langle x, v_j \rangle} h(x)^2 \, d\omega(x)
\]
(since $v_j \sigma_j = -v_j$ and $h(x)^2$ is $G$-invariant). It is assumed here that each $\alpha_j \geq 1$; analytic continuation will allow $\alpha_j \geq 0$.

By the lemma, the above expression equals
\[
(N + 2\gamma + 2n) \int_S x_i f(x) g(x) h(x)^2 \, d\omega(x).
\]
Rearrange the resulting identity to obtain
\[
\int_S (T_i f) g h^2 \, d\omega = \int_S f((N + 2n + 2\gamma) x_i g) h^2 \, d\omega - \int_S f(T_i g) h^2 \, d\omega.
\]
The last term is zero since $T_i g \in P_{n-1} \perp P_{n+1}$. By Proposition 2.3,
\[
g_i(x) := (N + 2n + 2\gamma)(x_i g(x)) - (N + 2n + 2\gamma - 2)^{-1} |x|^2 T_i g(x)
\]
is in $P_{n+1}$ and satisfies
\[
\int_S f g_i h^2 \, d\omega = \int_S (T_i f) g h^2 \, d\omega,
\]
(note $\int_S f(x) |x|^2 T_i g(x) h(x)^2 \, d\omega(x) = 0$).

We now have a collection of selfadjoint operators leaving each $P_n$ invariant, namely, the span of $T_i^* T_j$ and $T_j T_i^*$; $1 \leq j \leq N$. The problem of determining explicit eigenvector decompositions of such operators will be left for further research.

One particular linear combination is of fundamental importance.

2.5 Proposition.
\[
\sum_{i=1}^{N} T_i^* T_i f(x) = (N + 2n + 2\gamma - 2) \sum_{i=1}^{N} x_i T_i f(x),
\]
and
\[
\sum_{i=1}^{N} x_i T_i f(x) = n f(x) + \sum_{j=1}^{m} \alpha_j (f(x) - f(x\sigma_j)),
\]
for $f \in P_n$, $n = 0, 1, 2, \ldots$.

Proof. For $f \in P_n$,
\[
\sum_{i=1}^{N} T_i^* T_i f(x) = (N + 2n + 2\gamma - 2) \sum_{i=1}^{N} x_i T_i f(x) - c |x|^2 \sum_{i=1}^{N} T_i^2 f(x),
\]
for some constant $c$; but $f$ is $h$-harmonic and so $\sum_i T_i^2 f = 0$. 
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Further
\[ \sum_{i=1}^{N} x_i T_i f(x) = \sum_{i=1}^{N} x_i \frac{\partial}{\partial x_i} f(x) + \sum_{j=1}^{m} \alpha_j (f(x) - f(x \sigma_j)) \sum_{i=1}^{N} x_i (v_j)_i \langle x, v_j \rangle. \]

From examples one suspects that explicit formulas for recurrences, specific polynomials, squares of norms, etc., are rational functions of \((\alpha_1, \ldots, \alpha_m)\). It appears that the singularities correspond to zero eigenvalues of \(\sum_{i=1}^{N} T_i^* T_i\) on \(P_n\), with \(n \geq 1\). Those values of \((\alpha_1, \ldots, \alpha_m)\) corresponding to such an eigenvalue will be called degenerate values. From the scalar factor we see immediately that \(\sum_{j=1}^{m} \alpha_j = -n - N/2\), for some \(n = 0, 1, 2, \ldots\), specifies a set of degenerate values.

The other degenerate values are related to the eigenvalues of the operator
\[ A_h f(x) := \sum_{j=1}^{m} \alpha_j (f(x) - f(x \sigma_j)). \]

The right regular representation \(R\) of \(G\) on polynomials extends to one of the group algebra \(CG\), which can be decomposed into irreducible homogeneous components. Let \(V\) be such a component of dimension \(k\), with a basis \(\{f_j\}_{j=1}^{k}\) of polynomials such that
\[ R(w) f_j(x) = \sum_{i=1}^{k} f_i(x) T_{ij}(w), \quad 1 \leq j \leq k, \]
so that \(w \mapsto (T_{ij}(w))\) is an irreducible representation of \(G\). The element \(\sum_{w \in G} c_w w \in CG\) acts on \(V\) by
\[ R \left( \sum_{w} c_w w \right) f_j(x) = \sum_{i} f_i(x) \left( \sum_{w} c_w T_{ij}(w) \right). \]

By the underlying hypothesis on \((\alpha_1, \ldots, \alpha_m)\), \(\varphi := \sum_{j=1}^{m} (\alpha_j e - \alpha_j \sigma_j)\) is a central element of \(CG\). By Schur’s lemma \(A_h = R(\varphi)\) acts on \(V\) by scalar multiplication, say by \(\lambda \in \mathbb{C}\). To find \(\lambda\), consider the trace of \(R(\varphi)\), indeed
\[ k \lambda = \sum_{j=1}^{m} \alpha_j (k - \chi(\sigma_j)), \]
where
\[ \chi(w) := \sum_{j} T_{jj}(w), \]
the character of \(T\). Thus \(\lambda = \sum_{j=1}^{m} \alpha_j (1 - \chi(\sigma_j)/k)\). Since \(\sigma_j^2 = e\), the eigenvalues of \(T(\sigma_j)\) must be \(\pm 1\), hence \(\chi(\sigma_j)\) is real, and \(\alpha_j \geq 0\) for each \(j\) implies \(\lambda \geq 0\).
2.6 Example. For the hyperoctahedral group $W_N$ on $\mathbb{R}^N$, the Weyl group of type $B_N$, the weight function is

$$h(x) = \left( \prod_{i=1}^{N} |x_i| \right)^{\alpha} \left( \prod_{1 \leq i < j \leq N} |x_i^2 - x_j^2| \right)^{\beta}.$$ 

There are two conjugacy classes of reflections, one class of size $N$ containing the sign-changes, (for example $(x_1, x_2, \ldots, x_N)\sigma_1 = (-x_1, x_2, \ldots, x_N)$), the other of size $N(N-1)$ containing transpositions (for example: $(x_1, \ldots, x_N)\sigma_{12} = (x_2, x_1, x_3, \ldots, x_N)$) and $(x_1, \ldots, x_N)\sigma'_{12} = (-x_2, -x_1, x_3, \ldots, x_N)$).

Recall that the irreducible characters $\chi_\lambda$ of the symmetric group $S_k$ on $k$ letters are determined by partitions $\lambda$; where $\lambda = (\lambda_1, \lambda_2, \ldots)$ with $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k \geq 0$, $\lambda_j \in \mathbb{Z}_+$, and $|\lambda| : = \sum \lambda_i = k$.

For any ordered pair of partitions $(\lambda, \mu)$ with $|\lambda| + |\mu| = N$ there corresponds an irreducible character $\chi_{(\lambda, \mu)}$ of $W_N$; it is induced from the character $(w_1, w_2) \mapsto \chi_{(\lambda)}(w_1)\chi_{(\mu)}(w_2)\gamma(w_2)$ on $W_{|\lambda|} \times W_{|\mu|} \subset W_N$, (where $w \mapsto \gamma(w)$ is the “sign-forgetting” homomorphism of $W_k$ onto $S_k$, considered as the group of $k \times k$ permutation matrices, and $\gamma(w)$ is the product of the $(-1)$ entries in the matrix $w$).

Lusztig [7] gives this description, as well as the Poincaré series counting the appearances of $\chi_{(\lambda, \mu)}$ on spaces homogeneous polynomials on $\mathbb{R}^N$. Here we only state the eigenvalues of $A_h$ on any subspace on which $\chi_{(\lambda, \mu)}$ is realized. By a formula of Young [9, p. 282] 

$$\chi_{(\lambda, \mu)}(\sigma_i)/\chi_{(\lambda, \mu)}(e) = 1 - 2|\mu|/N,$$

and

$$\chi_{(\lambda, \mu)}(\sigma_{12})/\chi_{(\lambda, \mu)}(e) = \left( \sum_i \lambda_i(\lambda_i + 1 - 2i) + \sum_j \mu_j(\mu_j + 1 - 2j) \right)/(N(N-1)).$$

The latter formula involves $\chi_{(\lambda)}(\sigma_{12})/\chi_{(\lambda)}(e)$ for characters of $S_{|\lambda|}$, (and similarly for $\mu$). There is another informative expression: for a partition $\lambda$ let $\lambda'$ be the associated partition, with transposed Ferrers diagram, then

$$\sum_i \lambda_i(\lambda_i + 1 - 2i) = 2 \left( \sum_i \left( \frac{\lambda_i}{2} \right) - \sum_j \left( \frac{\lambda'_j}{2} \right) \right).$$

2.7 Proposition. The eigenvalues of $A_h$ on the space of polynomials on which $W_N$ acts according to $\chi_{(\lambda, \mu)}$ is

$$2|\mu|\alpha + 2\beta \left( \binom{N}{2} - \sum_i \left( \frac{\lambda_i}{2} \right) + \sum_i \left( \frac{\lambda'_i}{2} \right) - \sum_i \left( \frac{\mu_i}{2} \right) + \sum_i \left( \frac{\mu'_i}{2} \right) \right).$$
3. THE DIHEDRAL GROUPS

For reflection groups on \( \mathbb{R}^2 \), namely the dihedral groups, we use the factorization
\[
\Delta_h = T_1^2 + T_2^2 = (T_1 + iT_2)(T_1 - iT_2)
\]

Just as ordinary harmonic polynomials on \( \mathbb{R}^2 \approx \mathbb{C} \) are linear combinations of analytic polynomials (in the kernel of \( \partial / \partial z := \frac{1}{2}(\partial / \partial x + i(\partial / \partial y)) \)) and their conjugates, the \( h \)-harmonic polynomials are in the span of the kernels of \( T_1 \pm iT_2 \), although these two kernels need not be orthogonal.

We will list the dihedral groups and the associated homogeneous polynomials in the kernel of \( T_1 + iT_2 \). We will also determine the generalization of the formula \( (\partial / \partial z)z^n = nz^{n-1} \) in each case.

3.1 Definition. For a reflection (dihedral) group \( G \) on \( \mathbb{R}^2 \approx \mathbb{C} \) and associated weight function \( h \), let
\[
\bar{T} := \frac{1}{2}(T_1 + iT_2) \quad \text{and} \quad T := \frac{1}{2}(T_1 - iT_2),
\]
(further notation: \( z = x_1 + ix_2 \), \( \partial / \partial z = \frac{1}{2}((\partial / \partial x_1) + i(\partial / \partial x_2)) \), \( \partial / \partial z = \frac{1}{2}((\partial / \partial x_1) - i(\partial / \partial x_2)) \)).

Also let \( K_h \) denote the kernel of \( \bar{T} \). (We decline to introduce the term "\( h \)-analytic"!)

In complex terms the divided-difference terms are expressed as follows:

3.2 Lemma. Let \( \omega \in \mathbb{C} \), \( |\omega| = 1 \), let \( v := (-\text{Im } \omega, \text{Re } \omega) \in \mathbb{R}^2 \); then for a polynomial \( f \) in \( x \), or \( (z, \bar{z}) \),
\[
\frac{1}{2} \frac{f(x) - f(x\sigma_v)}{\langle x, v \rangle} = \frac{\bar{f}(z) - f(z\omega^2)}{z - z\omega^2} \xi,
\]
where \( \xi = 1 \) for \( \varepsilon = -1 \) and \( \xi = -\omega^2 \) for \( \varepsilon = 1 \), (terms in \( T \), \( \bar{T} \) respectively).

The dihedral group \( D_n \), the group of symmetries of a regular \( n \)-gon, has one conjugacy class of reflections when \( n \) is odd, and two classes when \( n \) is even. By rotation of axes we can assume the real axis \( (x_2 = 0) \) is one of the mirrors for \( G \). Then
\[
h(z) = ((z^k - \omega^k)/(2i))^\alpha((z^k + \omega^k)/2)^\beta
\]
is associated to \( D_{2k} \) if \( \alpha, \beta > 0 \), and \( D_k \) if \( \alpha > 0 \), \( \beta = 0 \).

Fix \( k = 1, 2, \ldots \) and let \( \omega := e^{\pi i/k} \). By use of Lemma 3.2 and the factorizations
\[
z^k - \omega^k = \prod_{j=0}^{k-1} (z - z\omega^{2j}) \quad \text{and} \quad z^k + \omega^k = \prod_{j=0}^{k-1} (z - z\omega^{2j+1}).
\]
We obtain the following formulas:

\[ T f(z) = \frac{\partial f}{\partial z} + \alpha \sum_{j=0}^{k-1} \frac{f(z) - f(\zeta \omega^j)}{z - \zeta \omega^j} + \beta \sum_{j=0}^{k-1} \frac{f(z) - f(\zeta \omega^{j+1})}{z - \zeta \omega^{j+1}}. \]

\[ \overline{T} f(z) = \frac{\partial f}{\partial z} - \alpha \sum_{j=0}^{k-1} \frac{f(z) - f(\zeta \omega^j)}{z - \zeta \omega^j} \omega^j - \beta \sum_{j=0}^{k-1} \frac{f(z) - f(\zeta \omega^{j+1})}{z - \zeta \omega^{j+1}} \omega^{j+1}. \]

By the method of partial fractions we obtain the following identities, used in the sequel:

\[ \sum_{j=0}^{k-1} \frac{1}{t - \omega^{2j}} = \frac{kt^{k-1}}{t^k - 1}, \]

\[ \sum_{j=0}^{k-1} \frac{\omega^{2j}}{t - \omega^{2j}} = \frac{k}{t^k - 1} \quad (t \in \mathbb{C}). \]

Most of the work in describing \( K_h \) (the kernel of \( \overline{T} \)) reduces to the case \( k = 1 \).

3.7 Proposition. Let \( f(z) = g(z^k) \) and \( \zeta := z^k \), then

\[ T f(z) = k z^{k-1} \left( \frac{\partial g}{\partial \zeta} + \alpha \frac{g(\zeta) - g(\overline{\zeta})}{\zeta - \overline{\zeta}} + \beta \frac{g(\zeta) - g(-\overline{\zeta})}{\zeta + \overline{\zeta}} \right). \]

\[ \overline{T} f(z) = k \overline{z}^{k-1} \left( \frac{\partial g}{\partial \overline{\zeta}} - \alpha \frac{g(\overline{\zeta}) - g(\zeta)}{\overline{\zeta} - \zeta} + \beta \frac{g(\overline{\zeta}) - g(-\zeta)}{\overline{\zeta} + \zeta} \right). \]

Proof. Substitute \( g \) in formulas (3.3) and (3.4), note

\[ (\zeta \omega^{2j})^k = z^k = \overline{\zeta}, \quad (\zeta \omega^{2j+1})^k = -\overline{\zeta}, \]

and use (3.5) and (3.6) to evaluate the resulting sums, with \( t = z/\overline{z} \), and \( z/(\zeta \omega) \) respectively. \( \square \)

We will show that if \( f(z) = g(z^k) \) and \( \overline{T} f = 0 \) then \( \overline{T}(z^l f(z)) = 0 \) for \( 0 \leq l \leq k - 1 \); this will allow the complete listing of homogeneous polynomials in \( K_h \).

3.8 Lemma.

\[ \overline{T}(zf(z)) = z\overline{T} f(z) - \alpha \sum_{j=0}^{k-1} \omega^{2j} f(\zeta \omega^j) - \beta \omega \sum_{j=0}^{k-1} \omega^{2j} f(\zeta \omega^{j+1}), \]

for any polynomial \( f \).

Proof. A typical term in \( \overline{T}(zf(z)) \) is of the form

\[ \omega^j (zf(z) - \overline{z} \omega^j f(\overline{z} \omega^j))/(z - \overline{z} \omega^j) \]

\[ = z \omega^j (f(z) - \overline{f}(\overline{z} \omega^j))/(z - \overline{z} \omega^j) + \omega^j \overline{f}(\overline{z} \omega^j). \] \( \square \)
3.9 Proposition. Suppose $\overline{T} g(z^k) = 0$ then $\overline{T}(z^l g(z^k)) = 0$ for $0 \leq l \leq k - 1$.  
Proof. Proceed by induction. Let $f(z) = z^l g(z^k)$ with $0 \leq l \leq k - 2$ and assume $\overline{T} f = 0$; then 
\[ \overline{T}(z^{l+1} g(z^k)) = z \overline{T} f(z) - (\alpha g(z^k) z^l + \beta \omega z^l g(-z^k)) \sum_{j=0}^{k-1} \omega^{2j(l+1)}. \]

The latter sum is zero if $1 \leq l + 1 \leq k - 1$ since $\omega^2$ is a primitive $k$th root of unity. \( \square \)

3.10 The group $D_1 = \mathbb{Z}_2$. Set $k = 1$, $\beta = 0$ to obtain $h(x) = x_2^\alpha$. In polar coordinates the measure is $(\sin^2 \theta)^n d\theta$, and the orthogonal polynomials of degree $n$ are obviously $r^n C_n^\alpha(\cos \theta)$, $r^n (\sin \theta) C_{n-1}^{\alpha+1}(\cos \theta)$ (see paragraph 4.1 in [5] for a detailed presentation), where $C_n^\alpha$ denotes the Gegenbauer polynomial of index $\alpha$ and degree $n$.

Some linear combination of these two must be in $K_h$ (the kernel of $\overline{T}$); indeed it is 
\[ r^n \left( \frac{n + 2\alpha}{2\alpha} C_n^\alpha(\cos \theta) + i \sin \theta C_{n-1}^{\alpha+1}(\cos \theta) \right). \]

There is a more elegant expression using the Heisenberg polynomials [2], which are given by the generating function 
\[ \sum_{n=0}^{\infty} t^n C_n^{(\gamma, \delta)}(z) = (1 - tz)^{-\gamma}(1 - tz)^{-\delta} \]
for $\gamma, \delta > 0$. Thus 
\[ C_n^{(\gamma, \delta)}(z) = \sum_{j=0}^{n} \frac{(\gamma)_j (\delta)_{n-j}}{j! (n-j)!} z^j z^{n-j}, \quad z \in \mathbb{C}; \]
and 
\[ C_n^{(\gamma, \gamma)}(re^{i\theta}) = r^n C_n^{\gamma}(\cos \theta). \]

3.11 Proposition. For  
\[ h(x) = x_2^\alpha, \quad \overline{T} C_n^{(\alpha, \alpha+1)}(z) = 0, \quad n \geq 0, \]
and 
\[ C_n^{(\alpha, \alpha+1)}(re^{i\theta}) = r^n ((n + 2\alpha)/(2\alpha)) C_n^\alpha(\cos \theta) \]
\[ + ir^n (\sin \theta) C_{n-1}^{\alpha+1}(\cos \theta), \]
in terms of Gegenbauer polynomials.

Proof. It suffices to show that 
\[ \overline{T} \sum_{n=0}^{\infty} t^n C_n^{(\alpha, \alpha+1)}(z) = 0 \quad (0 < t < 1, |z| \leq 1). \]
Indeed, from the generating function

\[
T(1-tz)^{-\alpha} = \alpha t(1-tz)^{-\alpha-1} (1-tz)^{-\alpha-1}
\]

\[
- \alpha((1-tz)^{-\alpha} (1-tz)^{-\alpha-1} - (1-tz)^{-\alpha} (1-tz)^{-\alpha-1})/(z-z)
\]

\[
= \alpha (1-tz)^{-\alpha-1} (1-tz)^{-\alpha-1} (t - (1-tz - 1 + tz)/(z-z)) = 0.
\]

The other claim comes from identity (10) on p. 704 of [2]. \(
\)

Since \(\overline{T} \overline{C}_{n}^{(\alpha,\alpha+1)}(z) = 0\), \(\overline{C}_{n}^{(\alpha,\alpha+1)}\) must be a multiple of \(C_{n-1}^{(\alpha,\alpha+1)}(z)\).

The following are obtained by straightforward computation using well-known formulas.

\[(3.12) \quad T C_{n}^{(\alpha,\alpha+1)}(z) = (n + 2\alpha) C_{n-1}^{(\alpha,\alpha+1)}(z), \quad n \geq 1,
\]

\[(3.13) \quad \int_{-\pi}^{\pi} |C_{n}^{(\alpha,\alpha+1)}(e^{i\theta})|^2 (\sin^2 \theta)^{\alpha} d\theta = \frac{(2\alpha + 1)}{n!} 2B \left(\alpha + \frac{1}{2}, \frac{1}{2}\right), \quad (\text{the beta function}).
\]

3.14 The group \(D_{2m+1}\). Set \(k = 2m + 1\) and \(\beta = 0\). By Propositions 3.9 and 3.11 the homogeneous polynomial in \(K_{h}\) of degree \((2m+1)n + l\), \(0 \leq l \leq 2m\) is \(z^{l} C_{n}^{(\alpha,\alpha+1)}(z^{2m+1})\). The degenerate values (see Proposition 2.5 and its sequel) are easily shown to be \(\alpha = -j/(2m+1)\) and \(\alpha = -j/2\) for \(j = 1, 2, 3, \ldots\).

Note that \(z^{l} C_{n}^{(\alpha,\alpha+1)}(z^{2m+1})\) is orthogonal to its conjugate only when \(1 \leq l \leq 2m\), with respect to the measure \((\sin^2(2m+1)\theta)^{\alpha} d\theta\), in contrast to the ordinary case \((\alpha = 0)\).

3.15 The group \(D_{2}\). Set \(k = 1\) and \(\alpha, \beta > 0\).

In polar coordinates the corresponding measure on the circle is

\[(\sin^2 \theta)^{\alpha} (\cos^2 \theta)^{\beta} d\theta = 2^{-\alpha-\beta} (1 - \cos 2\theta)^{\alpha} (1 + \cos 2\theta)^{\beta} d\theta.
\]

Let

\[f_{2n}(z) := r^{2n} P_{n}^{(\alpha-1/2,\beta-1/2)}(\cos 2\theta) + \frac{i}{n!}(\cos 2\theta) P_{n}^{(\alpha+1/2,\beta+1/2)}(\cos 2\theta), \quad n \geq 0,
\]

\[f_{2n+1}(z) := r^{2n} \left( (n + \alpha + \frac{1}{2}) (r \cos \theta) P_{n}^{(\alpha-1/2,\beta+1/2)}(\cos 2\theta) + i (n + \beta + \frac{1}{2}) (r \sin \theta) P_{n}^{(\alpha+1/2,\beta-1/2)}(\cos 2\theta) \right),
\]

where \(z = re^{i\theta}\) (and \(\cos 2\theta = (z^{2} + z^{2})/(2zz)\), etc.), and \(P_{n}^{(\gamma,\delta)}\) denotes the Jacobi polynomial of index \((\gamma, \delta)\) and degree \(n\). Then \(f_{2n}\) and \(f_{2n+1}\) are (real-) homogeneous polynomials in \(z, z\); clearly the real and imaginary parts comprise an orthogonal basis of polynomials for the given measure. Gasper
defined a version of the Cauchy-Riemann equations satisfied by \( f_{2n} \). By some tedious calculations.

\[
\int_{-\pi}^{\pi} |f_{2n}(e^{i\theta})|^2 \, d\mu_{\alpha, \beta}(\theta) = \frac{(\alpha + \frac{1}{2})_n (\beta + \frac{1}{2})_n}{n!(\alpha + \beta + 1)_n},
\]

and

\[
\int_{-\pi}^{\pi} |f_{2n+1}(e^{i\theta})|^2 \, d\mu_{\alpha, \beta}(\theta) = \frac{(\alpha + \frac{1}{2})_{n+1} (\beta + \frac{1}{2})_{n+1}}{n!(\alpha + \beta + 1)_n},
\]

where

\[
d\mu_{\alpha, \beta}(\theta) = (2B(\alpha + \frac{1}{2}, \beta + \frac{1}{2}))^{-1} (\sin^2 \theta)^{\alpha} (\cos^2 \theta)^{\beta} \, d\theta.
\]

When \( \alpha = 0 = \beta \),

\[
f_{2n}(z) = \left( (\frac{1}{2})_n / n! \right) z^{2n}
\]

and

\[
f_{2n+1}(z) = \left( (\frac{1}{2})_{n+1} / n! \right) z^{2n+1}.
\]

**3.19 The group \( D_{2m} \).** Set \( k = m \) and \( \alpha, \beta > 0 \). By Proposition 3.9 the homogeneous polynomials in \( K_h \) are (with \( 0 \leq l \leq m - 1 \)):

\[
z^l f_{2n}(z^m), \quad \text{of degree } 2nm + l;
\]

\[
z^l f_{2n+1}(z^m), \quad \text{of degree } (2n + 1)m + l.
\]

The degenerate values for \( D_{2m} \) are \( \alpha + \beta = -j \), \( \alpha + \beta = -j/m \), \( \alpha = -1/2 - j \), \( \beta = -1/2 - j \), for \( j = 1, 2, 3, \ldots \).

**3.20 The action of \( T \).** An easy computation is possible by use of some identities. Let (in the notation of (3.3) and (3.4))

\[
\Psi f(z) := \alpha \sum_{j=0}^{k-1} f(z\omega^{2j}) + \beta \sum_{j=0}^{k-1} f(z\omega^{2j+1}).
\]

By Proposition 2.5, if \( f \) is (real) homogeneous then

\[
(zT + \overline{zT})f(z) = (x_1 T_1 + x_2 T_2)f(z) = (\deg f + k(\alpha + \beta))f(z) - \Psi f(z).
\]

Further, by an argument similar to that of Lemma 3.8,

\[
T(zf(z)) = f(z) + zTf(z) + \Psi f(z).
\]

Adding the two identities we obtain

\[
T(zf(z)) = (1 + \deg f + k(\alpha + \beta))f(z) - z\overline{Tf(z)}.
\]

Now suppose \( \overline{T}g(z^k) = 0 \) (as in Proposition 3.9), then

\[
\overline{T}(z^l g(z^k)) = 0
\]
for $0 \leq l \leq k-1$, and

$$T(z^l g(z^k)) = (l + k(\alpha + \beta + \deg g))z^{l-1} g(z^k)$$

for $1 \leq l \leq k-1$. The calculation of $Tg(z^k)$ reduces to the case $k = 1$ by use of Proposition 3.7. For example, on the group $D_{2m}$

$$Tf_{2n+1}(z^m) = 2m (n + \alpha + \frac{1}{2}) (n + \beta + \frac{1}{2}) z^{m-1} f_{2n}(z^m)$$

(in the notation of 3.15 and 3.19).

3.22 Concluding remarks. There is a maximum principle for $h$-harmonic polynomials (Theorem 2.10 of [5]); however, this does not seem to directly imply a maximum modulus principle for $K_h$. We also leave for further research the determination of explicit kernels of Cauchy or conjugate Poisson type.
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