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Abstract. Local smooth isometric embedding problems of low dimensional
Riemannian manifolds into Euclidean spaces are studied. Namely, we prove
the existence of a local smooth isometric embedding of a smooth Riemannian
3-manifold with nonvanishing curvature into Euclidean 6-space. For proving
this, we give a local solvability theorem for a system of a nonlinear PDE of real
principal type.

To obtain the local solvability theorem, we need a tame estimate for the
linearized equation corresponding to the given PDE, which is presented by two
methods. The first is based on the result of Duistermaat-Hörmander which
constructed the exact right inverse for linear PDEs of real principal type by using
Fourier integral operators. The second method uses more various properties of
Fourier integral operators given by Kumano-go, which seems to be a simpler
proof than the above.

Introduction

In the study of isometric embeddings of a Riemannian n-manifold into Eu-
clidean space, there is the classical question [Y]:

Given a Riemannian n-manifold \((M^n, ds)\), is there a local isometric embed-
ding \((M^n, ds)\) into Euclidean space \(\mathbb{R}^N\), where \(N = n(n + 1)/2\)?

In particular, it is well known that there always exists a local isometric em-
bedding of \((M^n, ds)\) into \(\mathbb{R}^N\), if \((M^n, ds)\) is real analytic (cf. [J]). Thus
it is interesting to consider this question in the smooth category. In particular,
we will obtain existence theorems for smooth local isometric embeddings for
\(n = 2, 3\). As a typical result, the following theorem is well known (cf. [J]).

Theorem A. Let \((M^2, ds^2)\) be a \(C^\infty\) Riemannian 2-manifold and \(p_0 \in M\). If
there is a point \(p_0 \in M\) such that the Gaussian curvature does not vanish at \(p_0\),
then there exists a local \(C^\infty\) isometric embedding of a neighborhood \(U_0\) of \(p_0\)
into \(\mathbb{R}^3\).

In this paper, we shall prove the three dimensional analogue of the above
theorem.
Theorem B. Let \((M^3, ds^2)\) be a \(C^\infty\) Riemannian 3-manifold. If there is a point \(p_0 \in M\) such that the curvature tensor \(R(p_0)\) does not vanish, then there exists a local \(C^\infty\) isometric embedding of a neighborhood \(U_0\) of \(p_0\) into \(\mathbb{R}^6\).

We remark that Bryant-Griffiths-Yang [BGY] proved a special case of Theorem B under the assumption:

\[(*) \quad \text{Sig} \ R(p_0) \neq (0,0), (0,1).\]

Here \(\text{Sig} \ R(p_0)\) denotes the signature of \(\ R(p_0)\) viewed as a symmetric linear operator acting on the space of 2-forms (cf. §2). They first proved a Nash-Moser type theorem for a nonlinear PDE whose linearized PDE is either symmetric hyperbolic or strongly hyperbolic, and then as its application, they solved the local isometric embedding problem under the assumption \((*)\). On the other hand, without the assumption \((*)\) the linearized equation of the isometric embedding equation is merely of real principal type (cf. [BGY] and §1). Therefore, the key to the proof of Theorems A–B is to establish the local solvability of the nonlinear PDE whose linearized operator is a system of real principal type.

In our scheme, we can also recover the result of Lin [L].

Theorem C. Let \((M^2, ds^2)\) be a \(C^\infty\) Riemannian 2-manifold and fix a point \(p_0 \in M\). Assume that the Gaussian curvature \(K\) at \(p_0\) of \(M^2\) satisfies \(K(p_0) = 0\) and \(dK(p_0) \neq 0\).

Then there exists a local \(C^\infty\) isometric embedding of a neighborhood \(U_0\) of \(p_0\) into \(\mathbb{R}^3\).

As an application of the following local solvability theorem, we shall give a unified proof of Theorems A–C.

Theorem D. Let \(\Phi(u)\) be a \(\mathbb{R}^N\) valued nonlinear partial differential operator of order \(m\) acting on \(C^\infty\) maps \(u: \mathbb{R}^n \rightarrow \mathbb{R}^N\) with appropriate smoothness and boundedness conditions. Assume that \(\Phi(u)\) is Fréchet differentiable in any Sobolev space of order greater than \(m + n/2\) and denote its derivative by \(\Phi'(u)\). Let \(x_0 \in \mathbb{R}^n\) and \(u_0 \in C^\infty(U_0, \mathbb{R}^N)\). Assume that there exists an open set \(U\) such that \(\Phi'(u_0)\) is an \(N \times N\)-system of real principal type on \(U\) and \(U\) is pseudoconvex with respect to \(\Phi'(u_0)\) and has the transversality property for \(\Phi'(u_0)\) (see §1 for the precise definition). Then there exists a neighborhood \(U_1 \subset U\) of \(x_0\), \(s_0 \in \mathbb{Z}_+\), and \(\eta > 0\) such that for any \(g \in C^\infty(U_1)\) with

\[
\|g - \Phi(u_0)\|_{H^{s_0}(U_1)} < \eta,
\]

there exists \(u \in C^\infty(\mathbb{R}^n, \mathbb{R}^N)\) satisfying

\[
\Phi(u) = g \quad \text{in} \ U_1.
\]

As we shall see in Appendix B, our proof of Theorem D is based on the Nash-Moser type implicit function theorem. Since the linearized equation

\[
\Phi'(u)v = h
\]
in an open neighborhood $U_1$ of $x_0$ does not have uniqueness of solutions, we cannot obtain the higher regularity estimate for solutions in an appropriate space by differentiating (0.3). To avoid this difficulty, we construct an exact right inverse $Q(u)$ of $\Phi'(u)$ with the so-called tame estimate, and modifying the Nash-Moser iteration scheme, we get a smooth solution $u$ of (0.2).

The notions of real principal type and pseudoconvexity for linear PDEs are given in [DH] (cf. §1, Definition 1.3, (ii) and (iv) of this paper). In §4 combined with Appendix A, we give a construction of $Q(u)$ following the arguments of [H and DH]. However, it is troublesome to prove $Q(u)$ is a right inverse of $\Phi'(u)$ in a common neighborhood $U_1$ of $x_0$ for any $u$ close to $u_0$ and get the tame estimate for $Q(u)$. For these proofs, we modified the arguments of [H and DH] so that the dependency of $Q(u)$ on $\Phi'(u)$ can be easily seen. In Appendix (A.1), we give the natural form of the Hamiltonian vector field corresponding to a principal symbol of real principal type, which is similar to that of so-called straightening out Theorem in dynamical systems. Using this, we get a microlocal normal form for a real principal type operator under the assumptions of pseudoconvexity and the transversality condition in Appendix (A.III). This transversality condition in Theorem D can be defined as follows: Let $P$ be a system pseudodifferential operator defined on $U$ and let $p$ be the determinant of its principal symbol. Given a point $z_0 \in T^*U - \{0\}$ and a Lagrangian subspace $\lambda$ at $z_0$, there must exist a Lagrangian subspace $\lambda$ at $z_0$ such that $\lambda$ is transversal to the tangent space of the fiber through $z_0$ and to $(\exp tH_p)*\lambda$, whenever the projected image of the Hamiltonian flow $\exp tH_p(z_0)$ through $z_0$ on the base space is contained in $U$. Although the transversality condition appears to be rather technical, it makes the proof of Theorem D clear and simple. Specifically, the transversality condition gives us the phase function on a conic neighborhood along a bicharacteristic needed to construct a parametrix $Q(u)$. In fact, we can relax the above condition in Theorem D as follows:

**Theorem E.** There exists an open set $U_1 \subset \mathbb{R}^n$ such that the results of Theorem D hold without the transversality condition in Theorem D.

In §5, we give a proof of Theorem E different from that of Theorem D. The idea is to consider a time evolution operator $\exp itP$ for a given partial differential operator $P$ by solving a hyperbolic differential equation. However, this method seems to work well only for real principal type PDEs.

Our proof of Theorem D is done microlocally and involves only a mild use of PDEs whose linearized equation is locally solvable via Fourier integral operators. On the other hand, using the local solvability of nonlinear, real principal type PDEs in the strong sense (§1. Remark), DeTurck and Yang [DY] showed the local existence of smooth metrics with nondegenerate prescribed curvature on 3-manifolds. Both [DY] and our paper can be treated as problems in $C^\infty$ local solvability for involutive systems. Thus, there are interesting geometrical PDEs among the $C^\infty$ locally solvable involutive systems. Theorems D–E and
their generalizations should have application to some geometry. In particular, Einstein field equation and prescribed curvature equation with some interacting fields become the special type of double characteristics equations under certain assumptions. These problems will be discussed in a forthcoming paper.
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1. LINEARIZED PDE FOR THE ISOMETRIC EMBEDDING EQUATION

Let \( U(u^1, u^2, \ldots, u^n) \) be a coordinate neighborhood around the given point \( x_0 \in M \) which we take as the origin and sometimes denote by \( p_0 \). To obtain an isometric embedding of \((M, g)\) into \( \mathbb{R}^N \), we must prove the existence of a solution to the following nonlinear PDE in an open neighborhood \( U_1 \subset U \) of \( x_0 \).

\[
\sum_{A=1}^{N} \frac{\partial x^A}{\partial u^i} \cdot \frac{\partial x^A}{\partial u^j} = g_{ij}(u^1, \ldots, u^n), \quad i, j = 1, \ldots, n,
\]

where \((g_{ij}(u))\) are the components of the Riemannian metric \( g \) in \( U \).

We shall consider the linearized PDE corresponding to (1.1); that is, let \( x^A(u) \) be a local \( C^\infty \) embedding of \( U \) into \( \mathbb{R}^N \) and consider the following PDE for the unknown functions \((u^A(u))\):

\[
\sum_{A=1}^{N} \frac{\partial x^A}{\partial u^i} \cdot \frac{\partial y^A}{\partial u^j} + \frac{\partial y^A}{\partial u^i} \cdot \frac{\partial x^A}{\partial u^j} = k_{ij}(u), \quad i, j = 1, \ldots, n,
\]

where \((k_{ij}(u))\) is a smooth symmetric contravariant 2-tensor on \( U \).

Choosing a unit normal frame field \( \{N^A \}_{A=n+1, \ldots, N} \) on \( U \), we put

\[
y^A(u) = \sum_{i=1}^{n} y^i \frac{\partial x^A}{\partial u^i} + \sum_{\lambda=n+1}^{N} y^\lambda N^A_\lambda.
\]

Denote the covariant derivatives and the second fundamental tensor for the isometric embedding (1.1) by \( \nabla_i \) and \( H^A_{ij}(u) \), respectively. Here, \( \nabla_i \) is defined for a covariant 1-tensor \( \xi_j(u) \) on \( U \) as follows:

\[
\nabla_i \xi_j(u) = \frac{\partial u^k}{\partial u^i} \xi_j(u) - \sum_{k=1}^{n} \left\{ \frac{k}{i} \right\} (u) \xi_k(u)
\]

where \( \left\{ \frac{k}{i} \right\} \) is the Christoffel tensor defined by

\[
\left\{ \frac{k}{i} \right\} = \frac{1}{2} \sum_{m=1}^{n} g^{km} \left( \partial_u g_{jm} + \partial_u g_{im} - \partial_u g_{mj} \right).
\]
Also, $H^A_{ij}(u)$ is defined by the following Gauss-Weingarten equations associated with \((1.1)\):

\[
\nabla_j \frac{\partial x^A}{\partial u^i} = \sum_{\lambda=n+1}^{N} H^A_{ij}N^A_{\lambda}, \quad \nabla_j N^A_{\lambda}(u) = -\sum_{i=n+1}^{N} H^A_{ij} \frac{\partial x^A}{\partial u^i}
\]

where the raising and lowering of indices are with respect to the given Riemannian metric. Rewriting \((1.2)\) by \((1.4)\), we easily get

**Lemma 1.1.**

\[
\nabla_i y_j + \nabla_j y_i = 2 \sum_{\lambda=n+1}^{N} y^\lambda H^A_{ij}(u) + k_{ij}(u), \quad i, j = 1, \ldots, n.
\]

**Definition 1.2.** (i) The second fundamental tensor \((H^A_{ij}(x_0))_{\lambda=n+1, \ldots, N}\) is called **nondegenerate at** \(x_0\) if \(\{(H^A_{ij})(x_0)\}\) are linearly independent in the vector space of all covariant symmetric 2-tensors at \(x_0\).

(ii) An isometric embedding is called **nondegenerate** if the corresponding second fundamental form is nondegenerate at each point of \(U\).

Although the second fundamental tensor \(H^A_{ij}(u)\) depends on choosing the normal frame \(N^A_{\lambda}(u)\), the above definition is independent of this choice.

Next we recall some PDE terminologies. Let \(T^* M\) denote the cotangent bundle of \(M\). For a positive integer \(N\), let \(P\) be an \(N \times N\) system of classical pseudodifferential operators on \(M\) with principal symbol \(p(x, \xi)\).

**Definition 1.3.** (i) \(P\) is called a **system of real principal type at** \((x_0, \xi_0) \in T^* M - \{0\}\) if there exists a conic neighborhood \(\Gamma\) of \((x_0, \xi_0)\), an \(N \times N\) classical symbol \(\hat{p}(x, \xi)\), and a real valued classical scalar symbol \(q(x, \xi)\) such that

\[
\hat{p}(x, \xi)p(x, \xi) = q(x, \xi) \text{Id}_N \quad \text{in } \Gamma,
\]

and the principal symbol \(q_1(x, \xi)\) of \(q(x, \xi)\) satisfies the condition that \(dq_1\) and \(\theta = \sum_{i=1}^{N} \xi_i dx^i\) are linearly independent on \(\Gamma \cap \{(x, \xi) ; q_1(x, \xi) = 0\}\).

Here \(\text{Id}_N\) is the \(N \times N\) identity matrix.

(ii) \(P\) is called a **system of real principal type at** \(x_0 \in M\) if \(P\) is a system of principal type at each point of \(\pi^{-1}(x_0) - \{0\}\), where \(\pi: T^* M \to M\) is the projection.

(iii) \(P\) is called a **system of real principal type on an open set** \(U\) of \(M\) if \(P\) is a system of principal type at each point of \(\pi^{-1}(U - \{0\})\).

(iv) Let \(P\) be of real principal type on an open set \(U\) and associate a scalar symbol \(q_1\) to \(p\) given in (i). We say that \(U\) is pseudoconvex with respect to \(P\) if no complete bicharacteristic strip of \(P\) stays over a compact set in \(U\) and for every compact set \(K \subset U\) there is another compact set \(K' \subset U\) such that every bicharacteristic interval with respect to \(P\) having endpoints over \(K\) must lie entirely over \(K'\).
(v) Let \( P \) be a system of pseudodifferential operators on an open set \( U \) and associate a scalar symbol \( q_1 \) to \( p \) given in (i). Assume that \( U \) is pseudoconvex with respect to \( P \). \( U \) is said to have the transversal property for \( P \), if the following holds: for any point \( z_0 \in \partial T^*U \equiv T^*U - \{0\} \) and any Lagrangian subspace \( \lambda \) at \( z_0 \), there exists a Lagrangian subspace \( \lambda^\perp \) at \( z_0 \) such that \( \lambda^\perp \) is transversal to the tangent space of the fiber through \( z_0 \) and to \( (\exp tH_{q_1})(\lambda) \), whenever \( \pi(\exp tH_{q_1}(z_0)) \) is contained in \( U \). Here \( \exp tH_{q_1} \) is the Hamiltonian flow of the Hamiltonian vector field \( H_{q_1} \) (cf. Appendix A, (A.6)) and \( (\exp tH_{q_1}^*)(\lambda) \) is identified with the subspace at \( z_0 \).

Remark. (i) The conditions in (i)-(v) for the principal symbol \( q_1 \) of \( P \) obviously hold if \( \text{grad}_x q_1 \neq 0 \) on \( \Gamma \cap \{(x;\xi) ; q_1(x,\xi) = 0\} \). In this case we say that \( P \) is a system of real principal type at \( (x_0,\xi_0) \in T^*M - \{0\} \) in the strong sense. By modifying Definition 1.3, (ii) in an obvious manner, we obtain the corresponding definitions at a point \( x_0 \in M \) and on an open set \( U \) of \( M \).

(ii) As we will see in Proposition 2.2, the linearized PDE of the isometric embedding equation is not real principal type in the strong sense only in the case of Theorem C.

Corresponding to Definition 1.2, we have

**Definition 1.4.** (i) The isometric embedding (1.1) is called a real principal type at \( x_0 \in M \) (resp. on \( U \)) if the linearized equation (1.5) is of real principal type at \( x_0 \) (resp. on \( U \)).

(ii) For a real principal type isometric embedding (1.1) on \( U \), we say that \( U \) is a pseudoconvex for (1.1) if \( U \) is pseudoconvex for the linearized equation (1.5).

Before constructing a nondegenerate, principal type embedding in §2, we study a second fundamental tensor at a fixed point \( x_0 \). First, we recall that the Gauss equation for the isometric embedding gives the constraint

\[
R_{ijkl}(u) = \sum_{\lambda=n+1}^{N} H_{il}(u) \cdot H_{ik}(u) - H_{ik}(u) \cdot H_{jl}(u)
\]

for the desired isometric embedding.

Now we recall the following fact obtained by [BGY] (see p. 948, Theorem F).

**Proposition 1.5.** Let \( (M^n, ds^2) \) be a Riemannian \( n \)-manifold \( (n \leq 3) \), which satisfies the assumptions in Theorems A-B. Then, there exists an \((N-n)\)-tuple of \( n \times n \) symmetric matrix \( (H_{ij}^\lambda(0))_{\lambda=n+1,\ldots,N} \) such that

(i) for \( (H_{ij}^\lambda(0))_{\lambda=n+1,\ldots,N} \), (1.5) is real principal type at the origin \( 0 \in \mathbb{R}^n \).

(ii) \( (H_{ij}^\lambda(0))_{\lambda=n+1,\ldots,N} \) satisfies (1.7) at the origin \( 0 \in \mathbb{R}^n \).

Furthermore,

(iii) \( (H_{ij}^\lambda(0))_{\lambda=n+1,\ldots,N} \) is nondegenerate at the origin \( 0 \in \mathbb{R}^n \).
2. CONSTRUCTION OF A REAL PRINCIPAL TYPE EMBEDDING

In this section we shall construct a real principal type embedding whose induced metric is sufficiently close to the given Riemannian metric \( ds^2 \). Namely, we prove the following:

**Proposition 2.1.** Let \((M^n, ds^2)\) be a \( C^\infty \) Riemannian manifold with \( n = 2 \) or \( n = 3 \) and \((H^i_{ij})_{\lambda=n+1,\ldots,N}\) be an \((N - n)\)-tuple matrix satisfying the properties in Proposition 1.5. Under the assumptions of Theorems A–B, given any \( \eta > 0 \) and any positive integer \( s \), there exist an open neighborhood \( U_0 \) of \( p_0 \), an \((N - n)\)-tuple of local \( C^\infty \) unit vector fields \((N^A_A(u))_{\lambda=n+1,\ldots,N}\) on \( U_0 \), and a nondegenerate \( C^\infty \) embedding \((x^A(u))_{A=1,\ldots,N}\) of \( U_0 \) into \( \mathbb{R}^N \) with \( N = n(n + 1)/2 \) such that

(i) \((N^A_A(u))_{\lambda=n+1,\ldots,N}\) is a unit normal frame field on \( U_0 \) for the embedding \((x^A_A)_{A=1,\ldots,N}\).

(ii) \((H^i_{ij})\) is the second fundamental form of \((x^A)\) at \( p_0 \) with respect to \((N^A_A(u))\).

(iii) The embedding \(x^A(u)\) is of real principal type on \( U_0 \), \( U_0 \) is pseudoconvex with respect to the linearized equation (1.5) and \( U_0 \) has the transversal property for (1.5).

(iv) \( \|g_{ij}(u) - \sum_{A=1}^{N} \partial x^A_i / \partial u^j \cdot \partial x^A_j / \partial u^i \|_{H^s(U_0)} < \eta \).

To prove Proposition 2.1, we expand the Riemannian metric \( g \) into its Taylor series by using normal coordinates \((u^i)\). Namely, let \( g(u) = (g^A_B(u)) \) be the Riemannian metric in the coordinate neighborhood \( U(u^1, \ldots, u^n) \). We have the Taylor expansion of \( g(u) \) up to degree \( k \):

\[
(2.1) \quad g^{(k)}_{ij}(u) = \delta_{ij} + \frac{1}{2!} \sum A_{ij\alpha_1,\alpha_2} u^{\alpha_1} u^{\alpha_2} + \cdots + \frac{1}{k!} \sum A_{ij\alpha_1,\ldots,\alpha_k} u^{\alpha_1} \cdots u^{\alpha_k}.
\]

Now we seek the mapping \( i: U(u^1, \ldots, u^n) \rightarrow \mathbb{R}^N \) in the following form:

\[
(2.2) \quad i(u^1, \ldots, u^n) = (x^{(k)}(u)) = \sum I^A_a u^a + \frac{1}{2!} \sum I^A_{ab} u^a u^b + \cdots + \frac{1}{k!} \sum I^A_{a_1,\ldots,a_k} u^{a_1} \cdots u^{a_k}.
\]

satisfying

(H-I) \( i(0) = 0 \).

(H-II) \( di(0) = 1d \).

(H-III) \( N^A_\lambda(0) = (0, \ldots, 1, 0, \ldots, 0), \ (\lambda = n + 1, \ldots, N) \).

(H-IV) Given nondegenerate \((H^i_{ij})\) satisfying (1.7), we have \( H^i_{ij}(0) = H^i_{ij} \).

We solve (2.2) using the following relation:

\[
(2.3) \quad \sum_A \frac{\partial x^{(k)}_A}{\partial u^i} \cdot \frac{\partial x^{(i)}_A}{\partial u^j} = g_{ij}(u) \mod O(|u|^k).
\]
Therefore, we have
\[(2.4)\quad I_a^A = \delta_a^A \quad (a = 1, \ldots, n).\]

Using \( \{a_{\mu}^\nu\}(0) = 0 \), we have
\[(2.5)\quad I_{\nu a}^\mu = H_{\nu a}^\mu \quad (\mu = n + 1, \ldots, N), \quad I_{\nu a}^b = 0 \quad (b = 1, \ldots, n).\]

Substituting (2.1) and (2.2) into (2.3) and equating the corresponding coefficients, we can solve (2.3) formally. Note that the equations thus obtained for the unknown \( I_a^A \) are underdetermined. Thus only the symmetric part of each \( I_a^A \) is restricted and we may choose the antisymmetric part arbitrarily. By the proof of Proposition 1.5, there exists an open set \( U \) such that \( \partial x q_1(x, \xi) \neq 0 \) on \( U \), where
\[(2.6)\quad q_1(x, \xi) = \begin{vmatrix} \xi_1 & 0 & \cdots & 0 & \xi_2 & \cdots & \cdots \\ 0 & \xi_2 & \cdots & \cdots & \xi_1 & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & \cdots & \cdots & \xi_n & \cdots & \cdots \\ H_{11}^1(x) & H_{12}^2(x) & \cdots & H_{n1}^1(x) & 2H_{12}^2(x) & \cdots & 2H_{n1}^2(x) \end{vmatrix}.\]

Since in this case, the linearized equation (1.5) is of real principal type in the strong sense, we get Proposition 2.1.

For the case of Theorem C, we refine the argument above to obtain

**Proposition 2.2.** Let \((M^2, ds^2)\) be a Riemannian 2-manifold satisfying the assumptions in Theorem C. Given any \( \eta > 0 \) and any positive integer \( s \), there exists an open neighborhood \( U_0 \) of \( p_0 \) in \( M \) with coordinates \((u^1, u^2)\) and a \( C^\infty \) embedding \((x^A(u))_{A=1,2,3}^\infty \) of \( U_0 \) into \( \mathbb{R}^3 \) such that (i) \((x^A(u))\) is nondegenerate and of real principal type on \( U_0 \) with respect to the induced metric from \( \mathbb{R}^3 \) and \( U_0 \) is pseudoconvex with respect to the linearized equation (1.5) of \( x^A(u) \) and has the transversal property. Moreover, we have

\[(i) \quad \|g_{ij}(u) - \sum_{A=1}^3 \partial x^A/\partial u^i \cdot \partial x^A/\partial u^j\|_{H^\infty(U_0)} < \eta.\]

**Proof.** Take normal coordinates \((v^1, v^2)\) around \( p_0 \). Then we get the Taylor expansion \( g_{ij}^{(k)}(v) \) of \( g_{ij}(v) \) as in (2.1) for \( k \) sufficiently large. Notice that the Gaussian curvature \( K^{(k)}(v) \) of \( g_{ij}^{(i)}(v) \) satisfies the same assumptions as in Theorem C. Then by a linear change of coordinates \( u^i = \sum_{j=1}^2 A^i_j v^j \quad (i = 1, 2) \quad (A^i_j) \in O(2) \), the Gaussian curvature \( K(u) \) can be expressed as
\[(2.7)\quad K(u) = au^1 + O(|u|^2)\]
with \( a \neq 0 \). Now we set
\[(2.8)\quad H_{11}(0) = 0, \quad H_{22}(0) = a, \quad H_{12}(0) = 0.\]

Then by a computation as in Proposition 2.1, we get a local \( C^\infty \) embedding \( x^A(u) \) which is nondegenerate and satisfies the condition (ii) in Proposition 2.2.
Moreover, we can see that this embedding is of real principal type as follows. \( q_1(u, \xi) \) of (1.6) for the linearized PDE (1.5) is given by

\[
q_1(u, \xi) = H_{22}(u)\xi_1^2 + H_{11}(u)\xi_2^2 - 2H_{12}(u)\xi_1\xi_2.
\]

Notice that \( q_1(0, \xi) = 0 \) implies \( \xi_1 = 0 \). By (2.7), we get

\[
\partial_u H_{11}(0) \neq 0.
\]

Assume that there exists a nontrivial constant \( k \) such that

\[
Dq_1 = k \theta,
\]

at \( u = 0, \xi_1 = 0, \xi \neq 0 \). By using (2.10) and (2.11), we have

\[
\xi_2 = 0.
\]

Then we easily see that \( q_1 \) and the canonical 1-form \( \theta \) are linearly independent at \( u = 0, \xi_1 = 0, \xi \neq 0 \). Since the Gaussian curvature \( K(u) \) does not vanish on a open set \( U \setminus \{0\} \), \( \partial_\xi q_1(u, \xi) \neq 0 \) on \( \pi^{-1}(U \setminus \{0\}) \). Remark that the projected vector field of \( H \) on the unit sphere bundle does not vanish and \( \partial_\xi q_1(0, \xi) \neq 0 \) for \( \xi_1 \neq 0 \). The pseudoconvexity and transversality conditions easily follow. This gives the desired result.

Remark. Under the hypothesis in Proposition 2.1, the linearized equation corresponding to \( (x^A(u)) \) is a real principal type in the strong sense. (In fact, [BGY] calls it a real principal type simply.) By combining with the result on the local existence of the analytic isometric embeddings (cf. [J]) and Proposition 1.5, Proposition 2.1 is obtained directly. However, the hypothesis in Proposition 2.2 is slightly weaker than the above, and so their argument does not work in a similar way.

3. LOCAL SOLVABILITY OF REAL PRINCIPAL TYPE PARTIAL DIFFERENTIAL SYSTEMS

We first give a general theorem on the local solvability of a nonlinear partial differential operator.

Let \( U_0 \subset \mathbb{R}^n \) be an open neighborhood of \( x_0 \in \mathbb{R}^n \) and \( u_0: U_0 \to \mathbb{R}^N \) be a \( C^\infty \) map, (Hereafter, we also denote by \( u_0 \) a \( C^\infty \) map from \( \mathbb{R}^n \to \mathbb{R}^N \) obtained by cutting off the support of \( u_0 \).) Let \( \Phi(u) = \Phi(x, \nabla^m u) \) be a \( \mathbb{R}^N \)-valued nonlinear partial differential operator of order \( m \) applied to \( u \in C^\infty(\mathbb{R}^n, \mathbb{R}^N) \), where

\[
\nabla^m u = (D^\alpha u; |\alpha| \leq m), \quad D^\alpha = D_1^{\alpha_1} \cdots D_n^{\alpha_n}, \\
D_i = -\sqrt{-1} \frac{\partial}{\partial x_i}, \quad \alpha = (\alpha_1, \ldots, \alpha_n).
\]

**Theorem 3.1.** In the above situation, assume that

\[
\Phi(x, w) \in C^\infty(\mathbb{R}^n \times \{|w| \leq w_0\}) \quad \text{for any } w_0 > 0;
\]
this assures the Fréchet differentiability of $\Phi(u)$ with respect to $u \in H^s(\mathbb{R}^n)$, $(s > m + n/2)$. Assume also that there exist an open neighborhood $U_1 \subset U_0$ of $x_0 \in \mathbb{R}^n$ with a smooth boundary $\alpha > m + n/2$, $\delta \in (0, 1)$ and $d \geq 0$ such that, for any $u(\|u - u_0\|_\alpha \leq \delta)$, $s \in \mathbb{R}$ and $h \in H^s(\mathbb{R}^n)$, the equation

$$\Phi'(u)v = h \quad \text{in } U_1$$

admits a solution $v \in H^{s-d}(\mathbb{R}^n)$ with the so-called tame estimate

$$\|v\|_{s-d} \leq C_s(\|h\|_s + \|u\|_s\|h\|_d),$$

where $C_s$ is independent of $u$ and $h$. Then, there exists $s_0 \in \mathbb{Z}_+$ and $\eta > 0$ such that, for any $g \in C^\infty(U_1')$ with

$$\|g - \Phi(u_0)\|_{s_0} \equiv \|g - \Phi(u_0)\|_{H^{s_0}(U_1')} < \eta,$$

the equation

$$\Phi(u) = g \quad \text{in } U_1$$

admits a solution $u \in C^\infty(\mathbb{R}^n, \mathbb{R}^N)$. Here $B^\infty(\mathbb{R}^n \times \{|w| \leq w_0\})$ denotes the set of all $\mathbb{R}^N$-valued $C^\infty$ functions with bounded derivatives.

The proof is given in Appendix B.

**Theorem 3.2.** Let $x_0$, $U_0$, $\Phi(u)$ be as in Theorem 3.1 with all the assumptions in Theorem 3.1 except for (3.1), (3.2). Suppose the Fréchet derivative $\Phi'(u_0)$ of $\Phi(u)$ at $u_0$ is a system of real principal type on $U_0$ and $U_0$ is pseudoconvex with respect to $\Phi'(u_0)$ and has the transversality property for $\Phi'(u_0)$. Then there exist an open neighborhood $U_1 \subset U_0$ of $x_0$ with smooth boundary, $s_0 \in \mathbb{Z}_+$ and $\eta > 0$ such that, for any $g \in C^\infty(U_1')$ with $\|g - \Phi(u_0)\|_{H^{s_0}(U_1')} < \eta$, the equation

$$\Phi(u) = g \quad \text{in } U_1$$

admits a solution $u \in C^\infty(\mathbb{R}^n, \mathbb{R}^N)$.

**Proof of Theorem 3.2.** From Theorem 3.1, it is enough to prove the existence of $U_1$, $\alpha$, $\delta$, $d$ satisfying (3.1), (3.2), (3.3). To begin with we set

$$L(u) = \Phi'(u),$$

$$l(x, \xi; u) = \text{the principal symbol of } \det L(x, \xi; u),$$

and

$$M(x, D; u) \equiv L(x, D; u)^{co}L(x, D; u) = l(x, D; u)I + R(x, D; u),$$

$$R(x, D; u) \in S^{mN \cdot 1},$$

where $S^m$ denotes the usual Hörmander class $S^m$. We have the following lemma for the local solvability of the operator (3.6).
Lemma 3.3. Suppose there are an open neighborhood $U_1 \subset U_0$ of $x_0$, $m+n/2 < d_1$, $d_2 \in \mathbb{Z}_+$, $d' = \max(d_1, d_2) < \alpha \in \mathbb{Z}_+$, and $\delta_1 > 0$ such that for any $u$ ($\|u - u_0\|_\alpha \leq \delta_1$), there exist an operator $Q(u)$ and $\phi_j \in C^\infty_0(U_0)$ ($1 \leq j \leq 3$) with the properties:

\begin{align}
(3.7) & \quad \phi_1 = 1 \text{ in } U_1, \\
(3.8) & \quad \phi_1 \subset \phi_2 \subset \phi_3, \\
(3.9) & \quad \|Q(u)h\|_{s-d_1} \leq C_s(\|h\|_s + \|u\|_s \|h\|_{d_1}) \quad (d_1 \leq s \in \mathbb{Z}_+; h \in H^s(\mathbb{R}^n)), \\
(3.10) & \quad \|K(u)\| \leq \frac{1}{2}, \\
(3.11) & \quad \|(1 - K(u))^{-1}h\|_s \leq C_s(\|h\|_s + \|u\|_s \|h\|_{d_2}) \quad (s \in \mathbb{Z}_+; h \in H^s(\mathbb{R}^n)),
\end{align}

where

\begin{align}
(3.12) & \quad K(u) = \phi_2(I - M(u)Q(u))\phi_3.
\end{align}

Here $\|K(u)\|$ denotes the operator norm of $K(u): L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)$ and $\phi_1 \subset \phi_2$ means that $\phi_2 = 1$ on supp $\phi_1$. Then,

\begin{align}
(3.13) & \quad \phi_1 \{M(u)Q(u)(1 - K(u))^{-1}Q_2 - I\} = 0, \\
(3.14) & \quad \|Q(u)(1 - K(u))^{-1}\phi_2 h\|_{s-d'} \leq C_s(\|h\|_s + \|u\|_s \|h\|_{d'_1}) \quad (d' \leq s \in \mathbb{Z}_+; h \in H^s(\mathbb{R}^n)),
\end{align}

and these immediately imply the following: for any $u$ ($\|u - u_0\|_\alpha \leq \delta_1$), we have

\begin{align}
(3.15) & \quad \phi_1[L(u)\{^\infty L(u)Q(u)(1 - K(u))^{-1}\phi_2\} - I] = 0
\end{align}

and

\begin{align}
(3.16) & \quad \|^\infty L(u)Q(u)(1 - K(u))^{-1}\phi_2 h\|_{s-d} \leq C_s(\|h\|_s + \|u\|_s \|h\|_{d}) \quad (d \leq s \in \mathbb{Z}_+; h \in H^s(\mathbb{R}^n)),
\end{align}

where

\begin{align}
(3.17) & \quad \alpha = \alpha' + [n/2] + 1, \\
(3.18) & \quad d = d' + \max\{mN - 1, m + [n/2] + 1\}.
\end{align}

The proof of Lemma 3.3 is by direct computation, so we omit the proof.

Now to complete the proof of Theorem 3.2, we only have to construct the operator $Q(u)$ in Lemma 3.3. This is done in §4.

Remark. The assumption of transversality in Theorem 3.2 can be dropped if we use §5.

Finally, we shall make a brief comment on the unified proof of Theorems A–C stated in the introduction. Recall that we already have obtained in §2
a real principal type embedding which is close to a given Riemannian metric $g$ in an open neighborhood $U_0$ of $p_0$ and satisfies the pseudoconvexity and the transversality properties for $U_0$. Thus Theorem 3.2 immediately implies Theorems A–C.

4. Proof of Theorem D

In this section, we give the proof of Theorem D. To show this, we need several preliminaries for symplectic geometry and formulas for Fourier integral operators. Leaving these in Appendix A, we mention how to prove Theorem D. Namely, we often use the results of Proposition A.4 and Theorem A.10. What we want to get is the construction of a local right inverse of the real principal type linear PDE of the form

$$ (*) \quad Pu = f $$

under the assumptions of Theorem D and the estimate (3.2) in Theorem 3.1, which is the key estimate for our iteration scheme stated in §3. Our method follows the work of Hörmander [H] and Duistermaat-Hörmander [DH].

To use our iteration scheme, we have to estimate the dependence of the local right inverse on $P$. However, the method given in [H and DH] is too complicated to analyze this dependency. The main part of this construction is to reduce the operator $P$ in (*) to a canonical one (cf. Propositions A.4, A.5 and Theorem A.10), by combining a geometrical idea based on the proof of Darboux's lemma (cf. [M, W and AB]) with a direct and routine computation using Fourier integral operators. We will also obtain the continuous dependence of $P$ on the symbol function $p(x, \xi)$ of $P$. These arguments are technically similar to [OMY1–2 and OMYK3–7].

Here, for later reference, we list the assumptions of Theorem D.

(*) 1) $F$ is a real principal type on a open set $U$.

(*) 2) $U$ is pseudoconvex with respect to $F$.

(*) 3) $U$ has the transversal property for $F$.

First, we make some remarks about the fundamental solution of the operator $D_i = \frac{1}{i} \frac{\partial}{\partial x^1}$ on $\mathbb{R}^n$. Let $W_2$ be a relatively compact open set of $\mathbb{R}^n$ which contains the origin and let $W_1$ be a sufficiently small open subset of $W_2$ such that $0 \in W_1 \subset W_2$. Denote the fundamental solution of $D_1$ on $\mathbb{R}^n$ by $E_1(x, y)$, i.e.

$$ (4.1) \quad E_1(x, y) = iH(x^1 - y^1) \otimes \delta(x' - y'). $$

Here, $H(t)$ is the Heaviside function, $H(t) = 1$ on $t > 0$ and $H(t) = 0$ for $t < 0$, and we have used the notation $x = (x^1, x')$ and $(y^1, y')$. Let $\lambda(t)$ be a $C^\infty$ function satisfying

$$ (4.2) \quad \lambda(t) \equiv 1 \quad \text{on } |t| \leq \frac{1}{3} r_0, \quad \text{and} \quad \lambda(t) \equiv 0 \quad \text{on } |t| \geq \frac{2}{3} r_0. $$
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where \( r_0 > 0 \) is sufficiently small. We define a distribution kernel on \( W \times W \) by

\[
T_1(x, y) = \lambda(|x - y|)E_1(x, y),
\]

\[
T'_1(x, y) = (D_1\lambda(|x - y|))E_1(x, y),
\]

and denote by \( T_1 \) and \( T'_1 \) the linear operators from \( C_0^\infty(W_1) \) to \( C_0^\infty(W_2) \) whose distribution kernels are given by (4.3) and (4.4) respectively.

Lemma 4.1. \( T'_1 \) can be written as a pseudodifferential type operator (see (4.16)) of the form

\[
T'_1u(x) = \int \int a(x, \xi^1)e^{i(x-y|\xi|)}u(y)\,dy\,d\xi,
\]

where \( a(x, \xi^1) \) is a smooth function on \( T^*(W_2) \) with the support of \( a(x, \xi^1) \) in the \( x \) variables contained in \( W_2 \), and satisfying, for any \( N \in \mathbb{Z}_+ \), \( k \in \mathbb{Z}_+ \) and \( \alpha \),

\[
|(\xi^1)^N\partial_x^\alpha \partial_\xi^k a(x, \xi^1)| < C_{N, k, \alpha} \text{ for any } (x, \xi) \in T\Omega_2.
\]

Proof. If we choose \( r_0 \) sufficiently small, we can write \( T'_1u(x) = \kappa(x)T'_1u(x) \), for any \( u \in C_0^\infty(W_1) \), where \( \kappa(x) \) is a \( C^\infty \) cutoff function on \( \mathbb{R}^n \) such that \( \kappa(x) \equiv 1 \) on \( \text{dist}(x, W_1) \leq (2/3)r_0 \), and \( \equiv 0 \) outside \( W_2 \). Then we have

\[
T'_1u(x) = \int \int \kappa(x)T'_1(x, z)e^{i(x-y|z|)}u(y)\,dy\,dz\,d\xi,
\]

Here we put

\[
\hat{a} = \int \kappa(x)T'_1(x, z)e^{i(x-z|\xi|)}\,dz
\]

\[
= \int \kappa(x)(D_1\lambda(|z^1 - z^2|)H(x^1 - z^1))e^{i(z^1-x|\xi|)}d\xi d^1e^{i(x|\xi|)}
\]

\[
a(x, \xi^1)e^{i(x|\xi|)}
\]

where \( a(x, \xi^1) = -\int \kappa(x)(D_1\lambda(|t|))H(t)e^{-i(t|\xi^1|)}\,dt \). Since this integrand is smooth and has compact support, we get (4.6).

Let \( P \) be a pseudodifferential operator of order one defined on a relatively compact open set \( U \). We may assume that \( P \) is properly supported on \( U \). Take an open set \( V_0 \), \( 0 \in V_0 \subset U \), sufficiently small so that the steps stated below hold. When we apply \( P \) to functions defined on \( U \), we shall use an appropriate coordinate system \( (y^1, \ldots, y^n) \) on \( U \). For emphasis, we occasionally denote this coordinate system by \( U_y \). Let \( p(y, \eta) \in S_1(\partial T^*U_y) \) be the symbol function of \( P \). We assume that the principal symbol \( p_1(y, \eta) \in S_0(\partial T^*U) \) of \( p(y, \eta) \) satisfies (\(^*1\))--(\(^*3\)) for an open set \( U_y \). Since we can apply the results
stated in Proposition A.4 in Appendix A.II, we can take open conic finite coverings \{D_j\} and \{D'_j\} of \( ^oT^*U \) and of \( ^oT^*V_0 \) respectively, (shrinking \( V_0 \) if necessary) such that

(i) for each \( J \), \( D_j^{(0)} \subset \overline{D}_j \) and \( \text{pr}(D_j^{(0)}) = V_0 \), \( \text{pr}(\overline{D}_j) = U \);

(ii) \( \bigcup D_j^{(0)} = \bigcup D_j^{(0)} \cup D_j^{(1)} \), where each \( D_j^{(0)} \) contains a point \( z_{j0} = (0, \eta_{j0}) \) satisfying \( p_1(z_{j0}) = 0 \) and in \( D_j^{(0)} \), \( p_1(z) \neq 0 \);

(iii) there exists a canonical transformation \( \chi: \overline{D}_{(0, \epsilon_0)} \to \overline{D}_j \) positively homogeneous of degree zero which satisfies the properties (i) in Proposition A.4; and

(iv) given \( s_4 \in \mathbb{Z}_+ \), there exists \( k_4 \in \mathbb{Z}_+ \) and \( \delta_4 > 0 \), such that for \( \|\hat{p}_1 - p_1\|_{k_4} < \delta_4 \), and for each \( j \), there exist a point \( z_{j0}(;\hat{p}_1) = (0, \eta_{j0}(\hat{p}_1)) \) such that \( \hat{p}_1(z_{j0}(;\hat{p}_1)) = 0 \) and the properties (ii) in Proposition A.4 holds.

Remark. When we apply \( P \) to \( T_j \), etc., we use coordinates \((y^1, \ldots, y^n)\) chosen in (A.III). These coordinates depend only on \( z_0 \) and the principal symbol \( p_1 \), and not on any perturbation \( \hat{p}_1 \) of \( p_1 \). Thus the norms for symbols are always computed with respect to these fixed coordinates.

Let \( \{\phi_j(;p_1)\} \) be the partition of unity positively homogeneous of degree zero associated with the coverings \( \{D_j^{(0)}\} \) and \( n_0 = [n/2] + 1 \). Take sequences of open sets \( 0 \in W_1 \subset W_2 \subset W \) and \( 0 \in V_0 \subset V_1 \subset V_2 \subset U \) appropriately small and also choose sequences of open conic sets \( D_j^{(1)} \subset D'_j \subset D_j \) such that \( \text{pr}(D_j^{(1)}) = W_i \), \( (i = 1, 2) \) and \( \text{pr}(D_j^{(0)}) = V_i \), \( (i = 0, 1, 2) \). Let \( I \) be the identity operator on \( C^\infty(V_0) \). Associated with \( \{D_j^{(0)}\} \) and \( \{\phi_j(y, \eta)\} \), we divide \( I \) microlocally into \( I = \sum I_j \), where

\[
(4.8) \quad (I_j u)(y') = \iint \phi_j(y', y, \eta) e^{i(y' - h\eta)\cdot y} u(y) \, dy \, d\eta.
\]

Here, we put \( \phi_j(y', y, \eta) = \phi(y') \phi_j(y, \eta) \), where \( \phi(y') \) is a cutoff function, \( \phi(y') \equiv 1 \), on \( V_0 \), and supp \( \phi \subset V_1 \). Take \( r_0 \) in (4.2) and \( V_0 \) sufficiently small, and choose linear operators \( T_1, T'_1: C^\infty(W_1) \to C^\infty(W'_2) \), \( F_j: C^\infty(V_1) \to C^\infty(W'_1) \) and \( F_j: C^\infty(W'_2) \to C^\infty(V'_2) \) which satisfy Theorem A.10 and have the following properties:

\[
(4.9) \quad \begin{cases}
WF(I_j u) \subset D_j^{(1)} & \text{for } WF(u) \subset D_j^{(0)}, \\
WF(F_j f) \subset D_j^{(1)} & \text{for } WF(f) \subset D_j^{(0)}, \\
WF(T_1 v) \subset D_j^{(2)} & \text{for } WF(v) \subset D_j^{(1)}, \\
WF(T'_1 v) \subset D_j^{(2)} & \text{for } WF(v) \subset D_j^{(1)}, \\
WF(F_j g) \subset D_j^{(2)} & \text{for } WF(g) \subset D_j^{(2)}.
\end{cases}
\]

Set \( T_j = F_j T_1 F_j^+ I_j \). We get

\[
(4.10) \quad PT_j = PF_j T_1 F_j^+ I_j = (PF_j - F_j D_1) T_1 F_j^+ I_j + F_j D_1 T_1 F_j^+ I_j.
\]
By considering the wave front set of \( T_jI_jf \), for \( f \in D'(U_1) \), we easily see that
\[
K_{j,-\infty}' = (PF_j - F_jD_1)
\]
can be viewed as a Fourier integral operator whose symbol is of order \(-n_0\) if we choose the open set \( V_0 \) and the support of \( \lambda(t) \) small enough [H, p. 71] and \( D^{(2)}_{(0, e_\alpha)} \) is chosen to be contained in \( D_{(0, e_\alpha)} \) given in Theorem A.10, Appendix (A.III). Moreover, we can fix \( \lambda(t) \) for any \( \tilde{p} \) sufficiently close to \( p \). Now, we consider the second term of the right-hand side of (4.10). We write \( D_1T_1 = I + T'_1 \) and \( T'_1 = T''_1 + T'_{1,-\infty} \), where for any \( u \in C_0^\infty(W_1) \),
\[
(4.12) \quad T''_1u(x) = \iint a'(x, \xi) e^{i(x-x')|\xi|} u(x') \, dx' \, d\xi,
\]
\[
(4.13) \quad T'_{1,-\infty}u(x) = \iint a_{-\infty}(x, \xi) e^{i(x-x')|\xi|} u(x') \, dx' \, d\xi.
\]
Here we put \( a'(x, \xi) = (1 - \nu(\xi))a(x, \xi), \ a_{-\infty}(x, \xi) = \nu(\xi) a(x, \xi) \) and \( \nu(\xi) \) satisfies \( \nu = 1 \) on \( |\xi| < r_0/2 \), and \( \nu(\xi) = 0 \) on \( |\xi| \geq r_0' \) for some constant \( r_0' > 0 \). Since
\[
(4.14) \quad K''_{j,-\infty} = F_jF_j^+I_j - I_j = (F_jF_j^+ - I)I_j
\]
can be viewed as a pseudodifferential operator of order \(-n_0\) by Theorem A.10, we can write (4.10) as
\[
(4.15) \quad PT_j = I_j + K_{j,-\infty} + R_j,
\]
where
\[
K_{j,-\infty} = K'_{j,-\infty}T_1F_j^+I_j + K''_{j,-\infty},
\]
and
\[
R_j(p) = F_jT''_1F_j^+I_j + F_jT'_{1,-\infty}F_j^+I_j.
\]
Now, we consider the following symbol class for \( j \in \mathbb{Z} \): for any \( N \in \mathbb{Z}_+ \), \( k \in \mathbb{R} \) and \( \alpha, \beta, \gamma \),
\[
(4.16) \quad \|g(x', x, \xi)\|_{j,N,m} = \sup_{|\alpha|+|\beta|+|\gamma| \leq m} \|(1 + |\xi|)^N(1 + |\xi|)^{|\beta|-j} \partial_x^\alpha \partial_{\xi}^\beta \partial_{\xi}^\gamma g\| \leq C_{\alpha, \beta, \gamma, k, N},
\]
for \( (x', x, \xi) \in \overline{D}_{(0, e_\alpha)} \), where we put \( \xi = (\xi^1, \bar{\xi}), \ \bar{\xi} = (\xi^2, \ldots, \xi^n) \). Associated to the symbol \( g(x', x, \xi) \), is a linear operator \( G \) defined by
\[
Gu(x') = \iint g(x', x, \xi) e^{i(x-x')|\xi|} u(x) \, dx \, d\xi,
\]
which is called a \textit{pseudodifferential type operator of order} \( j \).
Now, we seek \( \overline{G} \) such that
\[
(4.17) \quad D_1\overline{G} = T''_1
\]
as an operator from \( C_0^\infty(W_1) \) to \( C^\infty(W_2') \).
Now, (4.17) can be solved by the following partial differential equation

\begin{equation}
\partial_{x^i} g + i \xi^1 g = a^i(x, \xi^1).
\end{equation}

The solution can be found explicitly as

\begin{equation}
g(x, \xi^1) = \kappa'(x) \int_0^{x^1} a^i(x, \xi^1)e^{-i(x^1-t\xi^1)} dt,
\end{equation}

where \(\kappa'(x)\) is a \(C^\infty\) cutoff function \(\kappa(x) \equiv 1\) on \(\text{dist}(x, W_2) < r''/2\), and \(\kappa(x) \equiv 0\) outside \(W\), for some positive \(r''/2\), because the support of \(a^i\) in the \(x\) variables is contained in \(W\). Combining (4.12) and (4.13) with the above and arguing as in (4.14), we get on \(U_1\),

\begin{equation}
PF_j \overline{G}_j F_j^+ I_j = K_{j,-\infty} F_j^+ I_j + F_j D_1 \overline{G} F_j^+ I_j = R_j + R_{j,-\infty} + R_{j,-\infty}^{(2)},
\end{equation}

where

\begin{equation}
R_{j,-\infty}^{(1)} = K_{j,-\infty} F_j^+ I_j, \quad R_{j,-\infty}^{(2)} = F_j T_{j,-\infty} F_j^+ I_j.
\end{equation}

Here \(K_{j,-\infty}\) can be viewed as a Fourier integral operator of order \(-n_0\), if we choose \(WF(\overline{G}g) \subset D_{(0,\epsilon_0)}\) for \(WF(g) \subset D_{(0,\epsilon_0)}\), \(\overline{G}\) is a pseudodifferential type operator order zero with the symbol \(g\), and \(T_{j,-\infty}\) is defined by (4.13) and is also a pseudodifferential type operator of order \(-n_0\). On \(D_{*}^{(0)}\), we can easily construct an elliptic pseudodifferential operator \(T_*\) satisfying \(PT_*=I+R_{*,-\infty}\) on \(D_0\) where \(R_{*,-\infty}\) is order \(-n_0\); the behavior of \(T_*\) under perturbation of \(p\) can be easily seen. Thus, we get the following:

**Theorem 4.2.** In the above situations, we get the following:

(i) There exists a right parametrix \(E(;p) : C^\infty_0(V_0) \rightarrow C^\infty_0(V_0)\) of \(P\) defined on an open set \(U_1\) in the following form

\begin{equation}
PE(;p) = I + L_{-\infty}(;p),
\end{equation}

where

\begin{equation}
L_{-\infty} = \sum_j K_{j,-\infty} - R_{j,-\infty}^{(1)} - R_{j,-\infty}^{(1)} + R_{*,-\infty}
\end{equation}

and

\begin{equation}
E(;p) = \sum_j F_j(;p) T_j F_j^+(;p) I_j - F_j(;p) \overline{G} F_j^+(;p) I_j + T_*
\end{equation}

where \(F_j(;p), F_j^+(;p)\) are Fourier integral operators with the symbol \(a(;p) = a_j(x, \eta, \tilde{y}; p)\) and \(b = b_j(y, \xi, x; p)\) and the phase function \(S(x, \eta; \chi)\) satisfies Theorem A.10. Furthermore, \(K_{j,-\infty}(;p) = K_{j,-\infty}^{(1)}(;p) + K_{j,-\infty}^{(1)}(;p)\) is defined by (4.11) and (4.14). \(K_{j,-\infty}\) can be viewed as a Fourier integral operator of order \(-n_0\) with the symbol function \(k_j(;p), R_{j,-\infty}^{(i)}, i = 1, 2,\) are defined by
(4.24), and $\bar{G}(;p)$ is defined as above with symbol function $\bar{g}(;p)$ satisfying the estimate (4.16).

(ii) Moreover, there exist $k_{12} \in \mathbb{Z}_+$ and $\delta_{12} > 0$ such that for any $m_{12} \in \mathbb{Z}_+$, the following properties hold: for any $\|\hat{p} - p\|_{1,m_{12}} < \delta_{12}$, we can construct a right parametrix $E(;\hat{p})$ as in (4.21) and (4.22) and we have

$$
(4.24) \quad \|k_j(;\hat{p}) - k_j(;p)\|_{0,m_{12}} \leq C_{12}\|\hat{p} - p\|_{1,m_{12} + k_{12}}$

for some positive constant $C_{12}$.

To get the tame estimate (3.2), we first remark that for $F(a,\chi)$ given as above,

$$
(4.25) \quad \|F(\tilde{a},\tilde{\chi})f\|_{\delta} \leq C\left\{ |\tilde{\chi}|_{s_0+s} + \|\tilde{a}\|_{s_0+s} + \sum_j |x|_{s_0+s-j} + \|\tilde{a}\|_{s_0+s-j}\|f\|_{s_0+j}\right\},

$$

which is a direct computation as in §5, Lemma 5.7 combined with the $L^2$ boundedness of Fourier integral operators (cf. [K]). Now, the estimate for $\bar{G}$ can be reduced to an estimate for a usual classical pseudodifferential operator on $\mathbb{R}^{n-1}$ depending on a parameter by the following argument. Set

$$
\bar{g}(x^1, y^1, x', \xi') = \int e^{i(x^1 - y^1)\xi'} \bar{g}(x^1, x', \xi') \, d\xi'.
$$

Then, for any $k \in \mathbb{Z}_+$, $\alpha, \beta \in \mathbb{Z}^{n-1}_+$, we clearly have

$$
\sup(l + |x' - y'|^k|\partial^\alpha_x \partial^\beta_\xi \bar{g}(x^1, y^1, x', \xi)|(1 + |\xi|)^{|\beta|}) < \infty,
$$

where the supremum is taken over $x^1, y^1 \in \mathbb{R}$, $x', y' \in \mathbb{R}^{n-1}$. Hence, if we set $\bar{G}(x^1, y^1) = \bar{g}(x^1, y^1, x', D_{x'})$, there exists $s_0 \in \mathbb{Z}_+$ such that, for any $\alpha \in \mathbb{Z}^n_+$,

$$
(4.26) \quad \|\partial^\alpha_x (\bar{G}(x^1, y^1)v)(x')\|_{L^2(\mathbb{R}^{n-1})} \leq C(1 + |x^1 - y^1|)^{-1} \sum_{\nu=0}^{\infty} \|\bar{g}\|_{s_0+\nu}\|v\|_{|\alpha| - \nu}
$$

with some constant $C$ depending only on $\alpha$. Therefore, by Minkowski's inequality, we have

$$
(4.27) \quad \|\partial^\alpha_x (\bar{G}u)\|_0 \leq C \sum_{\nu=0}^{\infty} \|\bar{g}\|_{s_0+\nu}\|u\|_{|\alpha| - \nu}
$$

with some other constant $C$ depending only on $\alpha$.

Now, we let $\Phi'(u)$ be the partial differential operator of Theorem 3.1. By applying the argument of [DH, pp. 199–200] to $M(x, D; u)$ given by (3.6), we can replace it by $l(x, D; u)$ (mod $S^{m_0}$). Define the pseudodifferential operator $P(u)$ of order one to be $l(x, D; u)$ times an appropriate elliptic operator. There exists $m_0 \in \mathbb{Z}_+$, such that for any $k \in \mathbb{Z}_+$,

$$
(4.28) \quad \|p(\tilde{u}) - p(u)\|_{1,k} \leq C\|\tilde{u} - u\|_{k+m_0}.
$$
As in the argument after Lemma 5.5, we can drop $L_{-\infty}$ in (4.21) and the appropriate tame estimate for this procedure can be easily seen by Lemma 5.6. Then, combining (4.25)-(4.28), we get the estimate (3.2).

5. Proof of Theorem E

The purpose of this section is to present a proof of Theorem E which seems to be the simplest and shortest proof.

Let $x_0$, $U_0$, $u_0$, $\Phi(u) = \Phi(x, D^m u)$ be the same as those in the beginning of §3, and let $L(u)$, $l(x, D; u)$, $M(x, D; u) = l(x, D; u)I + R(x, D; u)$ be the same as those defined by (3.4), (3.5) and (3.6) respectively. Since we are seeking a local right inverse of $M(x, D; u)$, we may assume $M(x, D; u) \equiv 0$ outside $|x| \leq R$.

Hereafter, we frequently use the abbreviated notation such as $\Phi(u) = \Phi(x, D^m u)$ and quote the results in Chapter 10 (mostly §4) of [K]. For the convenience of readers references, we underline all the numbers attached to the equations, theorems and others in [K] whenever we quote them in this section.

Set $\lambda(x, D_x; u) = \lambda(s, D_x; u)I$ and $\lambda + B' = M(x, D; u)(D_x)^{-mN+1}$, where $I$ denotes $N \times N$ identity operator, $\lambda(x, \xi; u) = (1 - \chi(\xi))|\xi|^{-mN+1}l(x, \xi; u) \in S^1$, $\chi \in C_0^\infty (R^N)$, $0 \leq \chi \leq 1$, $\chi(\xi) = 1$ $(|\xi| \leq 1)$ and $B' \in S^0$. Here a $C^\infty$ map $u: R^n \to R^N$ is sufficiently close to $u_0$ with respect to some Sobolev norm, which is expressed by $u \sim u_0$ in the mean while.

In order to construct a local right inverse of $\lambda + B'$ with the so-called tamed estimate, we consider the following initial value problem:

\begin{align}
(4.19) \quad & \begin{cases}
(4.19i) & MU = 0 \quad \text{on } [0, T_0], \\
(4.19ii) & U|_{t=0} = G \in H_{-\infty}.
\end{cases}
\end{align}

Before going into the details, we explain the outline of the proof.

According to Theorem 4.5, there exists an approximate fundamental solution $\tilde{E}_\phi(t) = \tilde{e}_\phi(t, x, D_x; u) \in B^1_1(S^0)$ of (4.19) on $[0, T_0]$. Namely,

\begin{align}
(4.21) \quad & \begin{cases}
(4.21i) & \tilde{M}\tilde{E}_\phi(t; u) = \tilde{R}_\phi(t, u) \in B(S^{-(n+1)}) \quad \text{on } [0, T_0], \\
(4.21ii) & \tilde{E}_\phi(0; u) = I.
\end{cases}
\end{align}

Moreover, from Theorem 3.14, p. 308

\begin{align}
(5.1) \quad & WF(\tilde{E}_\phi(t; u)G) \subset \{ (x, \xi) = \tilde{T}(t; u)(y, \eta); (y, \eta) \in WF(G) \}
\end{align}

for any $G \in H_{-\infty}$,

where

$$
\tilde{T}(t; u)(y, \eta) = (q(t, y, \eta; u), p(t, y, \eta; u))
$$

and $q(t, y, \eta; u)$, $p(t, y, \eta; u)$ are the solutions of the initial value problem:

\begin{align}
(5.2) \quad & \begin{cases}
\frac{dq}{dt} = \nabla_\xi \lambda(q, p; u), \\
\frac{dp}{dt} = -\nabla_x \lambda(q, p; u),
\end{cases} \quad (q, p)|_{t=0} = (y, \eta).
\end{align}

Since $\lambda(u_0) + B'(u_0)$ is real principal type at $x_0$ and this condition is an open condition, $\lambda + B'(u)$ is also real principal type at $x_0$ for any $u (u \sim u_0)$.
Thus, there exist an open neighborhood $U_2 \subset U$ of $x_0$ and $T_1 \leq T_2 \leq T_0$ such that

$$\tilde{T}(T_1; u)(\alpha T^* U_2) \cap \alpha T^* U_2 = \phi.$$  

Now, take $\psi(t) \in C_0^\infty([0, T_0])$ such that $\psi(t) = 1 \quad (0 \leq t \leq T_1)$ and set

$$QG = i \int_0^\infty \psi(t)\tilde{E}_\phi(t; u)G dt \quad (G \in H_{-\infty}).$$

Then, by (4.21) and integration by parts,

$$QG = \int_0^\infty \psi(t)(\lambda + B')\tilde{E}_\phi(t)G dt$$

$$= -i \int_0^\infty \psi(t)(D_t \tilde{E}_\phi(t)G - \tilde{R}_\phi(t)G) dt$$

$$= G + \int_0^\infty \psi(t)(D_t \tilde{E}_\phi(t)G dt - i \int_0^\infty \psi(t)\tilde{R}_\phi(t)G dt.$$ 

Here, $-(\int_0^\infty \psi(t)\tilde{E}_\phi(t)dt - i \int_0^\infty \psi(t)\tilde{R}_\phi(t)dt)$ has a unique distribution kernel $\tilde{K} \in L^1_{\text{loc}}(U_2 \times U_2)$, because of (4.21), (5.1) and (5.3). Then, we shall prove that $Q, K = \phi, \tilde{K}\phi_3, \lambda + B'$ correspond to $Q(u), K(u), M(u)$ of Lemma 3.3 and satisfy (3.9)-(3.14) for appropriate cut off functions $\phi_1, \phi_2, \phi_3$. Hence, $Q(u)(1 - K(u))^{-1}\phi_2$ is a local right inverse of $\lambda(u) + B'(u)$ with the so-called tamed estimate. Of course, the key lemma of the proof is to prove the estimate (3.9), (3.14) in Lemma 3.3 and the rest of the proof is quite formal.

**Lemma 5.1.** Let $n_0 = \lceil n/2 \rceil + 1$ ($n_0$ stands for this particular constant for the rest of this paper). For any $\omega_0 > 0$, $\alpha, \beta \in \mathbb{Z}^n_+$, there exists a constant $c = c(\alpha, \beta, \omega_0) > 0$ such that

$$\sup_\xi \|\partial_\xi^\alpha \partial_\phi^\beta \lambda(x, \xi; \nabla^m u(\xi))\|_{n_0} \leq C(1 + \|u\|_{|\alpha|+m+n_0}),$$

$$\sup_\xi \|\partial_\xi^\alpha \partial_\phi^\beta \mathcal{B}(x, \xi; \nabla^{m+j+1} u(\xi))\|_{n_0} \leq C(1 + \|u\|_{|\alpha|+m+j+n_0+1}),$$

where

$$\mathcal{B}(x, \xi; \nabla^m u) = \sum_{j=0}^{mN-m-1} \mathcal{B}_j(x, \xi; \nabla^{m+j+1} u).$$

This can be easily proved by the chain rule for differentiating composite functions and the following well known property of the Sobolev norm $\|v\|_s$:

$$\|v\|_s \leq C\|v\|_{s_1}^{\theta_1}\|v\|_{s_2}^{\theta_2}$$

where the constant depends only on $s, s_1, s_2$ ($s_1 \leq s \leq s_2$), and $0 \leq \theta_1, \theta_2 \leq 1$ is defined by $\theta_1 s_1 + \theta_2 s_2 = s, \theta_1 + \theta_2 = 1$.

From Theorem 4.1 and its proof, we have the following lemma.
Lemma 5.2. For any $w_0 > 0$, $0 < \tau < 1$, there exists $0 < T < T_0$ such that, for any $u \in B_{\infty}^0(\mathbb{R}^n)$ satisfying $\|u\|_{m+n_0+2} \leq w_0$, the eikonal equation

\begin{align}
(4.20i) & \quad \phi(t, x, \xi; u) + \lambda(x, \nabla_x \phi(t, x, \xi; u); u) = 0 \quad \text{on } [0, T], \\
(4.20ii) & \quad \phi(0, x, \xi; u) = (x|\xi)
\end{align}

admits a unique solution $\phi(t, x, \xi; u) \in \mathcal{P}(\tau)$ which satisfies

\begin{align}
(1.11i) & \quad J(t, x, \xi; u) = \phi(t, x, \xi; u) - (x|\xi) \in S^1_1((2)), \\
(1.11ii) & \quad \sum_{|\alpha + \beta| \leq 2} \sup_{x, \xi} \|\partial_x^\alpha \partial_\xi^\beta J(t, x, \xi; u)\|_{n_0|\xi|^{|\beta|-1}} \leq \tau
\end{align}

and

\begin{align}
\sum_{|\alpha + \beta| \leq 2} \sup_{x, \xi} \|\partial_x^\alpha \partial_\xi^\beta J(t, x, \xi; u)\|_{n_0|\xi|^{|\beta|-1}} < \infty
\end{align}

for $0 \leq t \leq T$, $\|u\|_{m+n_0+2} \leq w_0$.

Next we proceed to estimate the higher order derivatives of $J(t, x, \xi; u)$ and the symbol $\tilde{e}(t, x, \xi; u)$ of $\tilde{E}_\phi(t)$ defined by

\begin{align}
(4.48i) & \quad \tilde{e}(t, x, \xi; u) = \sum_{\nu=0}^n e_\nu(t, x, \xi; u), \\
(4.49i) & \quad e_\nu(t, x, \xi; u) \in B_0^1(S^{-\nu}) \quad \text{on } [0, T], \\
(4.64i_0) & \quad D_t(e_0 - I) + \sum_{j=1}^n a_j(t) D_{x_j}(e_0 - I) + H(t)(e_0 - I) + H(t) = 0 \quad \text{on } [0, T], \\
(4.64ii_0) & \quad e_0(0) - I = 0, \\
(4.64i_\nu) & \quad D_{t}\nu + \sum_{j=1}^n a_j(t) D_{x_j}\nu + H(t)\nu + R_{\nu-1}(t) \quad \text{on } [0, T], \\
(4.64ii_\nu) & \quad \nu(0) = 0 \quad (\nu \geq 1),
\end{align}

where

\begin{align}
(4.56) & \quad a_j(t) = \lambda^{(j)}(x, \nabla_x \phi(t, x, \xi; u); u), \\
(4.60) & \quad H(t) = -\frac{i}{2} \left\{ \sum_{j, k=1}^n \lambda^{(j,k)}(x, \nabla_x \phi(t, x, \xi; u); u) \frac{\partial^2}{\partial x^j \partial x^k} \phi(t, x, \xi; u) \right\} I \\
& \quad + B_0'(x, \nabla_x \phi(t, x, \xi; u); u), \\
(5.9) & \quad R_{\nu-1}(t, x, \xi; u) = \sum_{\alpha} \frac{1}{\alpha!} D_{x_\alpha}^{(\alpha)}(\lambda^{(\alpha)}(x, \nabla_x \phi(t, x, x', \xi; u); u) e_\mu(t, x', \xi; u))|_{x'=x} \\
& \quad + \sum_{\alpha} \frac{1}{\alpha!} D_{x_\alpha}^{(\alpha)}(B_{\mu}^{(\alpha)}(x, \nabla_x \phi(t, x, x', \xi; u); u) e_\mu(t, x', \xi; u))|_{x'=x}
\end{align}
with the summations $\sum_1$ and $\sum_2$ taken for $\alpha, \mu$ $(|\alpha| \geq 2, |\alpha| + \mu = 1 + \nu)$ and $\alpha, \mu, j$ $(|\alpha| \geq 1, |\alpha| + j + \mu = \nu)$, and

$$\begin{equation}
\bar{\nabla}_x \phi(t, x, x', \xi; u) = \int_0^1 \nabla_x \phi(t, x' + \theta(x - x'), \xi; u) d\theta.
\end{equation}$$

Note that, for each $3 \leq m \in \mathbb{Z}_+$, the derivatives $\partial_x^\alpha \partial_{\xi}^\beta J (\alpha, \beta \in \mathbb{Z}_+^n, |\alpha + \beta| = m)$ satisfy a symmetric hyperbolic system quite similar to (4.64). More precisely,

$$\begin{equation}
\partial_x^\alpha \partial_{\xi}^\beta J + \sum_{j=1}^n a_j(t) \partial_x^\alpha J + R_{\alpha, \beta} = 0 \quad \text{on } [0, T], \quad \partial_x^\alpha \partial_{\xi}^\beta J_{|t=0} = 0,
\end{equation}$$

where $R_{\alpha, \beta}$ is determined by the part of derivative $\partial_x^\alpha \partial_{\xi}^\beta \lambda(x, \nabla_x \phi; D^m u)$ and it contains the derivatives of $J$ with respect to $(x, \xi)$ up to order $m - 1$. The following lemma is useful for the estimates of $\partial_x^\alpha \partial_{\xi}^\beta J (\alpha, \beta \in \mathbb{Z}_+^n, |\alpha + \beta| = m)$ and $e_\nu$ $(0 \leq \nu \leq n)$.

**Lemma 5.3** (cf. [M, p. 312, Proposition 6.1]). Fix $s \in \mathbb{Z}_+$ and let $A_k(t, x)$ $(1 \leq k \leq n)$, $B(t, x)$ are $N \times N$ matrices. Assume $A_k(t, x)$ $(1 \leq k \leq n)$ are Hermitian and $A_k(t, x) \in B_1^0(B^{\max(1, s)}(\mathbb{R}^n_x))$ $(1 \leq k \leq n)$, $B(t, x) \in B_1^0(B^s(\mathbb{R}^n_x))$ on $[0, T]$. If $v(t, x) \in B_1^0(H^s(\mathbb{R}^n_x))$ on $[0, T]$ satisfies the symmetric hyperbolic system:

$$\begin{equation}
D_t v - \sum_{k=1}^n A_k(t, x) D_x v - B(t, x) v = f(t, x) \quad \text{on } [0, T]
\end{equation}$$

for a given vector function $f(t, x) \in B_1^0(H^s(\mathbb{R}^n_x))$ on $[0, T]$, then there exists a constant depending only on $s, T$,

$$\begin{equation}
\sum_{|\alpha| \leq \max(1, s)} \sup_t \|\partial_x^\alpha A_k(t, \cdot)\|_{L^\infty}, \quad \sum_{|\alpha| \leq s} \sup_t \|\partial_x^\alpha B_k(t, \cdot)\|_{L^\infty},
\end{equation}$$

such that

$$\begin{equation}
\|v(t, \cdot)\|_s \leq C \left(\|v(0, \cdot)\|_s + \int_0^t \|f(\tau, \cdot)\|_s d\tau\right) \quad (0 \leq t \leq T).
\end{equation}$$

Apply $\partial_x^\alpha \partial_{\xi}^\beta$ to (4.64i), (4.64i) and argue inductively on $|\alpha + \beta|$ and $\nu$ with the aid of (5.8) and Lemma 5.3 for $s = n_0$, we have the following lemma for the estimates for $\partial_x^\alpha \partial_{\xi}^\beta J$ and $\partial_x^\alpha \partial_{\xi}^\beta e_\nu$.

**Lemma 5.4.** Let $w_0, T$ be the same as those in Lemma 5.2. Then, for any $\alpha, \beta \in \mathbb{Z}_+^n, 0 \leq \nu \leq n$, there exists a constant $C$ depending only on $w_0, \alpha, \beta, n_0$ such that

$$\begin{equation}
\sup_\xi \|\partial_x^\alpha \partial_{\xi}^\beta J(t, x, \xi; u)\|_{n_0} \lesssim C t \left(1 + \|u\|_{m+|\alpha|+n_0}\right),
\end{equation}$$

where $\lesssim$ means that the inequality holds up to a constant depending only on $w_0, \alpha, \beta, n_0$. 
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\[
\sup_{\xi} \| \partial_x^\alpha \partial_\xi^\beta (e_0 - I) \|_{n_0} \langle \xi \rangle^{\beta} \leq C(1 + \|u\|_{m + |\alpha| + n_0 + 2}) ,
\]
(5.14)
\[
\sup_{\xi} \| \partial_x^\alpha \partial_\xi^\beta e_\nu \|_{n_0} \langle \xi \rangle^{\beta + \nu} \leq C(1 + \|u\|_{m + |\alpha| + n_0 + 2(\nu + 1)}) ,
\]
for \(0 \leq t \leq T\), \(u \in B^{\infty}(\mathbb{R}^n)\) \((\|u\|_{mN + n_0} + \|u\|_{m + n_0 + 2} \leq w_0)\).

Now, let \(R(t, x, \xi; u)\) be the symbol of \(\tilde{R}_\phi\) in (4.21). Then, examining the proof of Lemma 2.4, p. 69 and Theorem 2.2, p. 293 and taking account of (4.64), we have the following lemma for the estimate of \(R\).

**Lemma 5.5.** Let \(w_0, T\) be the same as those in Lemma 5.2. Then, there exists a constant \(s_0 \in \mathbb{Z}_+\) such that, for any \(\alpha, \beta \in \mathbb{Z}_+^n, \xi \in \mathbb{R}^n, 0 \leq t \leq T\), \(u \in B^{\infty}(\mathbb{R}^n)\) \((\|u\|_{s_0} \leq w_0)\),

\[
\| \partial_x^\alpha \partial_\xi^\beta R(t, x, \xi; u) \|_{n_0} \langle \xi \rangle^{\beta + n - 1} \leq C \sum_{k=0}^{|\alpha|} (1 + \|u\|_{|\alpha|-k+n_0+s_0}) \langle \xi \rangle^k
\]
(5.15)
\[
\text{depending only on } w_0, T, \alpha, \beta, n_0 .
\]

To prove the estimate (3.11) in Lemma 3.3, note that \(1 - K(u)\) has an inverse by Treves’ inequality (cf. [T, Theorem 0.41]) and the appropriate choice of \(\phi_2, \phi_3\) in the definition of \(K\). Consider

\[
\partial_x^\alpha (1 - K(u))v = \partial_x^\alpha g
\]
(5.16)
and rewrite it as

\[
(1 - K(u))\partial_x^\alpha v = [\partial_x^\alpha, K(u)]v + \partial_x^\alpha g .
\]
(5.17)
Then, from what we have seen up to Lemma 5.5, the estimate can be easily proved by induction on \(|\alpha|\) if we apply the following lemma to (5.17).

**Lemma 5.6.** Let \(w_0, T\) be the same as those in Lemma 5.2. Then, there exist constants \(s_0 \in \mathbb{Z}_+, \delta_0 > 0\) such that, for any \(\alpha, \beta \in \mathbb{Z}_+^n, \xi \in \mathbb{R}^n, 0 \leq t \leq T\), \(u \in B^{\infty}(\mathbb{R}^n)\) \((\|u\|_{s_0} \leq w_0, \|u - u_0\|_{m + n_0 + 1} \leq \delta_0)\),

\[
\| \partial_x^\alpha \sigma([\partial_x^\alpha, K(u)])(t, x, \xi) \|_{n_0} \langle \xi \rangle^{\beta + n + 1} \leq C \sum_{k=0}^{|\alpha|-1} (1 + \|u\|_{|\alpha|+k+n_0+s_0}) \langle \xi \rangle^k
\]
(5.18)
\[
\text{and}
\]
\[
\|[[\partial_x^\alpha, K(u)]v] \| \leq C(\|u\|_{|\alpha|+s_0}\|v\|_{s_0} + \|v\|_{|\alpha|-1})
\]
(5.19)
\[
\text{with some constant } C \text{ depending only on } w_0, T, \alpha, \beta, n_0 .
\]
\( (5.18) \) can be prove by examining the proofs of Theorem 2.1, p. 289 and Theorem 2.2, p. 293 and \( (5.19) \) can be proved by the proofs of Lemma 1.4, p. 57, Theorem 1.7, p. 286 and Theorem 2.3, p. 299 with the aid of \( (5.1) \) and \( (5.8) \).
Finally, we note about the proof of the estimate (3.9) in Lemma 3.3. Set

\[ (D^0_x \tilde{E}_q(t; u) G)(x) = \int e^{i \phi(t, x, \xi; u)} \sum_{k=0}^{[\alpha]} d_k(t, x, \xi; u) (\xi)^k \tilde{G}(\xi) \, d\xi. \]

Then, by using (5.9), we can easily proved the following:

**Lemma 5.7.** Let \( w_0, T \) be the same as those in Lemma 5.2. Then, there exists a constant \( s_0 \in \mathbb{Z}_+ \) such that, for any \( \beta, \gamma \in \mathbb{Z}_+, \xi \in \mathbb{R}^n, 0 \leq t \leq T, u \in B^\infty(\mathbb{R}^n) \) \( (\|u\|_{s_0} \leq w_0) \)

\[ \|\partial_x^\beta \partial_\xi^\gamma d_k(t, x, \xi; u)\|_{n_0}(\xi)^{[\gamma]} \leq C(1 + \|u\|_{[\alpha]+[\beta]-k+s_0}) \]

with some constant \( C \) depending only on \( w_0, T, \alpha, \beta, \gamma. \)

Now the estimate (3.9) is a direct consequence of Theorem 2.3, p. 299.

**APPENDIX A**

In this appendix, we give some terminologies and formulas used in §4.

(A.1) **Construction of a canonical transformation.** Let \( U \) be a relatively compact open set of \( \mathbb{R}^n \) which contains the origin \( 0. \) Let \( T^*U \) be the cotangent bundle over \( U \) and put \( \mathcal{O}T^*U = T^*U - \{0\}. \) By the triviality of \( T^*U \), we may write as \( T^*U = U \times \mathbb{R}^n \) and denote by \( \text{pr}: T^*U = U \times \mathbb{R}^n \rightarrow U \) the projection map onto the first factor. We introduce fixed coordinates \((y^1, \ldots, y^n, \eta^1, \ldots, \eta^n)\) on \( T^*U. \) Let \( \theta \) be the canonical 1-form on \( T^*U \) which can be expressed as \( \theta = \sum_{i=1}^n \eta^i dy^i \) in these coordinates. Given \( p_k(x, \xi) \in C^\infty(\mathcal{O}T^*U), \) we say that \( p_k(x, \xi) \) is an of positively homogeneous symbol of degree \( k \) if it satisfies \( p_k(x, \lambda \xi) = \lambda^k p_k(x, \xi) \) for any \( \lambda > 0 \) and any \((x, \xi) \in \mathcal{O}T^*U\). We denote by \( S_k^0(\mathcal{O}T^*U) \) the set of positively homogeneous symbol of degree \( k. \) Then, we can put the topology on \( S_k^0(\mathcal{O}T^*U) \) defined by the Fréchet norm; for a positive integer \( m > 0, \)

\[ \|p\|_{(k, m), 0} = \sup_{(y, \eta) \in \mathcal{O}T^*U, |\alpha| + |\beta| \leq m} |\eta|^{-m+|\beta|} |\partial_y^\alpha \partial_\eta^\beta p(y, \eta)|. \]

Given \( p(y, \eta) \in S_k^1(\mathcal{O}T^*U), \) we recall that \( p(y, \eta) \) is of real principal type on \( U \) if it satisfies

\[ (\ast) \, dp \text{ and } \theta \text{ are linearly independent at any } z_0 \in \mathcal{O}T^*U \text{ satisfying } p(z_0) = 0. \]

Since \((\ast)\) is an open condition on the class \( S_k^1(\mathcal{O}T^*U) \) in the topology defined by (A.1), we easily get the following:

**Lemma A.0.** Let \( p_1(y, \eta) \in S_k^1(\mathcal{O}T^*U) \) be of real principal type on \( U. \) Then there exists a positive constant \( \gamma_0 \) and \( k_0 \in \mathbb{Z}_+ \), such that for any \( \hat{p}_1 \in S_k^1(\mathcal{O}T^*U) \) with \( \|\hat{p}_1 - p_1\|_{(1, 0), 0} < \gamma_0, \)

(i) \( \hat{p}_1 \) is also of real principal type on \( U. \)
(ii) If we choose a point \( z_0(p_1) = (0, \eta_0(p_1)) \in T^*U \) such that \( p_1(z_0(p_1)) = 0 \), then there exists a point \( z_0(\tilde{p}_1) = (0, \eta_0(\tilde{p}_1)) \in T^*U \) satisfying \( \tilde{p}_1(z_0(\tilde{p}_1)) = 0 \) and we have

\[
|z_0(\tilde{p}_1) - z_0(p_1)| \leq C_0 \| \tilde{p}_1 - p_1 \|_{(1,0),k_0}
\]

for some constant \( C_0 > 0 \).

Remark. From here on the dependence of functions and mappings, etc., on other variables will be emphasized by putting the variables after a semicolon as in \( z_0(\cdot ; p_1) \).

Let \( \Gamma \) be an open conic set of \( T^*U \), i.e., for any \( \lambda > 0, (x, \lambda \xi) \in \Gamma \) if \( (x, \xi) \in \Gamma \). Moreover, we always assume that \( \text{pr}(\Gamma) \) is relatively compact. In particular, given a point \( w_0 = (x_0, \xi_0) \in T^*U \), and positive constants \( r_{1x}, r_{1\xi} \), we put \( \Gamma_{w_0}(r_{1x}, r_{1\xi}) = \{ (x, \xi) | x - x_0 < r_{1x}, |\xi|/|\xi_0| < r_{1\xi} \} \). The definition of positive homogeneity still makes sense for symbols defined on an open conic subset \( \Gamma \). We denote by \( S_0^k(\Gamma) \) the set of positively homogeneous symbols of degree \( k \) which can be extended smoothly to the closure of \( \text{pr}(\Gamma) \) and by \( \| \cdot \|_{(k,0),m,\Gamma} \) the seminorms on \( S_0^k(\Gamma) \) given by restricting the seminorms (A.1) to \( \Gamma \).

Let \( \chi \) be a local diffeomorphism from \( \Gamma \) into \( T^*U \) such that \( \chi \) can be extended smoothly to the closure of \( \text{pr}(\Gamma) \). In local coordinates, we may write \( \chi \) as

\[
\chi(x, \xi) = (y(x, \xi), \eta(x, \xi))
\]

for \( (x, \xi) \in \Gamma \). \( \chi \) is called a canonical transformation of \( \Gamma \) of positively homogeneous degree one if it satisfies for any \( \lambda > 0 \), and any \( (x, \xi) \in \Gamma \),

\[
\chi^* \Omega = \Omega \quad \text{and} \quad (y(x, \lambda \xi), \eta(x, \lambda \xi)) = (y(x, \xi), \lambda \eta(x, \xi))
\]

where \( \Omega \) is the canonical 2-form defined by \( \Omega = \sum d\xi^i \wedge dx^i \).

For a canonical transformation \( \chi \) of positively homogeneous degree one as above, we define a norm of \( \chi \), for any \( s \in \mathbb{Z}_+ \), by

\[
|\chi|_{s, \Gamma} = \sup_{|\alpha| + |\beta| \leq s, (x, \xi) \in \Gamma} \{ |\xi|^{|\beta|} |\partial_\alpha y(x, \xi)| + |\xi|^{-1} |\partial_\alpha \eta(x, \xi)| \}.
\]

Now we prove the following:

**Theorem A.1.** Let \( p_1(y, \eta) \in S_0^1(T^*U) \) be of real principal type on \( U \). Fix a point \( z_0 = (0, \eta_0) \in T^*U \) satisfying \( p_1(z_0) = 0 \) and a point \( (0, e_n) \in T^*U, e_n = (0, \ldots, 1) \).

(1) There exist positive constants \( \tilde{r}_{1x}, \tilde{r}_{1\xi}, \tilde{r}_{1y}, \tilde{r}_{1\eta} \), and a canonical transformation \( \chi(\cdot ; p_1) \); \( \Gamma_{(0, e_n)}(\tilde{r}_{1x}, \tilde{r}_{1\xi}) \to \Gamma_{z_0}(\tilde{r}_{1y}, \tilde{r}_{1\eta}) \) of positively homogeneous degree one such that

(ia) \( \chi(\cdot ; p_1)((0, e_n)) = z_0 ; \)

(ib) \( (\chi(\cdot ; p_1) p_1)(x, \xi) = \xi^1 \).
There exist \( k_1 \in \mathbb{Z}_+ \), \( \gamma_1, 0 \) such that for any given \( s_1 \in \mathbb{Z}_+ \), the following properties hold: For any \( \tilde{p}_1 \in S^1_0(0^*U) \) satisfying \( \|\tilde{p}_1 - p_1\|_{(1,0),k_1} < \gamma_1 \), there exist a point \( z_0(\tilde{p}_1) = (0, \eta_0(\tilde{p}_1)) \in 0^*U \) and a canonical transformation \( \chi(\tilde{p}_1) : \Gamma_{(0,\epsilon_r)}(R_{1x}, R_{1\xi}) \to \Gamma_{z_0}(R_{1y}, R_{1\eta}) \) of positively homogeneous degree one satisfying:

(iia) \( z_0(\tilde{p}_1) \) satisfies \( \chi(\tilde{p}_1)((0, e_n)) = z_0(\tilde{p}_1) \) and \( |z_0(\tilde{p}_1) - z_0(p_1)| \leq C_0 p_1 - p_1\|_{(1,0),k_1} \); 

(iib) \( \chi(\tilde{p}_1)\eta_1 = \xi \);  

(iic) \( \chi(\tilde{p}_1) \eta_2 = \eta_1 \).

(A.5) \[ |\chi(\tilde{p}_1) - \chi(p_1)|_{(1,0), R_{1y}, R_{1\eta}} \leq C_{s_1} \|\tilde{p}_1 - p_1\|_{(1,0),s_1+k_1} \]

for some \( C_{s_1} > 0 \).

To prove Theorem A.1, we begin with some basic lemmas. Let \( p_1(y, \eta) \in S^1_0(0^*U) \). Then in terms of the local coordinates \((y, \eta)\), the Hamiltonian vector field \( H_{p_1} \) is given by

\[ H_{p_1} = \sum_{i=1}^{n} \frac{\partial p_{1i}}{\partial \eta^i} \frac{\partial}{\partial y^i} - \sum_{i=1}^{n} \frac{\partial p_{1i}}{\partial y^i} \frac{\partial}{\partial \eta^i} \]

on \( 0^*U \). Since \( H_{p_1} \) is of real principal type at \( z_0 \), \( H_{p_1} \) is not parallel to the radial vector field \( \Xi = \sum_{i=1}^{n} \eta^i \partial/\partial \eta^i \).

Let \( S^*U \) be the unit sphere bundle defined by the equivalence relation

\[ (y, \eta) \sim (y', \eta') \iff y = y', \eta = \lambda \eta' \] for some \( \lambda > 0 \).

and denote by \( \hat{\pi} \) the projection \( \hat{\pi} : 0^*T^*R^n \to S^*R^n \).

Fix a point \( z_0 \in 0^*U \), \( z_0 = (0, \eta_0) \) and put \( \hat{\pi}(z_0) = \hat{z}_0 \). Take an open conic neighborhood \( \Gamma \) of \( z_0 \) and a neighborhood \( \hat{\Gamma} \) of \( \hat{z}_0 \) such that \( \hat{\pi}(\Gamma) = \hat{\Gamma} \). By changing the index of the \( \eta \)-variables we may assume that \( \eta^n \neq 0 \) on \( \Gamma \) and introduce coordinates \( (y^1, \ldots, y^n, \eta^1, \ldots, \eta^{n-1}) \) around \( \hat{z}_0 \). Then \( \Gamma = \hat{\Gamma} \times R_+ \), and the projection \( \hat{\pi} : 0^*T^*R^n \to S^*R^n \) can be expressed by

\[ \eta^a = \eta^a/\eta^n (a = 1, \ldots, n-1). \]

Put \( \eta^n = t \) and consider the contact 1-form \( \omega \) on \( S^*U \) defined by

\[ \omega = dy^1 + \sum_{a=2}^{n} \eta^a dy^a \]

in terms of the local coordinates \((y, \hat{\eta})\). Then we have \( \theta = t\omega \) and \( \omega \) satisfies \( (d\omega)^n \wedge \omega \neq 0 \).

By the homogeneity of \( p_1 \), \( H_{p_1} \) can be projected down by \( \hat{\pi} \) to define a contact vector field \( \hat{u} \) on \( S^*R^n \). Here the vector field \( \hat{u} \) on \( S^*R^n \), the contact vector field, satisfies

\[ L_{\hat{u}} \omega = d(\omega \wedge \hat{u}) + d\omega \wedge \hat{u} = f \omega \]
for some smooth function \( f \), where \( L_{\hat{u}} \) is the Lie derivative with respect to \( \hat{u} \). We also define a smooth vector field \( \hat{\xi}_\omega \) on \( S^*\mathbb{R}^n \) by
\[
\omega \lrcorner \hat{\xi}_\omega = 1, \quad d\omega \lrcorner \hat{\xi}_\omega = 0.
\]
\( \hat{\xi}_\omega \) is called the characteristic vector field for the contact structure \( \omega \). Moreover, we define the subbundle \( E_\omega \) by the solution of \( \omega = 0 \). Let \( \hat{E}_\omega \) be the annihilator of \( \hat{\xi}_\omega \) in the cotangent bundle of \( S^*\mathbb{R}^n \). Then, we have
\[
T(S^*\mathbb{R}^n) = \mathbb{R}\hat{\xi}_\omega \oplus E_\omega, \quad T^*(S^*\mathbb{R}^n) = \mathbb{R}\omega \oplus \hat{E}_\omega.
\]
The mapping \( d\omega: \hat{\nu} \mapsto d\omega \lrcorner \hat{\nu} \) is an isomorphism of \( E_\omega \) onto \( \hat{E}_\omega \). We denote by \( d\omega^{-1} \) its inverse mapping.

Given a pair \((f, \hat{u})\) consisting of a smooth function \( f \) and a contact vector field \( \hat{u} \) on \( S^*\mathbb{R}^n \), satisfying \( L_{\hat{u}}\omega = f\omega \), we write
\[
(A.11) \quad \hat{u} = q\hat{\xi}_\omega + \hat{\nu}, \quad \hat{\nu} \in \Gamma(E_\omega),
\]
where \( \Gamma(E_\omega) \) denotes the smooth sections of \( E_\omega \). Then we have
\[
L_{\hat{u}}\omega + f\omega = dq + d\omega \lrcorner \nu + f\omega = 0.
\]
Thus \( \hat{\xi}_\omega q = f \), and we see that \( dq - (\hat{\xi}_\omega q)\omega \) is contained in \( \Gamma(\hat{E}\omega) \) for any smooth function \( q \). Therefore, we have the following correspondence:
\[
q \leftrightarrow (\hat{\xi}_\omega q, \hat{u}_q = (\hat{\xi}_\omega q)\hat{\xi}_\omega + d\omega^{-1}(dq - (\hat{\xi}_\omega q)\omega)).
\]
Putting
\[
(A.12) \quad q(y, \eta) = p_1(y^1, \ldots, y^n, \eta^1, \ldots, \eta^{n-1}, 1),
\]
\[
p_1(y, \eta) = t(q(y^1, \ldots, y^n, \eta^1/\eta^n, \ldots, \eta^{n-1}/\eta^n)
\]
for \( p_1(y, \eta) \in S_0(G) \) and \( q(y, \eta) \in C^\infty(\hat{G}) \) by using the coordinates in \( G \) and \( \hat{G} \), we get a correspondence between the Hamiltonian vector field on \( G \) and the contact vector field on \( \hat{G} \). Using the local coordinates \((y, \eta)\), it is easily seen that \( \hat{u}_q \) and \( H_{p_1} \) can be written in the form:
\[
(A.13) \quad \hat{u}_q = -\sum_{a=1}^{n-1} \frac{\partial q}{\partial \eta^a} \frac{\partial}{\partial y^a} - \sum_{a=1}^{n-1} \left\{ \frac{\partial q}{\partial y^a} - \eta^a \frac{\partial q}{\partial y^n} \right\} \frac{\partial}{\partial \eta^a} + \left\{ \sum_{a=1}^{n-1} q - \frac{\eta^a}{2} \frac{\partial q}{\partial \eta^a} \right\} \frac{\partial}{\partial y^n}
\]
and
\[
(A.14) \quad H_{p_1} = \hat{u}_q + t \frac{\partial q}{\partial y^n} \frac{\partial}{\partial t}.
\]
By this correspondence we easily get the following lemma.
Lemma A.2. Let \( p_1 \in S^1_0(\Gamma) \) and assume that \( p_1(x, \xi) \) is of real principal type at \( z_0 \). Then \( \hat{u}_q \) does not vanish at \( \hat{z}_0 \) and \( (dy^q \cup u_q)(\hat{z}_0) = 0 \).

Now we put a topology in \( C^\infty(S^* U) \) by the Fréchet norm \( \|q\|_k \) for positive integers \( k \),

\[
\|q\|_k = \sup_{|\alpha|+|\beta| \leq k} |\partial^\alpha_y \partial^\beta_\eta q(y, \eta)|.
\]

(A.15)

The restriction of the seminorm (A.15) to the open subset \( \tilde{\Gamma} \) of \( S^* U \) is denoted by \( \| \cdot \|_{k, \tilde{\Gamma}} \).

Denote by \( V \) a \( 2n-2 \) dimensional subspace which is transversal to \( \hat{u}_q(\hat{z}_0) \).

Notice that for any \( \hat{p}_1(x, \xi) \in S^1_0(o^* T^* R^n) \) which is sufficiently close to \( p_1 \) in the norm (A.1), \( V \) is also transversal to \( \hat{u}_q(\hat{z}_0) \).

For positive \( r_{1y}, r_{1\eta} \), we shall denote by \( \tilde{\Gamma}_{\hat{z}_0}(r_{1y}, r_{1\eta}) \) the open neighborhood of \( \hat{z}_0 \) defined by

\[
\tilde{\Gamma}_{\hat{z}_0}(r_{1y}, r_{1\eta}) = \{ \hat{z} = (y, \eta) | |y - y_0| < r_{1y}, |\eta - \eta_0| < r_{1\eta} \}.
\]

Proposition A.3. In the situation of Lemma A.2

(i) there exist positive constants \( r_{3y}, r_{3\eta}, r_{3^2y}, r_{3^2\eta} \), a \( C^\infty \) diffeomorphism \( \Phi(q); q = \Phi(Y, \hat{E}) = (y(Y, \hat{E}), \eta(Y, \hat{E})): \tilde{\Gamma}(0,0)(r_{3y}, r_{3\eta}) \rightarrow \tilde{\Gamma}_{\hat{z}_0}(r_{3y}, r_{3\eta}) \), and a smooth function \( \overline{F} \) on \( \tilde{\Gamma}(0,0)(r_{3y}, r_{3\eta}) \) such that

\[
(ia) \Phi(q)(\hat{z}_0) = (0, \ldots, 0, 0, \ldots, 0);
\]

\[
(ib) \Phi(q)^*(\hat{q}) = \hat{u}_q;
\]

\[
(ic) \Phi(q)^* \omega = \overline{F}(dY^n + \sum_{a=2}^{n} \hat{E}^a dY^a).
\]

(ii) There exist \( k_s \in \mathbb{Z}_+ \), \( \gamma_3 > 0 \) such that for any given \( s_3 \in \mathbb{Z}_+ \) the following properties hold: for any \( \tilde{q} = \hat{p}_1(y, \hat{\eta}, \ldots, \hat{\eta}^{n-1}, 1) \) satisfying \( \|\tilde{q} - q\|_{k_s, \tilde{\Gamma}} < \gamma_3 \), there exist a point \( \tilde{z}_0(\tilde{q}) = (0, \tilde{\eta}_0(\tilde{q})) \in S^* U \), a \( C^\infty \) diffeomorphism \( \Phi(Y, \hat{E}; \tilde{q}) = (y(Y, \hat{E}; \tilde{q}), \eta(Y, \hat{E}; \tilde{q})): \tilde{\Gamma}(0,0)(r_{3^2y}, r_{3^2\eta}) \rightarrow \tilde{\Gamma}_{\hat{z}_0}(r_{3y}, r_{3\eta}) \) and a smooth function \( \overline{F}(\tilde{q}) \) on \( \Gamma(0,0)(r_{3y}, r_{3\eta}) \) such that

\[
(ii a) (ia-c) still hold with \( \tilde{z}_0, \Phi, \overline{F} \) replaced by \( \tilde{z}_0(\tilde{q}), \Phi(\tilde{q}), \overline{F}(\tilde{q}) \) and \( \overline{F}(\tilde{q}) \) respectively.
\]

\[
(ii b) For some constant \( C'_s \), we have
\]

\[
|\tilde{z}_0(\tilde{q}) - \hat{z}_0| \leq C_3 \|\tilde{q} - q\|_{k_s, \tilde{\Gamma}_{\hat{z}_0}(r_{3y}, r_{3\eta})}.
\]

\[
(ii d) \Phi(Y, \hat{E}; \tilde{q}) = (y(Y, \hat{E}; \tilde{q}), \eta(Y, \hat{E}; \tilde{q})) \text{ and } \overline{F}(\tilde{q}) \text{ satisfy}
\]

\[
A.16 \quad \max \left\{ \| \overline{F}(\tilde{q}) - \overline{F}(\tilde{q}) \|_{k_s, \tilde{\Gamma}(0,0)(r_{3^2y}, r_{3^2\eta})} \right\} \leq C_3 \|\tilde{q} - q\|_{k_s, \tilde{\Gamma}_{\hat{z}_0}(r_{3y}, r_{3\eta})}
\]

for some constant \( C_3 > 0 \).

Proof. Let \( V \) be a hyperplane which is transversal to \( u_q(\hat{z}_0) \). Using Lemma A.2, there exists a linear change of coordinates \( (y', \eta') \) of \( (h, \eta) \)
satisfying the following properties: (0) \( z_0 = (0, \ldots, 0) \), (i) \( y^n = y^n \),
(ii) \( dy^n + \sum_{a=1}^{n-1} \eta^a dy^a = dy'^n + \sum_{a=1}^{n-1} \eta^a dy^a \), (iii) \( V = \{ (0, y'^2, \ldots, \eta'^{n-1}) \} \),
and (iv) \( u_q \) can be expressed as \( \partial/\partial y'^1 \) at \( \tilde{z}_0 \). Since this coordinate change can
be controlled under perturbation of \( q \) to \( \tilde{q} \), the coordinate \( (y', \eta') \) satisfies the properties in Proposition A.3. Thus we may assume that the coordinates \( (y, \eta) \)
satisfy properties (i)–(iv). For a point \( z' = (0, Y^2, \ldots, Y^n, \tilde{E}^2, \ldots, \tilde{E}^n) \), we
define the mapping
\[
\Phi(Y^1, Y^2, \ldots, Y^n, \tilde{E}^2, \ldots, \tilde{E}^n) = (\exp Y^1 u_q)(z') = (y^1, \ldots, y^n, \eta^2, \ldots, \eta^n)
\]
where \( Z(t) = (\exp(t u_q))(z') \) is the integral curve of \( u_q \) defined by the solution
of the ordinary differential equation:
\[
(A.17) \quad \frac{\partial Z(t)}{\partial t} = u_q(Z(t)), \quad Z(0) = z'.
\]
Then we have
\[
\Phi(\tilde{z}_0) = 0, \quad d\Phi(\tilde{z}_0) = \text{id}.
\]
Therefore, by the inverse function theorem, there exists positive constants \( r_{3y}, \quad r_{3\eta}, \quad r_{3\tilde{E}} \), and \( r_{3\tilde{E}} \) such that \( \Phi \) is a \( C^\infty \) diffeomorphism from \( \tilde{\Gamma}_{(0,0)}(r_{3y}, r_{3\tilde{E}}) \)
onto \( \tilde{\Gamma}_{\tilde{z}_0}(r_{3y}, r_{3\eta}) \). Thus we get (i). If we take \( \tilde{q} \) sufficiently close to \( q \), then \( V \)
is also transversal to \( u_{\tilde{q}} \) at the origin. Thus, by using the smooth dependency
of solution on parameters for the ordinary differential equation (A.17), we get
(ii) in Proposition A.3.

Now we study \( \Phi^* \hat{u}_q \) and \( \Phi^* \omega \) in the coordinates \( \{ Y^1, \ldots, \tilde{E}^n \} \) defined on
the set \( \tilde{\Gamma}_{(0,0)}(r_{3y}, r_{3\tilde{E}}) \). In these coordinates, we can rewrite the contact 1-form \( \omega \) as
\[
(A.18) \quad \Phi^* \omega = \omega_n(\tilde{q}) d Y^n(\tilde{q}) + \sum_{i=1}^{n-1} \omega_i(\tilde{q}) d Y^i(\tilde{q}) + \sum_{a=2}^{n} \omega_a(\tilde{q}) d \tilde{E}^a(\tilde{q}).
\]
From the proof of Proposition A.3(ii), \( \omega_n(0,0) \neq 0 \) and we may assume that
\( \omega_n \neq 0 \) on \( \tilde{\Gamma}_{(0,0)}(r_{3y}, r_{3\tilde{E}}) \).

Since \( L_{u_q} \omega = h(\tilde{q}) \omega \) and \( u_q = \partial/\partial Y^1 \), we have
\[
\omega_i(\tilde{q}) = \omega_i(\tilde{q})(0, Y^2(\tilde{q}), \ldots, Y^n(\tilde{q}), \tilde{E}^2(\tilde{q}), \ldots, \tilde{E}^n(\tilde{q})) \]
\[
\cdot \exp \int_0^{Y^1(\tilde{q})} h(\tilde{q})(t, Y^2(\tilde{q}), \ldots, \tilde{E}^n(\tilde{q})) dt,
\]
\[
\omega_a(\tilde{q}) = \omega_a(\tilde{q})(0, Y^2(\tilde{q}), \ldots, Y^n(\tilde{q}), \tilde{E}^2(\tilde{q}), \ldots, \tilde{E}(\tilde{q})) \]
\[
\cdot \exp \int_0^{Y^1(\tilde{q})} h(\tilde{q})(t, Y^2(\tilde{q}), \ldots, \tilde{E}^n(\tilde{q})) dt.
\]
Put
\[
\bar{F}(\tilde{q}) = \exp \int_0^{Y^1(\tilde{q})} h(\tilde{q})(t, Y^2(\tilde{q}), \ldots, \tilde{E}^n(\tilde{q})) dt, \quad \omega(\tilde{q}) = \bar{F}(\tilde{q}) \omega'(\tilde{q}),
\]
where $\omega' = dY^n + \sum_{i=1}^{n-1} \omega'_i dY^i + \sum_{a=1}^n \omega'_a d\hat{E}^a$ and the coefficients of $\omega'$ do not contain the variable $Y^1(\tilde{q})$.

Now we shall rewrite $\omega'$ into a canonical contact form. Denote by $\xi_{\omega'}$ the characteristic vector field for $\omega'$. Then it is clear that the coefficients of $\xi_{\omega'}$ do not involve the variable $Y^1$ and $[\xi_{\omega'}, u_q] = 0$. Hence, as in the proof of Proposition A.3(ii), there exists local coordinates $(Y^1, \ldots, Y^n, \hat{E}^2, \ldots, \hat{E}^n)$ such that $u_q = \partial/\partial Y^1$, and $\xi_{\omega'} = \partial/\partial Y^1$. Furthermore, we write $\omega'(\tilde{q})$ in terms of the newly chosen coordinates $\{Y^1(\tilde{q}), \ldots, Y^n(\tilde{q}), \hat{E}^2(\tilde{q}), \ldots, \hat{E}^n(\tilde{q})\}$ as

$$\omega'(\tilde{q}) = dY^n(\tilde{q}) + \sum_{i=1}^{n-1} \omega''_i(\tilde{q}) dY^i(\tilde{q}) + \sum_{a=2}^n \omega''_a(\tilde{q}) d\hat{E}^a(\tilde{q})$$

and $\omega''(0,0) = 0$. Again $\omega''_i, \omega''_a$ do not contain the variable $Y^1$, since $L_{\xi_{\omega'}} \omega' = 0$.

Now $d\omega'$ can be regarded as a symplectic 2-form on a neighborhood of the origin of $\mathbb{R}^{2n-2}$ and $L_{u_q} d\omega' = 0$. Then $d\omega'$ can be written by $d\omega' = \Delta_1 + \Delta_2$, where

$$\Delta_1 = dY^1 \wedge \left( \sum_{i=2}^{n-1} A_{ij} dY^i + \sum_a = 2^n A_{1a} d\hat{E}^a \right),$$

and

$$\Delta_2 = \sum_{2 \leq i, j \leq n-1} A_{ij} dY^i \wedge dY^j + \sum_{2 \leq i \leq n-1, 2 \leq a \leq n} A_{ia} dY^i \wedge d\hat{E}^a + \sum_{2 \leq a, b \leq n} A_{ab} d\hat{E}^a \wedge d\hat{E}^b.$$  

Since $d^2 \omega' = 0$, and $d\omega'$ has rank $2n - 2$, we see that $d\Delta_1 = 0$ and $\Delta_2$ is a closed form of rank $2n - 4$ on a neighborhood of the origin of $\mathbb{R}^{2n-2}$. Therefore there is $C^\infty$ function $\lambda_2$ such that $\Delta_1 = dY^1 \wedge d\lambda_2$.

Now we apply Darboux's Lemma. Namely, we consider the standard closed 2-form $\Delta_*$ on $D''(r_{4x}, r_{4\xi}) = \{(Y^2, \ldots, Y^n, \hat{E}^2, \ldots, \hat{E}^n)(|Y| < r_{4x}, |\hat{E}^i| < r_{4\xi})\}$:

$$\Delta_* = \sum_{a=2}^{n-1} dY^a \wedge E^a.$$  

By a linear symplectic transformation of $(Y, E)$, we may assume that $\Delta_*(0,0) = \Delta_*$; this linear symplectic transformation depends smoothly on $\tilde{q}$ in the matrix topology.

Let $\Delta_t(\tilde{q}) = \Delta_* + t(\Delta_2(\tilde{q}) - \Delta_*)$, $0 \leq t \leq 1$. For each $t$, $\Delta_t(\tilde{q})(0,0) = \Delta_*$ is nondegenerate. Hence, there is a neighborhood $D''(r_{4t})$ of $(0,0) \in \mathbb{R}^{2n-4}$ on which $\Delta_t(\tilde{q})$ is nondegenerate for all $0 \leq t \leq 1$. Thus, by the Poincaré
lemma, $\Delta(\dot{q}) = d(\alpha(\dot{q}))$ for a 1-form $\alpha(\dot{q})$. Namely, define $\alpha(\dot{q}) = \sum_{i=1}^{2n-4} \alpha_i(\dot{q})(u) du_i$ by

$$\alpha_i(\dot{q})(u) = \int_0^1 t\Delta(\dot{q})(tu)(u, e_i) \, dt$$

at a point $u = (x^1, \ldots, x^n)$, where $e_i$ is the unit vector tangent to the $Y$ or $E$-axis. We may assume $\alpha(\dot{q})(0,0) = 0$. Define a smooth vector field $Z(t)$ by $\Delta(\dot{q}) \maps Z(\dot{q})(t) = \alpha(\dot{q})$, which is possible since $\Delta(\dot{q})$ is nondegenerate. Moreover, since $Z(t)(\dot{q})(0,0) = (0,0)$ and by the local existence theory, there exists a positive $r'_5$ and a flow $F'_t$ of $Z(\dot{q})(t)$ on $D'(r'_5)$. Thus we get

$$\frac{d}{dt}(F_t^*\Delta(\dot{q})) = \Delta(\dot{q}) = 0.$$

Therefore $F_t^*\Delta(\dot{q}) = \Delta_*$. Thus we have

$$d\omega' = dY' \wedge d\lambda + \sum_{b=2}^{n-1} d\dot{E}^t_b \wedge dY'^b,$$

and $\partial\lambda/\partial\dot{E}'^t \neq 0$. This means $\{Y', \lambda, \dot{E}'^2, \ldots, \dot{E}'^{n-1}\}$ is a coordinate around the origin which we denote by $\{Y', \dot{E}'\}$. Then $\omega' = dY'^n + f + \sum_{a=2}^n \dot{E}^t_a dY'^a$, where $f = f(Y, E)$. Put $Y'^n = Y'^n + f$. Then $\{Y'^1, \ldots, Y'^n, \dot{E}'\}$ satisfies Proposition A.3. Checking the parameter dependence of the ordinary differential equations of type (A.17) and the proof of the Darboux and Poincaré Lemmas, we get (ii) in Proposition A.3.

Now Theorem A.1 is obvious. In fact, taking a local diffeomorphism $\phi(y, \eta) = (Y', \dot{E}')$ given by Proposition A.3 and putting $\phi(y, \eta) = (Y'^1, \eta^n \dot{E}'^1, \ldots, \eta^n \dot{E}'^{n-1}, (1/\dot{E'})^n)$, we have $\phi^*\theta = \theta$, where $\theta = \sum \xi^i d x^i$, which gives Theorem A.1.

(A.II) **Remarks on pseudodifferential operators.** Let $U_x$ and $U_y$ be relatively compact open sets of $\mathbb{R}^n$ which contain the origin 0, with coordinates $(x^1, \ldots, x^n)$ and $(y^1, \ldots, y^n)$ respectively. Put $A_{xy} = U_x \times T^* U_y = U_x \times U_y \times \{\mathbb{R}^n - \{0\}\}$. Denote by $S^m(A_{xy})$ the set of all $C^\infty$ functions $p(x, y, \eta)$ on $\tilde{A}_{xy} \equiv U_x \times T^* U_y$ such that supp $p \subset \tilde{A}_{xy}$ and $p$ has the asymptotic expansion

$$p(x, y, \eta) \sim \sum_{k=0}^\infty p_k(x, y, \eta)$$

where $p_k(x, y, \eta)$ is a smooth function on $\tilde{A}_{xy}$ homogeneous of degree $= m-k$ in the $\eta$-variables for $|\eta| \geq 1$. Here $\sim$ means that for any $N \in \mathbb{Z}_+$, $p - \sum_{m-N}^{1-N} p_k$ satisfies the estimate (A.22) given below with $m$ replaced by $m-N$. Usually such a $p(x, y, \eta)$ is called a classical symbol of order $m$. $p_m(x, y, \eta)$ is called the principal symbol of $p(x, y, \eta)$. For any multi-indices $\alpha, \beta, \gamma, p(x, y, \eta) \in S^m(A_{xy})$ satisfies

$$|\partial^{\alpha}_{x} \partial_{\xi}^\beta \partial_{y}^\gamma p(x, y, \eta)| \leq C_{\alpha, \beta, \gamma} (1 + |\eta|)^m - |\beta|$$

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
These definitions still make sense for functions defined on an open conic subset of \( \Lambda_{xy} \). Notice that \( S^m(\Lambda_{xy}) \) is a Fréchet space when equipped with the topology defined by the seminorms:

\[
\|
\!
\|_{m,k} = \sup_{|\alpha|+|\beta|+|\gamma| \leq k, (x,y,\eta) \in \Lambda_{xy}} (1 + |\eta|)^{-m+|\gamma|} |\partial_x^\alpha \partial_y^\beta \partial_\eta^\gamma p(x,y,\eta)|.
\]

Put \( S^\infty(\Lambda_{xy}) = \bigcup S^m(\Lambda_{xy}) \) equipped with the direct limit topology, and set \( S^{-\infty}(\Lambda_{xy}) = \bigcap S^m(\Lambda_{xy}) \). Denote by \( S^m_0(\Lambda_{xy}) \) the set of all \( C^\infty \) functions \( p(x,y,\eta) \) on \( \Lambda_{xy} \) of positively homogeneous degree \( m \) such that \( \text{supp} \, p \subset \tilde{\Lambda}_{xy} \). As in (A.23), we can define the seminorms \( \| \cdot \|_{m,k} \) on \( S^m_0(\Lambda_{xy}) \) by replacing \( 1 + |\eta| \) with \( |\eta| \) in (A.23). Given \( m \), we can define the direct sum \( \bigoplus_{k=m}^{m-N} S^k_0(\Lambda_{xy}) \) with the induced topology. Moreover we have the direct limit topology on \( \bigoplus_{k \leq m} S^k_0(\Lambda_{xy}) \).

Setting \( \Lambda_y = \tilde{\Lambda}^* U_y \), we denote by \( S^m(\Lambda_y) \), \( S^m_0(\Lambda_y) \) the subset of \( S^m(\Lambda_{xy}) \), \( S^m_0(\Lambda_{xy}) \) whose elements \( p(y,\eta) \) do not contain \( x \)-variables. \( S^m_0(\Lambda_y) \) coincides with \( S^m_0(\tilde{\Lambda}^* U_y) \) defined in (A.1). The topology of \( S^\infty(\Lambda_y) \) is given by the induced topology from \( S^\infty_0(\Lambda_{xy}) \). We set \( S^{\infty}_+(\Lambda_y) = \bigcup S^+_m(\Lambda_y) \) and \( S^{-\infty}_-(\Lambda_y) = \bigcap S^-_m(\Lambda_y) \). Moreover, each element of \( S^+_m(\Lambda_y) \) is called a symbol of order \( m \). Here we put \( * = 0 \) or nothing.

Associated to a symbol \( p \in S^m(\Lambda_{xy}) \) is a pseudodifferential operator \( P \) defined by

\[
P u(x) = \iint p(x,y,\eta) e^{i(x-y)|\eta|} u(y) \, dy \, d\eta
\]

where \( u(y) \in C^\infty_0(U_y), \, \tilde{d}\eta = (2\pi)^{-n} \, d\eta \). Hereafter, the integration as in (A.24) is always considered as the oscillatory integral and these notations for the above symbol classes also denote the corresponding classes of pseudodifferential operators.

Let \( P \) be a pseudodifferential operator of order one with symbol \( p \in S^1(\Lambda_y) \) and principal symbol \( p_1(y,\eta) \). By regarding \( p_1(y,\eta) \) as an element of \( S^1_0(\tilde{\Lambda}^* U) \), we assume (\( *1 \)) and (\( *2 \)) for \( p_1(y,\eta) \). Notice that (\( *1 \)) and (\( *2 \)) are open conditions for perturbations of the Hamiltonian flows. Then, by combining Theorem A.1 and the arguments in [H2, Lemma 2, 6.16], we get the following:

**Proposition A.4.** Assume (\( *1 \))-(\( *2 \)) for \( P \) with \( p_1(y,\eta) \in S^1_0(\tilde{\Lambda}^* U) \), \( U = U_y \). Let \( z_0 = (0, \eta_0) \) be a point of \( \tilde{\Lambda}^* U \) such that \( p_1(z_0) = 0 \) and let \( I \) be an open interval such that \( \gamma: I \rightarrow \tilde{\Lambda}^* U \) is a bicharacteristic strip satisfying \( z_0 = \gamma(0) \), then,

(i) there exist conic neighborhoods \( \overline{D}_{z_0} \) and \( \overline{D}_{(0,e_n)} \) of \( \gamma(I) \) and \( (t,0,\ldots,0,e_n) \) \( (t \in I) \), and a canonical transformations \( \chi: \overline{D}_{(0,e_n)} \rightarrow \overline{D}_{z_0} \) of positively...
homogeneous degree one such that

(i) \( \chi^* p_1(y, \eta) = \xi^1 ; \)

(ii) \( \chi(x^1, 0, \ldots, 0, e_n) = \gamma(x^1) . \)

There exist \( k_4 \in \mathbb{Z}_+ , \delta_4 > 0 \) such that for any given \( s_4 \in \mathbb{Z}_+ \), the following properties hold: for \( \| \hat{p}_1 - p_1 \|_{(1,0), k_4} < \delta_4 \), there exist a point \( z_0(\hat{p}_1) = (0, \eta_0(\hat{p}_1)) \), and a canonical transformation \( \chi(\hat{p}_1) : D(0, e_n) \to D_{z_0} \) such that

(iia) \( \hat{p}_1(z_0(\hat{p}_1)) = 0 \) and a bicharacteristic strip \( \gamma(\hat{p}_1) : I \to T^* U_y \) satisfying \( \gamma(0) = z_0(\hat{p}_1) \) is contained in \( D_{z_0} \);

(iiib) \( \chi(\hat{p}_1) \chi(x^1, 0, \ldots, 0, e_n) = \gamma(x^1) \).

Let \( F (\text{resp. } F') \) be a pseudodifferential operator of order one defined on an open set \( U \) with symbol \( p(y, \eta) \) (resp. \( \hat{p}(y, \eta) \)). We may assume that the support of \( p \) (resp. \( \hat{p} \)) is contained in \( T^* U \). We assume we are in the setup of Proposition A.4 and use the notation in (A.1). Moreover, we assume \((^*1) - (^*3)\) for \( p_1 \in S^1_0(T^* U) \). Then, by the openness of the conditions \((^*1) - (^*3)\), any \( \hat{p}_1 \) sufficiently close to \( p_1 \) also satisfies \((^*1) - (^*3)\), after possibly reducing the size of \( U \).

First, we construct a nondegenerate phase function associated to \( \chi \) given in Proposition A.4. Using local coordinates \( (x, \xi) \) in \( D(0, e_n) \) and \( (y, \eta) \) in \( D_{z_0} \) respectively, we express the canonical transformations \( \chi \) by \( \chi(x, \xi) = (y, \eta) \).

Let \( z_0 = (y_0, \eta_0) \in T^* U \) and assume \( y_0 = 0 \). Let \( V_0 \) be the tangent space of the fiber through a point \( z_0 \) in \( T_{z_0} T^* \mathbb{R}^n \). \( V_0 \) is a Lagrangian subspace. Put \( V_t = (\exp t H_{p_1})_* V_0 \), where \( \exp t H_{p_1} \) denotes the 1-parameter flow of the Hamiltonian vector field \( H_{p_1} \). Then, \( V_t \) can be identified with a subspace of \( T_{z_0} T^* \mathbb{R}^n \).

Set \( (\chi^{-1})_* (V_0) = V_0' \) and \( (\chi^{-1})_* (V_t') = V_t' \), so \( V_t' = (\exp t H_{\xi_0})_* V_0' \). By \((^*3)\), there exists a Lagrangian subspace \( \lambda^\perp_t \) of \( T_{(0,e_n)} T^* U \) which is transversal to the tangent space of the fiber at \((0,e_n)\) to \( V_t' \). Now, by the transversality of \( \lambda^\perp \) and the tangent space of the fiber at \((0,e_n)\), we can write \( \lambda^\perp \) as

\[
\lambda^\perp = \left\{ (x_0, \xi_0, \delta x, \delta \xi) | \delta \xi^i = \sum A_{ij} \delta x^j \right\},
\]
where $A_{ij}$ is a symmetric matrix (cf. [D, Theorem 3.4.7]). Hence, by the coordinate change
\begin{equation}
(A.26) \quad x'_1 = x_1, \ldots, x'_{n-1} = x_{n-1}, x'_n = x_n - (1/2) \sum A_{ij} x^i x^j,
\end{equation}
\(A^1\) becomes the tangent space to the manifold \(\xi = e_n\). For simplicity of notation, we denote the new coordinates \(x'\) again by \(x\). In the coordinates \((x^1, \ldots, x^n)\), we consider the canonical relation
\[ C = \{(x, \xi, y, \eta) | (x, \xi) = \chi(y, \eta), (y, \eta) \in D_{z_0}, (x, \xi) \in D_{(0, e_n)} \}. \]
Since \((\chi^{-1})_*)(V_1)\) is transversal to the tangent space of the manifold \(\xi = e_n\), the mapping
\begin{equation}
(A.27) \quad (x, \xi, y, \eta) \in C \rightarrow (y, \xi)
\end{equation}
has injective differential at
\[ (t, 0, \ldots, 0, e_n, \exp tH_{p_1}(z_0)), \]
whenever \(\exp tH_{p_1}(z_0) \in \overline{D}_{z_0}\) (cf. [D, Lemma 3.7.4], and [H2, Proposition 25.3.3]). Thus, there exists a phase function \(S(y, \xi)\) such that \(C\) can be parametrized locally by \{\((y, \partial_y S(y, \xi), \partial_\xi S(y, \xi), \xi)\)\} and \(S(y, \xi)\) is nondegenerate, i.e., it satisfies \(\det \partial_y \partial_\xi S(y, \xi) \neq 0\). Furthermore, by taking sufficiently small conic neighborhoods, we may assume that this discussion still holds for the conic neighborhood chosen in Proposition A.4.

Sincerely the transversality condition is an open condition, the coordinates above can be still used for any small perturbation of \(p_1\). So, for any \(\tilde{p}_1\) sufficiently close to \(p_1\), we take \(\overline{D}_{(0, e_n)}, \overline{D}_{z_0}\) sufficiently small so that the mapping (A.27) associated to \(\tilde{p}_1\) becomes a diffeomorphism onto a conic open set \(C\) which contains \((0, e_n)\).

**Proposition A.5.** In the above situation,

(i) there exists a phase function \(S(; x) = S(y, \xi; x) \in C^\infty(C)\) such that

- (a) \(S(y, \xi; x)\) is positively homogeneous of degree one with respect to \(\xi\);
- (b) \(S(y, \xi; x)\) is nondegenerate, i.e.,
\begin{equation}
(A.28) \quad \det \partial_\xi \partial_y S(y, \xi; x) \neq 0 \quad \text{in } \overline{C};
\end{equation}

- (c) \(x\) and \(\eta\) satisfy
\begin{equation}
(A.29) \quad x = (\partial_\xi S(;; x))(y, \xi), \quad \eta = (\partial_\xi S(;; x))(y, \xi) \quad \text{in } \overline{C}.
\end{equation}

(ii) There exist \(k_5 \in \mathbb{Z}_+\) and \(\delta_5 > 0\) such that for any \(s_5 \in \mathbb{Z}_+\), the following properties hold: for \(\|\tilde{p}_1 - p_1\|_{(1,0), k_5} < \delta_5\), there exists a phase function \(S(y, \xi; x(;; \tilde{p}_1)) \in C^\infty(C)\) such that

- (a) \(S(y, \xi; x(;; \tilde{p}_1))\) satisfies the properties in (i) with \(\chi = \chi(;; \tilde{p}_1)\);
- (b) \(S(x, \eta; x(;; \tilde{p}_1))\) satisfies
\begin{equation}
(A.30) \quad \|S(y, \xi; x(;; \tilde{p}_1)) - S(y, \xi; x(;; p_1))\|_{(1,0), s_5, \overline{C}} \leq C_5 \|\tilde{p}_1 - p_1\|_{(1,0), s_5 + k_5}
\end{equation}
for some positive constant $C_5$, where the norm is the restriction to $C$ of (A.1) considered on $(y, \xi)$-space.

Let $U_x$ and $U_y$ be fixed relatively compact open neighborhoods of $x = 0$ and $y = 0$, respectively. Later on, we will take $U_x, U_y$ sufficiently small. We define $\Lambda_{xy} = U_x \times U_y \times (\mathbb{R}^n \setminus \{0\}), \Lambda_{yx} = U_y \times U_x \times (\mathbb{R}^n \setminus \{0\}), \Lambda_{yy} = U_y \times U_y \times (\mathbb{R}^n \setminus \{0\})$ respectively. Associated to the canonical transformation $\chi: D^{m/2} \to D^{m/2}$ with the generating phase function $S(y, \xi)$ on $C$ and a symbol $a(y, x, \xi) \in S^m(\Lambda_{xy})$ with $supp_x a(x, y, \eta) = \{(y, \xi) | (y, x, \xi) \in supp a \text{ for some } x \}$ contained properly in $C$, we define a (microlocal) Fourier-integral operator order $m$ by the oscillatory integral

$$\int_{\mathbb{R}^{2n}} a(y, x, \xi) e^{i(x, \xi)} f(x) dx d\eta$$

for any $f \in C^\infty_0(U_x)$. Now, we recall some product formulas for pseudo-differential and Fourier-integral operators [DH, H, K, OMY1-2 and OMYK7]. In the following, we fix an integer $n_0$ sufficiently large.

**Proposition A.6.** (i) Let $a = a(y, x, \xi) \in S^m(\Lambda_{xy})$ and $b = b(x', x, \xi) \in S^{m'}(\Lambda_{xx})$. Assume that $supp y a \subset C$. There exist

$$A(;a,b,x) = A(y, x, \xi; a, b, \chi) \in S^{m+m'}(\Lambda_{xy}),$$

$$B(;a,b,x) = B(y, x, \xi; a, b, \chi) \in S^{-n_0}(\Lambda_{yx})$$

and

$$B_{-\infty}(a, b, \chi) = B_{-\infty}(y, x, \xi; a, b, \chi) \in S^{-n_0}(\Lambda_{yx})$$

such that

$$F(a, \chi) P(b) = F(A(;a,b,x), \chi) + F(B(;a,b,x), \chi) + P(B_{-\infty}(a, b, \chi)),$$

where

(i) the symbol $A(;a,b,x)$ of (A.32) satisfies $supp_y A \subset \overline{C};$

(ii) the symbol $B(;a,b,x)$ of (A.32) satisfies $supp_x B \subset \overline{C};$

(iii) the principal symbol $A_{m+m'}(;a,b,\chi)$ of $A(;a,b,\chi)$ is given by

$$A_{m+m'}(y, x, \xi; a, b, \chi) = a_m(y, \xi) S(y, \xi; \chi, x') b_{m'}(y, \xi) S(y, \xi; \chi, x'),$$

(ii) Similarly, given $a' = a'(y, x, \xi) \in S^m(\Lambda_{yx})$ and $b' = b'(y', y, \eta) \in S^{m'}(\Lambda_{yy})$, $supp_x a' \subset C$, there exist $A'(;a', b', \chi) = A'(y, x, \xi; a', b', \chi) \in S^{m+m'}(\Lambda_{yx}), B'(;a', b', \chi) = B'(y, x, \xi; a', b', \chi) \in S^{-n_0}(\Lambda_{yx})$, and $B'_{-\infty}(;a', b', \chi) = S^{-n_0}(\Lambda_{yx})$ such that

$$P(b') F(a', \chi) = F(A'(;a', b', \chi), \chi) + F(B'(;a', b', \chi), \chi) + P(B'_{-\infty}(a', b', \chi)).$$
where

(iia) \( \text{supp}_{y, \xi} A' \subseteq \overline{C} \);

(ii) \( \text{supp}_{y, \xi} B' \subseteq \overline{C} \);

(iii) the principal symbol \( A'_{m+m'} \) of \( A'(a, b, \chi) \) is given by

\[
A'_{m+m'}(y, x, \xi; a, b, \chi) = b'_{m'}(y, y, \partial_y S(y, \xi; \chi)) a'_m(y, x, \xi).
\]

(iii) There exist \( k_6 \in \mathbb{Z}_+ \), \( \delta_6 > 0 \) such that, for any \( m_6 \in \mathbb{Z}_+ \), the following estimates hold:

\[
\|A(; a, b, \chi) - A(; a, b, \chi)\|_{m+m', m_6} \leq C_6 \{\|\hat{A} - \chi\|_{m, m_6 + k_6} + \|b - b\|_{m', m_6 + k_6}\},
\]

\[
\|B(; a, b, \chi) - B(; a, b, \chi)\|_{-n_0, m_6} \leq C_6 \{\|\hat{A} - \chi\|_{m, m_6 + k_6} + \|b - b\|_{m', m_6 + k_6}\},
\]

\[
\|B(-\infty(; a, b, \chi) - B(-\infty(; a, b, \chi)\|_{-n_0, m_6} \leq C_6 \{\|\hat{A} - \chi\|_{m, m_6 + k_6} + \|b - b\|_{m', m_6 + k_6}\},
\]

\[
A(; a', b', \chi) - A(; a', b', \chi)\|_{m+m', m_6} \leq C_6 \{\|\hat{A} - \chi\|_{m, m_6 + k_6} + \|b - b\|_{m', m_6 + k_6}\},
\]

\[
B(; a', b', \chi) - B(; a', b', \chi)\|_{-n_0, m_6} \leq C_6 \{\|\hat{A} - \chi\|_{m, m_6 + k_6} + \|b - b\|_{m', m_6 + k_6}\},
\]

\[
B(-\infty(; a', b', \chi) - B(-\infty(; a', b', \chi)\|_{-n_0, m_6} \leq C_6 \{\|\hat{A} - \chi\|_{m, m_6 + k_6} + \|b - b\|_{m', m_6 + k_6}\},
\]

\[
A(; a', b', \chi) - A(; a, b, \chi)\|_{m+m', n_6} \leq C_6 \{\|\hat{A} - \chi\|_{m, m_6 + k_6} + \|b - b\|_{m', m_6 + k_6}\},
\]

\[
B(; a', b', \chi) - B(; a, b, \chi)\|_{-n_0, m_6} \leq C_6 \{\|\hat{A} - \chi\|_{m, m_6 + k_6} + \|b - b\|_{m', m_6 + k_6}\},
\]

\[
B(-\infty(; a', b', \chi) - B(-\infty(; a, b, \chi)\|_{-n_0, m_6} \leq C_6 \{\|\hat{A} - \chi\|_{m, m_6 + k_6} + \|b - b\|_{m', m_6 + k_6}\},
\]

\[
\text{if } |\hat{A} - \chi|_{m, k_6} < \delta_6, \|\hat{a} - a\|_{m, k_6} < \delta_6, \|\hat{b} - b\|_{m, k_6} < \delta_6, \|\hat{a} - a\|_{m, k_6} < \delta_6, \|\hat{a'} - a'\|_{m, k_6} < \delta_6, \|\hat{a'} - a'\|_{m, k_6} < \delta_6, \text{ and } a, b, \ldots \text{ satisfy the assumptions of (i) and (ii).}
\]

Proof. Composing (A.24) and (A.31), we have

\[
(F(a; \chi) P(b)) f(y) = \int \int e^{i(S(y, x, \xi) - (x, \eta) + (x - x') \eta')} a(y, x, \xi) b(x, x', \eta) f(x') dx' \hat{d} \eta dx \hat{d} \xi.
\]

Given a positive constant \( M > 0 \), let \( \nu(\xi) \in C^\infty_0(\mathbb{R}^n) \) be a cutoff function satisfying

\[
\nu(\xi) \equiv 1 \text{ on } |\xi| \leq \frac{1}{2} M, \quad \nu(\xi) \equiv 0 \text{ on } |\xi| \geq M.
\]

Divide (A.37) into two parts:

\[
F(a, \chi) P(b) f(y) = (I^\infty(; a, b, \chi) f(y) + I_0(; a, b, \chi) f(y),
\]

where
where
\[
I_0(\alpha, \beta, \chi) f(y) = \int \int \int e^{iS(y, \xi) - (x|\xi) + (x-x'|\eta)} a(y, x, \xi) b(x, x', \eta) \nu(\xi) f(x') dx' d\eta d\xi
\]
and
\[
\begin{align*}
I_0(\alpha, \beta, \chi) f(y) &= \int \int \int e^{iS(y, \xi) - (x|\xi) + (x-x'|\eta)} a(y, x, \xi) \times (1 - \nu(\xi)) f(x') dx' d\eta d\xi.
\end{align*}
\]
We easily see that \(I_0(\alpha, \beta, \chi)\) can be absorbed into the third term on the right-hand side of (A.32). Now we consider \(I_0(\alpha, \beta, \chi)\). Choose positive constants \(0 < C_1 < C_2\), and \(C^\infty\) cutoff function \(\psi(\xi, \eta)\) of positively homogeneous of degree zero, satisfying
\[
(A.40) \quad \psi(\xi, \eta) \equiv 1 \quad \text{on} \quad \{|\xi - \eta| \leq C_1|\eta|\} \quad \text{and} \quad \text{supp} \psi \subset \{|\xi - \eta| \leq C_2|\eta|\}.
\]
We divide \(I_0\) into two parts:
\[
(A.41) \quad I_0(\alpha, \beta, \chi) f(y) = I_0^\infty(\alpha, \beta, \chi) f(y) + I_0'(\alpha, \beta, \chi) f(y),
\]
where
\[
I_0^\infty f(y) = \int \int \int e^{iS(y, \xi) - (x|\xi) + (x-x'|\eta)} a(y, x, \xi) b(x, x', \eta)(1 - \nu(\xi)) \times (1 - \psi(\xi, \eta)) f(x') dx' d\eta d\xi d\eta dx d\xi
\]
and
\[
I_0' f(y) = \int \int \int e^{iS(y, \eta) - (x'|\eta)} I_0''(y, x', \eta) f(x') dx' d\eta
\]
where
\[
I_0''(y, x', \eta) = \int e^{iS(y, \xi) - S(y, \eta) - (x|\xi - \xi')} a(y, x, \xi) b(x, x', \eta)(1 - \nu(\xi)) \psi(\xi, \eta) dx d\xi.
\]
Notice that
\[
|\partial_x \{S(y, \xi) - (x|\xi) + (x-x'|\eta)\}| = |\xi - \eta| \geq C_1|\eta|,
\]
\[
|\xi| \leq (1 + C_1^{-1})|\xi - \eta| \quad \text{on} \quad \text{supp}(1 - \psi).
\]
Thus, using integration by parts, we see that $I_0^\infty$ can also be absorbed into the third term of (A.32). Since

$$S(y, \xi) - S(y, \eta) - (y|\xi - \eta) = \left( \int_0^1 \partial_\xi S(y, \eta + \theta(\xi - \eta) \, d\theta - x|\xi - \eta \right),$$

we put

$$\eta'' = \xi - \eta, \quad y'' = \int_0^1 \partial_\xi S(y, \eta + \theta(\xi - \eta) ; \chi) \, d\theta - x.$$

By Taylor's theorem, we have

$$I''_0 = \iint e^{i(y''|\eta'')} (1 - \nu(\xi)) \psi(\eta'' + \eta, \eta)$$

$$\times a(y, \nabla_\xi S(y, \eta'' + \eta, \eta) - y'', \eta'' + \eta)$$

$$\times b(\nabla_\xi S(y, \eta'' + \eta, \eta) - y'', x', \eta) \, dy'' \, d\eta''$$

$$= F(A(;a,b,\chi), \chi) + F(B(;a,b,\chi), \chi)$$

where

$$\nabla_\xi S(y, \xi, \eta) = \int_0^1 \partial_\xi S(y, \eta + \theta(\xi - \eta) \, d\theta),$$

and $A(;a, b, \chi)$ and $B(a; b, \chi)$ satisfy Proposition A.6(i). In fact, since $|\eta''| \leq C_1|\eta|$ on supp $\psi(\eta'' + \eta, \eta)$, we get

$$(A.43) \quad |\eta'' + \eta| \geq |\eta| - |\eta''| \geq (1 - C_2)|\eta| \quad \text{on supp } \psi(\eta'' + \eta, \eta).$$

Also, since $|\eta'' + \eta| \geq C_2^{-1}(1 - C_2)|\eta''|$ on supp $\psi(\eta'' + \eta, \eta)$, the principal symbol of $A$ can be easily obtained from the Taylor series for the amplitude of (A.22) around $\eta'' = 0$ and integration by parts with respect to $y''$. The property (ia) is clear from (ic), and (ib) follows from $|\eta''| \leq C_2|\eta|$ and $(1 - C_2)|\eta| \leq |\eta'' + \eta| \leq (1 + C_2)|\eta|$ on supp $\psi(\eta'' + \eta, \eta)$ provided that $C_2$ is taken sufficiently small. The principal symbol of $A$ is easily obtained.

Now we shall prove (ii). Computing $P(;b')F(;a', \chi)$ directly, we have

$$(A.44) \quad P(;b')F(;a', \chi)f(y) = \int \ldots \int e^{i\tau(y-y'|\eta) + S(y', \xi) - (x|\xi)} b(y', y', \eta) a(y', x, \xi) f(x) \, dx \, dy' \, d\eta,$$

for $f \in C_0^\infty(U_x)$. Using the cutoff function $\nu(\xi) \in C_0^\infty(F)$ given in (A.38), we divide (A.44) into two parts:

$$(A.45) \quad P(;b')F(;a', \chi) = J^\infty(;a', b', \chi) + J_0(;a', b', \chi)$$

where

$$J^\infty(;a', b', \chi) = \int \ldots \int e^{i\tau(y-y'|\eta) + S(y', \xi) - (x|\xi)}$$

$$\times a(y', x, \xi) b(y', y', \eta) \nu(\xi) f(x) \, dx \, dy' \, d\eta.$$
and
\[ J_0(;a', b', \chi) = \int \cdots \int e^{i(y^1 - y^1|\eta) + S(y^i, \xi) - (x|\xi)} \times a'(y^i, x, \xi) b'(y^i, y^i, \eta)(1 - \nu(\xi)) f(x) \, dx \, d\xi \, dy \, d\eta. \]

Rewrite \( J^\infty(;a', b', \chi) \) as follows:
\[ (A.46) \quad J^\infty(;a', b', \chi) = \int \int e^{i(y^1 - x|\eta)} B^\infty(y^i, x, \eta) f(x) \, dx \, d\eta, \]
where
\[ B^\infty(y^i, x, \eta; a', b', \chi) = \int \int e^{-i(y^i - x|\eta)} \{ e^{iS(y^i, \xi) - (x|\xi)} b'(y^i, y^i, \eta) \} a'(y^i, x, \xi') \nu(\xi) \, dy \, d\xi. \]

By a direct computation, we see that \( B^\infty(;a, b, \chi) \) can be absorbed into the third term of \((A.34)\).

Next we consider \( J_0(;a', b', \chi) \). Notice that there exists a positive constant \( C > 1 \) such that
\[ C|\xi| \geq \left\vert \int_0^1 \partial_y S(y + \theta(y^i - y^i), \xi) \, d\theta \right\vert \geq C^{-1}|\xi| \]
for \( y, y^i, \xi \) such that \((y, \xi, (y^i, \xi) \in \mathbb{C}_1\).

We choose positive constants \( 0 < C_1 < C_2 \) with \( C_1 \) is small enough and \( C_2 \) is large enough so that
\[ \{ (\xi, \eta) | C_1 |\xi| < |\eta| < C_2 |\xi| \}
\[ \sup \{ (\xi, \eta) | C_1 |\xi| < |\eta| < C_2 |\xi| \}
\]

We take a smooth function \( \psi(\xi, \eta) \) on \( \mathbb{R}^n \times \mathbb{R}^n \) such that \( \sup_{\mathbb{C}_1} \psi < (1/2)C_1 |\xi| < |\eta| < 2C_2 |\xi| \), and
\[ (A.47) \quad \psi(\xi, \eta) \equiv 1 \quad \text{on} \quad \{ C_1 |\xi| < |\eta| < C_2 |\xi| \}. \]

Moreover, we divide \( J_0(;a', b', \chi) \) into two parts:
\[ (A.48) \quad J_0(;a', b', \chi)f(y) = J_0^\infty(;a', b', \chi)f(y) + J_0^\infty(;a', b', \chi)f(y), \]
where
\[ J_0^\infty(;a', b', \chi)f(y) = \int \cdots \int e^{i(y^1 - y^1|\eta) + S(y^i, \xi) - (x|\xi)}(1 - \nu(\xi))(1 - \psi(\xi, \eta)) \cdot b'(y^i, y^i, \eta) a'(y^i, x, \xi) f(x) \, dx \, d\xi \, dy \, d\eta \]
\[ = \int \int e^{i(y^1 - x|\xi)} \left\{ \int \int e^{-i(y^1 - y^1|\eta) + S(y^i, \xi) - (y^i|\xi)} b'(y^i, y^i, \xi) \cdot a'(y^i, x, \xi)(1 - \nu(\xi))(1 - \psi(\xi, \eta)) \, dy \, d\eta \right\} f(x) \, dx \, d\xi \]
and
\[ J'_0(; a', b', \chi) f(y) = \int \cdots \int e^{i[(y-y'|\eta) + S(y', \xi) - (x|\xi)]} (1 - \nu(\xi)) \psi(\xi, \eta) \times b'(y, y', \eta) a'(y', x, \xi) f(x) \, dx \, d\xi \, dy' \, d\eta. \]

By the definition of \( \psi \), we get
\[ |\partial_y [-(y' - y|\eta) + S(y', \xi) - (y|\xi)]| \geq C_3(|\xi| + |\eta|) \quad \text{on supp}(1 - \psi) \]
for some \( C_3 \). Then, using the operator
\[ \psi = \{ \psi (\xi) \}^{-1} \partial_y [-(y' - y|\eta) + S(y', \xi) - (y|\xi)] \}
we easily see that \( J_0^\infty \) can be absorbed into the third term in (A.34). Changing the variables \((x', \eta)\) to
\[ Y = y' - y, \quad \zeta = \int_0^1 \partial_y S(y' + \theta(y' - y), \xi) \, d\theta - \eta, \]
we rewrite \( J'_0(; a', b', \chi) \) as
\[(A.49) \quad J'_0(; a', b', \chi) f(y) = \int \int e^{i(S(y, \xi) - (x|\xi))} B''(y, x, \xi) f(x) \, dx \, d\xi, \]
for
\[ B''(y, x, \xi; a', b', \chi) = \int \int e^{i(Y|\xi)} \psi(\xi, \nabla_y S(y, y', \xi) - \zeta) \psi(\xi, \nabla_y S(y, y', \xi) - \zeta) \]
\[ \times (1 - \nu(\nabla_y S(y, y', \xi) - \zeta)) b'(y, Y + y, \nabla_y S(y, y', \xi) - \zeta) \]
\[ \times a'(Y + y, x, \xi) \, dY \, d\zeta \]
\[ = A'(; a, b, \chi) + B'(; a, b, \chi), \]
where we put \( \nabla_x S(y, y', \xi) = \int_0^1 \partial_x S(y + \theta(y' - y), \eta) \, d\theta \). Here we may assume \( |Y| = |y' - y| \) is sufficiently small; if not we absorb the part for rest of \( Y \) into the third term in (A.34). By a Taylor expansion around \( \zeta = 0 \), integration by parts and the definition of \( \psi \), we easily obtain (iia), (iic). Property (iib) is easily verified by taking \( y' - y \) sufficiently small.

Finally, we trivially check property (iii). In fact, the only ambiguity in the previous computation is the choice of cutoff functions. These functions can be fixed if \( \chi \) is sufficiently close to \( \rho \). Thus, the continuity of the symbols of (A.32) and (A.34) in \( a, b, a', B' \) and \( \chi \) is easily obtained (cf. [H1, K and OMY2]).

We define the adjoint type operators of (A.32) by
\[(A.50) \quad (F^+(d, \chi) g(x) = \int \int d(x, y, \eta) e^{i((x|\eta) - S(y, \eta, x))} g(y) \, dy \, d\eta, \]
where \( d(x, y, \eta) \in S^m(\Lambda_{xy}) \) and \( \text{supp}_{y, \eta} d \subset \overline{C} \).
Proposition A.7. (i) Let $d = d(y, y', \eta') \in S^m(\Lambda_{yy})$ and $e = e(x, y, \eta) \in S^{m'}(\Lambda_{xy})$ with $\text{supp}_{y', \eta'} d(y, y', \eta') \subseteq \overline{C}$. Then, there exist symbols

$$C(; e, d, \chi) = C(x, y, \eta; e, d, \chi) \in S^{m+m'}(\Lambda_{xy}),$$

$$D(; e, d, \chi) = D(x, y, \eta; e, d, \chi) \in S^{-n_0}(\Lambda_{xy})$$

and

$$D_{-\infty}(; e, d, \chi) = D_{-\infty}(x, y, \eta; e, d, \chi) \in S^{-n_0}(\Lambda_{xy})$$

such that

$$(A.51) \quad P(e)F^+(d, \chi) = F^+(C(; e, d, \chi); \chi) + F^+(D(; e, d, \chi); \chi) + P(D'_{-\infty}(; e, d, \chi)),$$

where

(i) $\text{supp}_{y, \eta} C(; e, d, \chi) \subseteq \overline{C}$;

(ii) $\text{supp}_{y, \eta} D(; e, d, \chi) \subseteq \overline{C}$;

(iii) the principal symbol of $C(; e, d, \chi)$ is given by

$$C_{m+m'}(x, y, \eta) = e(x, \nabla_y S(y, \eta), \eta)d(\nabla_y S(y, \eta), y, \eta).$$

(ii) Let $d' = d'(x, y, \eta) \in S^m(\Lambda_{xy})$ and $e' = e'(y, y', \eta') \in S^{m'}(\Lambda_{yy})$ with $\text{supp}_{y, \eta} d'(x, y, \eta) \subseteq \overline{C}$. Then there exist symbols

$$C'(; e', d', \chi) = C'(x, y, \eta; e', d', \chi) \in S^{m+m'}(\Lambda_{xy}),$$

$$D'(; e', d', \chi) = D'(x, y, \eta; e', d', \chi) \in S^{-n_0}(\Lambda_{xy})$$

and

$$D'_{-\infty}(; e', d', \chi) = D'_{-\infty}(x, y, \eta; e', d', \chi) \in S^{-n_0}(\Lambda_{xy})$$

such that

$$(A.53) \quad F^+(d', \chi)P(e') = F^+(C'(; e', d', \chi); \chi) + F^+(D'(; e', d', \chi); \chi) + P(D'_{-\infty}(; e', d', \chi)),$$

where

(iia) $\text{supp}_{y, \eta} C'(; e', d', \chi) \subseteq \overline{C}$;

(iiib) $\text{supp}_{y, \eta} D'(; e', d', \chi) \subseteq \overline{C}$;

(iic) the principal symbol of $C'(; e', d', \chi)$ is given by

$$C'_{m+m'}(x, y, \eta) = d'(x, y, \eta)e'(y, y, \nabla_y S(y, \eta)).$$
(iii) There exists \( k_7 \in \mathbb{Z}_+ \), and \( \delta_7 > 0 \), such that for any \( m_7 \in \mathbb{Z}_+ \), the following estimates hold:

\[
\|C(\tilde{\epsilon}, \tilde{d}, \tilde{x}) - C(\epsilon, d, x)\|_{m+m', m_7} \\
\leq C_7 \|\tilde{x} - x\|_{m_7+k_7, \mathcal{B}_0(0, r_7)} + \|\tilde{d} - d\|_{m_7+k_7} + \|\tilde{\epsilon} - \epsilon\|_{m_7+k_7},
\]

\[
\|D(\tilde{\epsilon}, \tilde{d}, \tilde{x}) - D(\epsilon, d, x)\|_{-n_0, m_7} \\
\leq C_7 \|\tilde{x} - x\|_{m_7+k_7, \mathcal{B}_0(0, r_7)} + \|\tilde{d} - d\|_{m_7+k_7} + \|\tilde{\epsilon} - \epsilon\|_{m_7+k_7},
\]

\[
\|D_{-\infty}(\tilde{\epsilon}, \tilde{d}, \tilde{x}) - D_{-\infty}(\epsilon, d, x)\|_{-n_0, m_7} \\
\leq C_7 \|\tilde{x} - x\|_{m_7+k_7, \mathcal{B}_0(0, r_7)} + \|\tilde{d} - d\|_{m_7+k_7} + \|\tilde{\epsilon} - \epsilon\|_{m_7+k_7},
\]

\[
\|C'(\tilde{\epsilon}, \tilde{d}, \tilde{x}) - C'(\epsilon, d, x)\|_{m+m', m_7} \\
\leq C_7 \|\tilde{x} - x\|_{m_7+k_7, \mathcal{B}_0(0, r_7)} + \|\tilde{d} - d\|_{m_7+k_7} + \|\tilde{\epsilon} - \epsilon\|_{m_7+k_7},
\]

\[
\|D'(\tilde{\epsilon}, \tilde{d}, \tilde{x}) - D'(\epsilon, d, x)\|_{-n_0, m_7} \\
\leq C_7 \|\tilde{x} - x\|_{m_7+k_7, \mathcal{B}_0(0, r_7)} + \|\tilde{d} - d\|_{m_7+k_7} + \|\tilde{\epsilon} - \epsilon\|_{m_7+k_7},
\]

\[
\|D'_{-\infty}(\tilde{\epsilon}, \tilde{d}, \tilde{x}) - D'_{-\infty}(\epsilon, d, x)\|_{-n_0, m_7} \\
\leq C_7 \|\tilde{x} - x\|_{m_7+k_7, \mathcal{B}_0(0, r_7)} + \|\tilde{d} - d\|_{m_7+k_7} + \|\tilde{\epsilon} - \epsilon\|_{m_7+k_7},
\]

if \( \|\tilde{x} - x\|_{k_7, \mathcal{B}_0(0, r_7)} < \delta_7 \), \( \|\tilde{d} - d\|_{m_7+k_7} < \delta_7 \), \( \|\tilde{d}' - d'\|_{m,k} < \delta_7 \), \( \|\tilde{\epsilon} - \epsilon\|_{m_7+k_7} < \delta_7 \) and \( \|\tilde{\epsilon}' - \epsilon'\|_{m_7+k_7} < \delta_7 \) and \( \tilde{d}, \ldots, \tilde{\epsilon}' \) are as in (i) or (ii).

**Proof.** Since the proof is almost the same as in Proposition A.6, we only indicate the cutoff functions used in the proof of (i). As for the proof of (ii), see the proof of Proposition A.6(ii), which is essentially the same.

Using the cutoff function \( \eta'(n') \) defined by (A.38), we make the following decomposition:

\[
(A.56) \quad (P(e)F^+(d, \chi)f)(x) = \int \ldots \int e^{i(x-y\eta(n))+(y\eta'(n')-S(y', \eta'))} e(x, y, \eta) d(y, y', \eta') f(y') dy' d\eta' dy\eta,
\]

where

\[
i^\ast_{\infty}(e, d, \chi)f(x) = \int \ldots \int e^{i(x-y\eta(n))+(y\eta'(n')-S(y', \eta'))} \psi(\eta') e(x, y, \eta) d(y, y', \eta') f(y') dy' d\eta' dy\eta,
\]

\[
i_0^\ast(e, d, \chi)f(x) = \int \ldots \int e^{i(x-y\eta(n))+(y\eta'(n')-S(y', \eta'))} (1 - \psi(\eta')) e(x, y, \eta) d(y, y', \eta') f(y') dy' d\eta' dy\eta.
\]

Moreover, taking the cutoff function \( \psi(\eta', \eta) \) defined by (A.40), we make the following decomposition:

\[
(A.57) \quad i_0^\ast(e, d, \chi)f(x) = i_0^\ast_{\infty}(e, d, \chi)f(x) + i_0^\ast(\epsilon, d, \chi)f(x),
\]
where

\[ I_0^{\infty} (\sigma, d, \chi) f(x) = \int \cdots \int e^{i(x-y)\eta + (y-y')\eta'} (1 - \psi(\eta', \eta))(1 - \nu(\eta')) e(x, y, \eta) d(y, y', \eta') f(y') dy' \tilde{d}\eta' dy \tilde{d}\eta, \]

\[ I_0^{\infty} (\sigma, d, \chi) f(x) = \int \cdots \int e^{i(x-y)\eta + (y-y')\eta'} \psi(\eta', \eta)(1 - \nu(\eta')) e(x, y, \eta) d(y, y', \eta') f(y') dy' \tilde{d}\eta' dy \tilde{d}\eta. \]

Proposition A.8. Assume \( U_x \) is convex. (i) Let \( b^1 = b^1(x, \eta) \in S^m(\Lambda_{xy}) \) and \( b^2 = b^2(x, \eta) \in S^{m_1}(\Lambda_{xy}) \), \( \text{supp}_{x, \eta} b^i \subset \bar{C} \) \((i = 1, 2)\). Then there exist symbols \( E(\sigma, b^1, b^2, \chi) \in S^{m+m_1}(\Lambda_{xy}) \) and \( E_{\infty}(\sigma, b^1, b^2, \chi) \in S^{-m_0}(\Lambda_{xy}) \), such that

**(A.58)** \[ F(b^2, \chi) F^+(b^1, \chi) = P(E(\sigma, b^2, b^1, \chi)) + P(E_{\infty}(\sigma, b^2, b^1, \chi)), \]

and the principal symbol of \( E \) is given by

**(A.59)** \[ E_m(m, x, x', \xi) = b^2(x, \eta(x, \xi)) b^1(x', \eta(x, \xi)) \det(\partial_x \partial_{\eta} S(x, \eta(x, \xi)))^{-1}, \]

where \( \eta(x, \xi) \) is the function implicitly defined by \( \xi = \partial_x S(x, \eta) \).

(ii) There exists \( k_8 \in \mathbb{Z}_+ \), \( \delta_8 > 0 \) such that for any \( m_8 \in \mathbb{Z}_+ \), the following estimates hold:

\[ \| E(\sigma, b^2, b^1, \chi) - E(\sigma, b^2, b^1, \chi) \|_{m+m', m_8} \leq C_8 \{ |\tilde{x} - x|_{m_8 + k_8, \bar{D}_{O, \eta}} + \| b^2 - b^1 \|_{m, m_8 + k_8} + \| b^2 - b^1 \|_{m', m_8 + k_8} \}, \]

**(A.60)** \[ \| E_{\infty}(\sigma, b^2, b^1, \chi) - E_{\infty}(\sigma, b^2, b^1, \chi) \|_{-m_0, m_8} \leq C_8 \{ |\tilde{x} - x|_{m_8 + k_8, \bar{D}_{O, \eta}} + \| b^2 - b^1 \|_{m, m_8 + k_8} + \| b^2 - b^1 \|_{m', m_8 + k_8} \} \]

for some constant \( C_8 > 0 \), if \( |\tilde{x} - x|_{k_8, \bar{D}_{O, \eta}} < \delta_8 \), \( \| b^1 - b^i \|_{m, k_8} < \delta_8 \), and \( \| b^2 - b^i \|_{m', k_8} < \delta_8 \) and \( b^i, i = 1, 2 \), are as in (i).

Proof. By direct computation, we have

**(A.61)** \[ (F(b^2, \chi) F^+(b^1, \chi) f)(x) = \int e^{i(S(x, \eta) - S(x', \eta))} b^2(x, \eta) b^1(x', \eta) f(x') dx' \tilde{d}\eta. \]

Using the cutoff function \( \nu(\eta) \) defined by (A.38), we make the following decomposition:

**(A.62)** \[ (F(b^2, \chi) F^+(b^1, \chi) f)(x) = H^\infty(b^1, b^2, \chi) f(x) + H_0(b^1, b^2, \chi) f(x), \]

where

\[ H^\infty(b^1, b^2, \chi) f(x) = \int e^{i(S(x, \eta) - S(x', \eta))} \nu(\eta) b^2(x, \eta) b^1(x', \eta) f(x') dx' \tilde{d}\eta, \]
\[ H_0(;b^1,b^2,\chi)f(x) = \int e^{i(S(x,\eta)-S(x',\eta))} (1 - \nu(\eta))b^2(x,\eta)b^1(x',\eta)f(x') \, dx' \, d\eta. \]

It is easy to see that \( H^\infty \) can be absorbed into the second term of (A.58). Since \( S(x,\eta) - S(x',\eta) = (x - x')\nabla_x S(x,x',\eta) \), where

\[ \nabla_x S(x,x',\eta) = \int_0^1 \partial_x S(x' + \theta(x - x'),\eta) \, d\theta, \]

\[ H_0(;b^1,b^2,\chi)f(x) = \int e^{i(x-x'|\nabla_x S(x,x',\eta))} (1 - \nu(\eta))b^2(x,\eta)b^1(x',\eta)f(x') \, dx' \, d\eta. \]

Making the change of variables \( \xi = \nabla_x S(x,x',\eta) \), we get

\[ H_0(;b^1,b^2,\chi)f(x) = \int e^{i(x-x'|\xi)} (1 - \nu(\eta(x,x',\xi)))b^2(x,\eta(x,x',\xi)) \cdot b^1(x',\eta(x,x',\xi)) \left| \frac{D(\eta)}{D(\xi)} \right| f(x') \, dx' \, d\eta. \]

where \( \eta(x,x',\xi) \) is the function implicitly defined by \( \xi = \nabla_x S(x,x',\eta) \). Since the phase function \( S(x,\eta) \) on \( \overline{C} \) is defined by \( \chi \), the existence of \( \eta(x,x',\xi) \) is assured by the convexity of \( U_x \). Now, by the Taylor expansion around \( \eta = 0 \) and integration by parts, we easily see (i). Also, just as before, the property (ii) may be trivially verified.

We need to consider invertible pseudodifferential operators, of order 0 on \( U = U_x = U_y \), using an easy computation as in [K, OMY1 and OMYK7]. Although [OMY1 and OMYK7] work on a compact Riemannian manifold \( N \), here we only consider the simple case where \( N \) is an open neighborhood of 0 with a flat metric.

**Proposition A.9.** (i) Let \( P(a) \) be a pseudodifferential operator defined by (A.24) with symbol \( a = a(x,x',\xi) \in S^m(\Lambda_{xx}) \). Then there exists \( a'(\cdot;a) = a'(x,\xi) \in S^m(\Lambda_{xx}) \) such that

\[ P(a) = P(a'(\cdot;a)). \]

Let \( c = c(x,\xi) \in S^{-m}(\Lambda_x) \). Assume that \( P(c) \) is elliptic on \( \Gamma_{(0,\varepsilon_0)}^{(r_0,\varepsilon_0)} \). Then there exist symbols \( g(;c) \in S^{-m}(\Lambda_x), h(;c) \in S^{-\varepsilon_0}(\Lambda_x), q(;c) \in S^{-m}(\Lambda_x) \) and \( h'(;c) \in S^{\varepsilon_0}(\Lambda_x) \) such that

\[ P(c)P(q(;c)) - I = P(h(;c)), \quad P(q'(;c))P(c) - I = P(h'(;c)). \]
Moreover, in (i) and (ii), there exist $k_9 \in \mathbb{Z}_+$, $\delta_9 > 0$, such that for any positive $m_9$, the following estimates hold:

\[
\begin{align*}
\|a'(:,\hat{a}) - a(:,a)\|_{m,m_9} &\leq C_9 \|\hat{a} - a\|_{m_9 + k_9}, \\
\|q(:,\hat{c}) - q(:,c)\|_{-m,m_9} &\leq C_9 \|\hat{c} - c\|_{-m,m_9 + k_9}, \\
\|h(:,\hat{c}) - h(:,c)\|_{-n_0,m_9} &\leq C_9 \|\hat{c} - c\|_{-m,m_9 + k_9}, \\
\|q'(:,\hat{c}) - q'(:,c)\|_{-m,m_9} &\leq C_9 \|\hat{c} - c\|_{-m,m_9 + k_9}, \\
\|h'(:,\hat{c}) - h'(:,c)\|_{-n_0,m_9} &\leq C_9 \|\hat{c} - c\|_{-m,m_9 + k_9}
\end{align*}
\]

for some positive constant $C_9$, if $\|\hat{a} - a\|_{m,k_9} > \delta_9$, $\|\hat{c} - c\|_{-m,k_9} > \delta_9$.

Finally, we give a microlocal normal form of a real principal type operator as follows. Take open conic neighborhoods $D_{(0,e_n)}$ and $D_{z_0}$ of $(0,e_n)$ and $z_0$ satisfying $D_{(0,e_n)} \subset \overline{D}_{(0,e_n)}$ and $D_{z_0} \subset \overline{D}_{z_0}$, $\chi(D_{(0,e_n)}) = D_{z_0}$ respectively. Also, put $C' = D_{(0,e_n)} \times D_{z_0}$ and denote by $\overline{C'}$ the image of the mapping (A.27).

**Theorem A.10.** (i) Let $p(y,\eta) \in C^\infty(\partial^*\mathbb{R}^n)$ be a symbol of order 1 and assume (14)–(13). Given $z_0 = (0,\eta_0) \in \partial^* U_y$, let $\overline{\Gamma}_{z_0}$ be a conic open neighborhood and $\chi(\cdot;p)$ be a canonical transformation positively homogeneous of degree one defined on $\overline{D}_{(0,e_n)}$ given in Proposition A.4 such that $\chi(0,e_n) = z_0$, $\chi(\overline{D}_{(0,e_n)}) = \overline{\Gamma}_{z_0}$. Then there exist symbols $b^1 = b^1(y,x,\xi;\chi) \in S^0(\Lambda_{yx})$ and $b^2 = b^2(x,x',\xi';\chi) \in S^0(\Lambda_{xx})$ with supp$_y b^1$, supp$_{x',\xi'} b^2 \subset \overline{C}$ and symbols $k_1(;p) \in S^{-n_0}((\Lambda_{yy})$ and $k_2(;p) \in S^{-n_0}((\Lambda_{xx})$ such that

\[
\begin{align*}
F(b^1(;p))F^+(b^2(;p)) &= I + P(k^1(;p)) \quad \text{on } D_{z_0}, \\
P(;p)F(b^1(;p);\chi) - F(b^1(;p);\chi)D_{\chi^1} &= P(k^2(;p))
\end{align*}
\]

(iii) There exist $k_{10} \in \mathbb{Z}_+$, $\delta_{10} > 0$ such that, for any $m_{10} \in \mathbb{Z}_+$, the following properties hold: for $\hat{p}(y,\eta) \in S^1(\partial^* U_y)$ satisfying $\|\hat{p} - p\|_{k_{10}} < \delta_{10}$, we have

\[
\begin{align*}
\|b^i(:,\hat{p}) - b^i(:,p)\|_{0,m_{10}} &\leq C_{10} \|\hat{p} - p\|_{1,m_{10} + k_{10}} \quad \text{for } i = 1, 2; \\
\|\chi(:,\hat{p}) - \chi(:,p)\|_{m_{10},\overline{D}_{(0,e_n)}} &\leq C_{10} \|\hat{p} - p\|_{1,m_{10} + k_{10}}; \\
\|k^i(:,\hat{p}) - k^i(:,p)\|_{-n_0,k_{10}} &\leq C_{10} \|\hat{p} - p\|_{1,m_{10} + k_{10}} \quad \text{for } i = 1, 2
\end{align*}
\]

for some positive constant $C_{10}$.

**Proof.** Let $F(a,\chi)$ and $F^+(a,\chi)$ be Fourier integral operators with symbol $a = a(y,\xi) \in S^0(\Lambda_{yx})$ satisfying

\[
\text{supp}_{y,\xi} a \subset \overline{C}, \quad a \equiv 1 \quad \text{on } C.
\]

Then we have

\[
F(a,\chi)F^+(a,\chi) \equiv I, \quad \text{on } D_{z_0}
\]
and

\[ PF(a, \chi) - F(a, \chi)D_1 = F(a, \chi)R \]

where \( D_1 = (1/i)\partial /\partial x^1 \) and \( R \) is of degree 0. Now, by the following method we will drop \( F(a, \chi)R \) up to order \(-n_0\). To do this, we seek \( A \) satisfying \( A(D_1 + R)A^{-1} = D_1 \). Namely, we consider

\[ [A, D_1] + AR \equiv 0 \quad (\text{mod } S^{-n_0}). \]

This can be solved by successive approximations, writing \( A \) as a sum \( A = \sum_{j=0}^{\infty} A_j \) and seek each \( A_j \in S^{-j}(\Lambda_{xx}) \) such that \( Q_N \equiv [\sum_{j=0}^{N} A_j, D_1] + (\sum_{j=0}^{N} A_j)R \in S^{-N-1}(\Lambda_{xx}) \). This only requires that each \( A_N \) satisfies the equation

\[ i\frac{\partial A_N}{\partial x^1} + \sigma(R)A_N = -\sigma(Q_{N-1}), \]

where \( \sigma(\cdot) \) denotes the principal symbol. The above equations have solutions, homogeneous of degree \(-N\) in the considered neighborhood, because the trajectory of \( \partial /\partial x^1 \) is contained in it. Thus there exists some amplitude \( b^1 \) satisfying (i). Moreover, by multiplying (A.70) by a suitable elliptic pseudodifferential operator on the right, we get (i). By the method above, the continuous dependence of the solution can be directly obtained by Proposition A.5 and Propositions A.8–A.11.

**Appendix B**

The purpose of this part of appendix is to prove Theorem 3.1.

Put

\[ \Psi = \Phi(u + u_0) - \Phi(u_0), \quad f = g - \Phi(u_0). \]

If \( u \in C^\infty(R^n, R^N) \) is a solution of the equation

\[ \Psi(u) = f \quad \text{in } U_1, \]

then \( u + u_0 \) will clearly be a solution of the (3.3).

Rewriting the conditions (3.1) and (3.2) in terms of \( \Psi'(u) \), we obtain that, for any \( u \) \( (\|u\|_\alpha \leq \delta), \ s \geq d \) and \( h \in H^d(R^n) \),

\[ \Psi'(u)h = h \quad \text{in } U_1, \]

admits a solution \( v \in H^{s-d}(R^n) \) with the estimate

\[ \|v\|_{s-d} \leq C_s(\|h\|_s + \|u\|_s\|h\|_d), \]

where \( C_s \) is independent of \( u \) and \( h \). For future reference, we denote this \( v \) by \( \Psi'(u)^{-1}h \).

In order to solve (B.1), we define functions \( \{u_n\} \) by

\[ \begin{cases} 
  u_1 = 0, \\
  u_{n+1} = u_n + s_{\theta_n} \rho_n \quad (n \geq 1),
\end{cases} \]
where $s_\theta(\theta \geq 1)$ are the usual smoothing operators for the Banach scale $H^s(\mathbb{R}^n)$ \((s \in \mathbb{R}), \theta_n = \theta e^{n_0} \) with \(\tau = \frac{1}{2}\) and large enough \(\theta > 1, n_0\), and \(\rho_n = \Psi'(u_n)^{-1} e R g_n\) with

\[(B.5) \quad g_n = f - \Psi(u_n).\]

Here

\[
\varepsilon: H^s(U_1) \rightarrow H^s(\mathbb{R}^n), \quad R: H^s(\mathbb{R}^n) \rightarrow H^s(U_1)
\]

are the extension operator and the restriction operator, respectively.

First we prove the following inequalities \(i), (ii), (iii)\ \((j \geq 1)\) by induction on \(j\). Namely, there exists a sufficiently large integer \(s_0 \geq m\) and small \(\eta \ (0 < \eta < 1)\) such that, for any \(f (\|f\|^0_{s_0} < \eta)\) and nonnegative integer \(j\),

\[
(i) \quad \|u_j\|_n \leq \delta;
(ii) \quad \|g_j\|^0_\alpha \leq M \theta_j^{-\mu} \|f\|^0_{s_0};
(iii) \quad \|\rho_j\|_\alpha \leq M \theta_j^{-\alpha} \|f\|^0_{s_0}.
\]

are valid for some positive numbers \(M, \mu, a\) independent of \(f\) and \(j\).

For \(j = 1\), the validity of these inequalities immediately follows by setting

\[(B.6) \quad M = \theta_1^{-\mu}.
\]

Assuming their validity for \(j \leq n\), we shall next prove that these inequalities also hold for \(j = n + 1\).

**Lemma B.1.** Suppose

\[(B.7) \quad \alpha \geq [n/2] + m + 1
\]

and \((i)_n\) is valid. Then

\[(B.8) \quad \|g_n\|^0_\alpha \leq C_s \{\|g_1\|^0_\alpha + \|u_n\|^0_{\alpha+n}\} \quad \text{for any} \ s \geq 0.
\]

Here, \([n/2]\) denotes the largest integer which is not greater than \(n/2\).

**Proof.** This follows from the Sobolev embedding theorem and the following lemma to

\[g_n - g_1 = -\Psi(u_n) \equiv -\Psi(x, D^m u_n).
\]

**Lemma B.2 (Moser’s Lemma).** Let \(\Omega\) be a domain in \(\mathbb{R}^n\) whose boundary is a compact \(C^\infty\) hypersurface and let \(F(x, v) \in B^\infty(\Omega \times \{v \in \mathbb{R}^l; |v| \leq v_0\})\) with \(F(x, 0) = 0\). Then for any \(s \geq 0\) and \(v \in H^s(\Omega), \|v\|_{L^\infty(\Omega)} \leq v_0\), we have

\[(B.9) \quad \|F(\cdot, v(\cdot))\| \leq C(s, |F|_{B^{s+1}})\|v\|_{H^s(\Omega)}
\]

where \(|F|_{B^{s+1}}\) denotes the maximum of the supnorms in \(\Omega \times \{|v| \leq v_0\}\) of all derivatives of \(F(x, v)\) up to order \(s + 1\).

**Lemma B.3.** Suppose

\[(B.10) \quad \alpha \geq m + d
\]
and (i) is valid for $1 \leq j \leq n$. Then for any integer $s^* \geq m + d$, there exists $\theta > 1$ such that

\[(B.11) \quad \|u_{n+1}\|_s \leq \theta^{(m+d)/(\tau-1)+1} \|g_1\|_s^0,\]

for any $s$ $(m + d \leq s \leq s^*)$.

**Proof.** For the rest of the proof of Theorem 3.1, we use a common symbol $K$ to denote any constant which depends only on $s$, $\delta$ and $\eta$. By (B.3), (B.4) and noting that $\|eRg_j\|_s \leq K\|g_i\|_s^0$ for any $s \geq 0$, we have

\[(B.12) \quad \|u_{i+1}\|_s \leq \|u_i\|_s + \|S_{\delta, \rho_i}\|_s \leq K\theta^{m+d}_i (\|u_i\|_s + \int_{s-m}^s f_0^s \|f\|^{0}_s)\]

for any $i$ $(1 \leq i \leq n)$. Using (B.12) recursively and taking $\theta$ large enough, we see that

\[(B.13) \quad \|u_{n+1}\|_s \leq \theta^{(m+d)/(\tau-1)+1} \|f\|_s^0\]

holds for any $s$ $(m + d \leq s \leq s^*)$.

Now we assume (i), (ii) $(1 \leq j \leq n)$ and try to prove (i)_{n+1}, (ii)_{n+1}, (iii)_{n}. By this assumption, Lemma B.1 and Lemma B.3 hold.

We first prove (ii)_{n+1}. From (B.5),

\[(B.14) \quad g_{n+1} - g_n = - (\Psi(u_{n+1}) - \Psi(u_n)).\]

Combine (B.14) with

\[(B.15) \quad \Psi(u_{n+1}) - \Psi(u_n) - \Psi^\prime(u_n)(u_{n+1} - u_n) = \int_0^1 \theta \Psi^\prime\prime(\theta u_n + (1 - \theta)u_{n+1})(u_{n+1} - u_n) d\theta.\]

Then we have

\[(B.16) \quad g_{n+1} = g_n - \Psi^\prime(u_n)(u_{n+1} - u_n) + Q_n,\]

where

\[(B.17) \quad Q_n = - \int_0^1 \theta \cdot \Psi^\prime\prime(\theta u_n + (1 - \theta)u_{n+1})(u_{n+1} - u_n, u_{n+1} - u_n) d\theta.\]

Since

\[(B.18) \quad \Psi^\prime(u_n)\rho_n = g_n \quad \text{in } U_1,\]

(B.4) and (B.16) imply

\[(B.19) \quad g_{n+1} = \Psi^\prime(u_n)(1 - S_{\delta, \rho})\rho_n + Q_n \quad \text{in } U_1.\]

From Lemma B.1, Lemma B.3 and (B.3), we have

\[(B.20) \quad \|\Psi^\prime(u_n)(1 - S_{\delta, \rho})\rho_n\|_d^{0} \leq K_1\theta^{(m+d)/(\tau-1)+2m-s_0+2d+1}_n \|g_1\|_{s_0}^0,\]

\[(B.21) \quad \|S_{\delta, \rho}\|_\alpha \leq MK_2\theta^{\alpha-\mu}_n \|g_1\|_{s_0}^0 < MK_2\theta^{\alpha-\mu}_n \eta.\]
Here and throughout the proof of Theorem 3.1, \( K_1 \) and \( K_2 \) denote constants depending only on \( s_0 \) and \( \alpha \), respectively. If we take

\[
\mu > \alpha,
\]

a sufficiently large \( \theta \) and a sufficiently small \( \eta \) such that

\[
MK_1 \theta^{\alpha - \mu} \eta \leq \delta,
\]

the estimate

\[
\|\theta u_n + (1 - \theta)u_{n+1}\| \leq \delta \quad (0 \leq \theta \leq 1)
\]

follows from (B.4), (B.21), (i). Then,

\[
\|Q_n\|_d^0 \leq K_1 \theta^{2(\alpha - \mu)} \|g_1\|_{s_0}^0
\]

by (B.21), (B.24) and the well-known fact: for any integer \( s \geq [n/2] + 1 \), there exists \( C_s > 0 \) such that

\[
\|v \cdot w\|_{H^s(\Omega)} \leq C_s (\|v\|_{L^\infty(\Omega)} \|w\|_{H^s(\Omega)} + \|w\|_{L^\infty(\Omega)} \|v\|_{H^s(\Omega)})
\]

for any \( v, w \in H^s(\Omega) \), for \( \Omega \) as in Moser's Lemma. Therefore, from (B.19), (B.20), (B.25), we have

\[
\|g_{n+1}\|_d^0 \leq K_1 \theta^\beta \|g_1\|_{s_0}^0,
\]

\[
\beta = \max \left( \frac{m + d}{\tau - 1} + 2m - s_0 + 2d + 1, 2(\alpha - \mu) \right).
\]

These immediately yield (ii)\(_{n+1}\) if we take \( \theta \) large enough and let \( s_0, \mu \) satisfy

\[
s_0 \geq 5(m + d) + 2(\alpha - \mu) + 1,
\]

\[
\mu > 3\alpha
\]

so that \( \beta > -\mu\tau \).

Secondly, we prove (iii)\(_n\). By Lemma B.1, Lemma B.3, (B.3) and (ii)\(_n\),

\[
\|\rho_n\|_0 \leq K_1 \theta_n^{-\mu} \|g_1\|_{s_0}^0,
\]

\[
\|\rho_n\|_{s_0 - d - m} \leq K_1 \theta_n^{(m + d)/(\tau - 1) + 1} \|g_1\|_{s_0}^0.
\]

Suppose

\[
\alpha < s_0 - m - d.
\]

Interpolating (B.30), (B.31), we have

\[
\|\rho_n\|_{\alpha} \leq K_3 \theta_n^{\gamma} \|g_1\|_{s_0}^0
\]

with

\[
\gamma = \frac{-\mu(s_0 - m - d - \alpha) + \alpha((m + d)/(\tau - 1) + 1)}{s_0 - m - d}.
\]
As before, $K_3$ denotes a constant depending only on $\alpha$, $s_0$. Now, for $\mu$ satisfying

$$\mu > \frac{(3\alpha - 2a)(m + d) + 2as_0 + \alpha}{s_0 - m - d - \alpha},$$

which is equivalent to $\gamma < -2a$, (iii) is valid for sufficiently large $\theta$.

Thirdly, we prove (i)$_{n+1}$. By (B.4) and (iii)$_j$ ($j \leq n$), we have

$$\|u_{n+1}\|_\alpha \leq \sum_{j=1}^n \|u_{j+1} - u_j\|_\alpha \leq K_2 M \|g_1\|_s^0 \sum_{j=1}^n \theta_j^{-\alpha} \leq K_2 M \eta$$

for sufficiently large $\theta$. Hence, (i)$_{n+1}$ is true provided that

$$K_2 M \eta \leq \delta.$$
\[ \sigma = \frac{-\mu (s - m - d - \alpha') + 6\alpha' (m + d)}{s - m - d}, \]

where \( K_4 \) is a constant depending only on \( s_0, s, \delta \) and \( \eta \). Clearly, by taking \( s \) large enough in (B.43), (B.44), we have

\[ \| \rho_n \|_{\alpha'} \leq K_4 \theta_n^{-b} \quad \text{for some } b > 0. \]

As before, we can prove that \( \{ u_j \} \) is also a Cauchy sequence in \( H^{\alpha'}(\mathbb{R}^n) \). Since \( \alpha' \) can be taken arbitrarily large, we can conclude \( u \in C^\infty(\mathbb{R}^n, \mathbb{R}^N) \) with the aid of Sobolev’s embedding theorem. This completes the proof of Theorem 3.1.
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