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ABSTRACT. We consider any hyperfunctions with the compact support as initial values of the solutions of the heat equation. The main aim of this paper is to unify the theory of distributions and hyperfunctions as well as simplify proofs of some important results via heat kernel.

INTRODUCTION

In the previous paper [9], we have discussed the theory of the hyperfunctions by a calculus approach motivated by the analysis developed in [3, Chapter 9]. We have shown in [9] the idea of our approach. Namely, we have proposed to take hyperfunctions with the compact support as initial values of the solutions of the heat equation. The main aim of this paper is to reformulate the foundation of hyperfunction theory by a limiting process via heat kernel in the theory of Schwartz distributions. For this purpose, two fundamental tools will be used. One is the estimate for the heat kernel in (1.14) which is obtained as a special case of the result given in [1, Chapter 4]. The other is a series of structure theorems on ultradistributions given in [5, 6 and 7]. As was mentioned in [9], the advantage of our method is that it can unify the theory of distributions and hyperfunctions as well as simplify proofs of some important results.

In §1, we briefly recall the definitions of distributions and hyperfunctions with the compact support. Especially, the space of hyperfunctions (analytic functionals) \( \mathcal{A}'[K] \) with the compact support in \( K \subset \mathbb{R}^n \) \( (n \geq 1) \) is considered as the dual of the space \( \mathcal{A}[K] \) of functions which are real analytic near \( K \). We will prepare a useful estimate for the heat kernel in Proposition 1.1. In §2, we will prove that we can take \( u \in \mathcal{A}'[K] \) as an initial value of a unique solution \( U \) of the heat equation

\[
\begin{cases}
(\partial_t - \Delta)U(x,t) = 0 & \text{in } \mathbb{R}^{n+1}_+ = \mathbb{R}^n \times \mathbb{R}_+ , \\
U(\cdot,0) = u.
\end{cases}
\]

We shall see in Theorem 2.1 that Schwartz distributions and ultradistributions are also characterized by the asymptotic behavior of \( U(\cdot,t) \) as \( t \to 0 \) at the...
same time. At the end of §2, we shall apply this characterization to give a simple proof for a local existence theorem to the equation

\[ P(D)u = f \quad \text{in } \Omega \]

in the hyperfunction space \( B(\Omega) \), where \( \Omega \) is any bounded open set in \( \mathbb{R}^n \) and \( P(D) \) is a partial differential operator with constant coefficients. In §3, we shall show in Theorem 3.1 that the local regularity property of an element \( u \in A'[K] \) is also described by the asymptotic behavior of \( U(\cdot, t) \) as \( t \to 0 \). In §4, we formulate a completeness result on hyperfunctions in Theorem 4.1 which will play a dominant role in the microlocal calculus developed in the last section. This theorem corresponds to Theorem 9.1.7 in [3]. As suggested by the results given in §3, we shall give, in §5, the definition of wave front set which is related to the asymptotic behavior of \( U(\cdot, t) \) as \( t \to 0 \). We hope to clarify the Bros-Iagolnitzer definition of wave front set on the basis of our results obtained so far.

Further investigation of generalized functions will be made in a forthcoming paper.

The author expresses his profound gratitude to M. Miyake and Y. Morimoto for valuable discussions during the preparation of this paper.

1. Spaces of distributions and hyperfunctions

Let \( \Omega \) be an open subset of \( \mathbb{R}^n \) whose points are denoted by \( x = (x_1, \ldots, x_n) \). We use general notations such as \( |\alpha| = \alpha_1 + \cdots + \alpha_n \) for a multi-index \( \alpha = (\alpha_1, \ldots, \alpha_n) \) and \( D^\alpha = D_1^{\alpha_1} \cdots D_n^{\alpha_n}, D_j = -i\partial / \partial x_j, j = 1, \ldots, n \), etc.

**Definition 1.1.** Let \( \phi \in C^\infty(\Omega) \). Then we say that \( \phi \) is in \( \mathcal{E}^{(s)}(\Omega) \) for \( s > 1 \) if for any compact subset \( K \) of \( \Omega \) there are positive constants \( C_0 \) and \( C_1 \) such that

\[
\sup_{x \in K} |D^\alpha \phi(x)| \leq C_0 C_1 |\alpha|^s.
\]

We say also that \( \phi \) is in \( \mathcal{E}^{(s)}(\Omega) \) for \( s > 1 \) if for any compact subset \( K \) of \( \Omega \) and for any positive number \( h \) there is a constant \( C \) such that

\[
\sup_{x \in K} |D^\alpha \phi(x)| \leq C h |\alpha|^s.
\]

We denote by \( \mathcal{D}^{(s)}(\Omega) \) and \( \mathcal{D}^{(s)}(\Omega) \) the subspaces of \( \mathcal{E}^{(s)}(\Omega) \) and \( \mathcal{E}^{(s)}(\Omega) \) respectively which consist of functions with compact support in \( \Omega \).

It is well known that the function

\[
f(x) = \begin{cases} 
\exp[-x^{1/(s-1)}], & x > 0 \\
0, & x \leq 0 \quad (s > 1)
\end{cases}
\]

is in \( \mathcal{E}^{(s)}(\mathbb{R}) \) but not in \( \mathcal{E}^{(s)}(\mathbb{R}) \). Thus we have the inclusion

\[
\mathcal{E}^{(s)}(\Omega) \subsetneq \mathcal{E}^{(s)}(\Omega) \subsetneq \mathcal{E}^{(1)}(\Omega), \quad 1 < s < t < \infty,
\]

\[
\mathcal{D}^{(s)}(\Omega) \subsetneq \mathcal{D}^{(s)}(\Omega) \subsetneq \mathcal{D}^{(1)}(\Omega), \quad 1 < s < t < \infty.
\]
The topology of such spaces is defined as follows:

(i) We say a sequence \( \{f_j(x)\} \subset \mathcal{E}^{(s)}(\Omega) \) converges to zero in \( \mathcal{E}^{(s)}(\Omega) \), \( s > 1 \), if for any compact set \( K \) of \( \Omega \) there is a constant \( C \) such that

\[
\sup_{x \in K} \frac{|D^\alpha f_j(x)|}{C^{[\alpha]!}} \to 0 \quad \text{as} \quad j \to \infty.
\]

(ii) We say a sequence \( \{f_j(x)\} \subset \mathcal{D}^{(s)}(\Omega) \) converges to zero in \( \mathcal{D}^{(s)}(\Omega) \) if for any compact set \( K \) of \( \Omega \) and for any \( h > 0 \) we have

\[
\sup_{x \in K} \frac{|D^\alpha f_j(x)|}{h^{[\alpha]!}} \to 0 \quad \text{as} \quad j \to \infty.
\]

(iii) We say a sequence \( \{f_j(x)\} \subset \mathcal{S}^{(s)}(\Omega) \) (or \( \mathcal{D}^{(s)}(\Omega) \)) converges to zero in \( \mathcal{S}^{(s)}(\Omega) \) (or in \( \mathcal{D}^{(s)}(\Omega) \)), if there is a compact set \( K \) of \( \Omega \) such that \( \text{supp} f_j \subset K \), \( j = 1, 2, \ldots \), and \( f_j \to 0 \) in \( \mathcal{E}^{(s)}(\Omega) \) (or in \( \mathcal{D}^{(s)}(\Omega) \)).

As usual, we denote by \( \mathcal{D}^{(s)}(\Omega) \) (by \( \mathcal{D}^{(s)}(\Omega) \), \( \mathcal{S}^{(s)}(\Omega) \) and \( \mathcal{D}^{(s)}(\Omega) \)) the strong dual space of \( \mathcal{S}^{(s)}(\Omega) \) (of \( \mathcal{S}^{(s)}(\Omega) \) and \( \mathcal{D}^{(s)}(\Omega) \) respectively) and call its elements ultradistributions on \( \Omega \).

We have the inclusion

\[
\mathcal{D}'(\Omega) \subset \mathcal{D}^{(s)}(\Omega) \subset \mathcal{S}^{(s)}(\Omega), \quad s > 1,
\]

\[
\mathcal{E}'(\Omega) \subset \mathcal{S}^{(s)}(\Omega) \subset \mathcal{D}^{(s)}(\Omega) \subset \mathcal{D}^{(s)}(\Omega), \quad s > 1,
\]

where \( \mathcal{D}'(\Omega) \) and \( \mathcal{E}'(\Omega) \) are the spaces of Schwartz distributions. It is well known that \( \mathcal{S}^{(s)}(\Omega) \) consists of ultradistributions with compact support in \( \Omega \) for \( s > 1 \) like the space \( \mathcal{E}'(\Omega) \). For further details we refer the reader to [5, 6 and 7]. Let \( K \subset \mathbb{R}^n \) be a compact set. We denote by \( \mathcal{S}^s_K \) and \( \mathcal{D}^{(s)}_K \), \( 1 < s < \infty \), the set of Schwartz and ultradistributions with supports in \( K \) respectively.

Next we shall define the spaces of analytic functionals along the lines of [3 and 9]. Let \( K \) be a compact subset of \( \mathbb{R}^n \).

**Definition 1.2.** We say that \( \phi(x) \) is in \( A[K] \) if \( \phi(x) \) is real analytic in a neighborhood of \( K \) and there are positive constants \( C_0 \) and \( C_1 \) such that

\[
\sup_{x \in K} |D^\alpha \phi(x)| \leq C_0 C_1^{[\alpha]!}.
\]

We say \( \phi_j \to 0 \) in \( A[K] \) as \( j \to \infty \) if there is a constant \( h > 0 \) such that

\[
\sup_{x \in K} \frac{|D^\alpha \phi_j(x)|}{h^{[\alpha]!}} \to 0 \quad \text{as} \quad j \to \infty.
\]

We denote by \( A'[K] \) the strong dual space of \( A[K] \) and call its elements analytic functionals carried by \( K \).

We have changed the notation in [3 and 9] slightly and use \( A[K] \) in place of \( A(K) \). We denote by \( A \) the space of entire functions in \( \mathbb{C}^n \) in the following.
Theorem 1.1 (cf. [5 and 9]). Let \( u \in A'[K] \). Then for any \( h > 0 \) there exists a constant \( C = C(h, u) \) such that
\[
|u(\phi)| \leq C \sup_{x \in K} \frac{|D^\alpha \phi(x)|}{h^{\alpha |\alpha|}} \quad \phi \in A.
\]
This is equivalent to the condition that for every complex neighborhood \( \omega \) of \( K \)
\[
|u(\phi)| \leq C_\omega \sup_{x \omega} |\phi| \quad \phi \in A.
\]

Let \( u \in \mathcal{E}^{(s)y}(R^n)(\mathcal{E}^{(s)'y}(R^n)) \) with \( s > 1 \). Then there is a compact set \( K \subset R^n \) such that for any \( h > 0 \) there is a constant \( C > 0 \) (there are constants \( h \) and \( C \)) satisfying
\[
|u(\phi)| \leq C \sup_{x \in K} \frac{|D^\alpha \phi(x)|}{h^{\alpha |\alpha|}} \quad \phi \in \mathcal{E}^{(s)}(R^n) \quad (\phi \in \mathcal{E}^{(s)}(R^n)).
\]

We can consider \( A'[K_1] \subset A'[K_2] \) if \( K_1 \subset K_2 \) and set \( A' = \bigcup_K A'[K] \). Then we have the inclusion
\[
\mathcal{E}'(R^n) \subset \mathcal{E}^{(s)}(R^n) \subset \mathcal{E}^{(s)'y}(R^n) \subset A', \quad 1 < s < \infty.
\]

We denote by \( E(x,t) \) the \( n \)-dimensional heat kernel:
\[
E(x,t) = \begin{cases} 
(4\pi t)^{-n/2} \exp[-|x|^2/4t], & t > 0, \\
0, & t < 0.
\end{cases}
\]

Proposition 1.1 (cf. [1, Chapter 4]). \( E(\cdot,t) \) is an entire function of order 2 for every \( t > 0 \). We have the following properties on \( E \):

(i) We have
\[
\int_{R^n} E(x,t) \, dx = 1, \quad t > 0;
\]

(ii) There are positive constants \( C \) and \( a \) such that
\[
|D^\alpha_x E(x,t)| \leq C^{\alpha |\alpha|} t^{-(n+|\alpha|)/2} \alpha!^{1/2} \exp[-a|x|^2/4t], \quad t > 0,
\]
where \( a \) can be taken as close as desired to 1 and \( 0 < a < 1 \).

Proof. (i) We omit the well-known calculus to prove (1.13).

(ii) We shall prove (1.14) in the case \( n = 1 \) for simplicity. The derivatives of \( E(x,t) \) can be evaluated by means of the Cauchy formula
\[
\partial_x^k E(x,t) = \frac{k!}{2\pi i} \int_{\Gamma_R} \frac{E(z,t)}{(z-x)^{k+1}} \, dz,
\]
where \( \Gamma_R \) is a circle of radius \( R \) in \( C \) with center at the point \( x \). From (1.15) we find
\[
|\partial_x^k E(x,t)| \leq \frac{k!}{\sqrt{4\pi i R^k}} \exp[(-x^2 + R^2)/4t], \quad R > 0,
\]
where \( x = \mathcal{X} - R, 0 \) or \( x + R \). Let us select the radius \( R \) so that the ratio \( \exp[R^2/4t]/R^k \) would attain its minimum. This is realized for \( R = \sqrt{2kt} \), so that (1.16) reduces to
\[
|\partial_x^k E(x, t)| \leq \frac{1}{\sqrt{4\pi}}(e/2)^{k/2}t^{-(1+k)/2}k!k^{-(k/2)}\exp[-x^2/4t].
\]
The last factor may be estimated as follows. Let us replace \( x \) by \( x + \theta R \), where \( |\theta| \leq 1 \); then
\[
\exp[-x^2/4t] = \exp[-(x + \theta R)^2/4t] \leq \exp[-ax^2/4t]\exp[a'R^2/4t],
\]
where the constant \( a \) may be chosen so that it is as close as desired to 1 and \( 0 < a < 1 \). Furthermore \( R^2 = 2kt \) hence we have
\[
|\partial_x^k E(x, t)| \leq \frac{1}{\sqrt{4\pi}}e^{(1+a')k/2}t^{-(k/2)}k^{1/2}\exp[-ax^2/4t],
\]
from which we obtain (1.14) in case \( n = 1 \).

**Proposition 1.2.** For every \( \phi \in A[K] \), let
\[
\psi_t(x) = \int E(x - y, t)\chi(y)\phi(y)dy, \quad t > 0,
\]
where \( \chi \in C_0^\infty(R^n) \) such that \( \chi = 1 \) in a neighborhood of \( K \). Then \( \psi_t \to \phi \) in \( A[K] \) as \( t \to 0^+ \). Also for every \( \psi \in \mathcal{D}(s)(R^n) \) \( (\mathcal{D}(s)(R^n)) \) with \( s > 1 \), let
\[
\psi_t(x) = \chi(x)\int E(x - y, t)\psi(y)dy,
\]
where \( \chi \in \mathcal{D}(s)(R^n), \chi = 1 \) in a neighborhood of \( \text{supp} \psi \). Then \( \psi_t \to \psi \) in \( \mathcal{D}(s)(R^n) \) \( (\mathcal{D}(s)(R^n)) \) as \( t \to 0^+ \).

**Proof.** Let \( \phi \in A[K] \). Then there are positive constants \( C, h \) and \( \delta \) such that
\[
(1.17) \quad \sup_{x \in K_\delta} |D^\alpha \phi(x)| \leq C h^{[|\alpha|]} |\alpha|!,
\]
where \( K_\delta = \{ x \in R^n; \text{dis}(x, K) \leq \delta \} \). We may consider \( \chi = 1 \) in a neighborhood of \( K_\delta \). By integration by making use of (1.17), we have for \( |y| \leq \delta \)
\[
\sup_{x \in K} |D^\alpha \phi(x - y) - D^\alpha \phi(x)| \leq C|y|h^{[|\alpha|]}(|\alpha| + 1)!. \]
Hence there are positive constants \( C' \) and \( H \) such that
\[
\sup_{x \in K} |D^\alpha \phi(x - y) - D^\alpha \phi(x)| \leq C'|y|(HH)^{[|\alpha|]}|\alpha|!, \quad |y| \leq \delta.
\]
On the other hand we have for \( x \in K \)
\[
D^\alpha_x(\phi_t(x) - \phi(x)) = \int_{|y| \leq \delta} E(y, t)D^\alpha_x(\phi(x - y) - \phi(x))dy + D^\alpha_x\int_{|x - y| \geq \delta} E(x - y, t)\chi(y)\phi(y)dy
\]
\[
- D^\alpha_x \phi(x) \int_{|x - y| \geq \delta} E(x - y, t)dy
= I_{1,\alpha} + I_{2,\alpha} + I_{3,\alpha}.
\]
For any $\varepsilon > 0$, taking $\delta$ so small that $C'\delta^{n+1} \leq \varepsilon$, we have

$$|I_{1,\alpha}|/(Hh)^{|\alpha|}/|\alpha|! \leq \varepsilon.$$ 

Next by using (1.14), we have the estimation of the form

$$\frac{|I_{2,\alpha}|}{(Hh)^{|\alpha|}/|\alpha|!} \leq (C/Hh)^{|\alpha|}/|\alpha|! \cdot t^{-|\alpha|}/|\alpha|!^{1/2} \exp[-c\delta^2/2t] \leq \exp[(1/2t)(C/Hh - c\delta^2)] \leq \exp[-c\delta^2/4t], \quad t > 0,$$

if we take $H$ so large that $C/Hh \leq c\delta^2/2$. By taking $H$ larger if necessary, we have

$$\frac{|I_{3,\alpha}|}{(Hh)^{|\alpha|}/|\alpha|!} \leq \exp[-c\delta^2/2t].$$

Thus we have $\phi_t \rightarrow \phi$ in $A(K)$.

Now let $\psi \in \mathcal{D}^{(s)}(R^n)$ with $s > 1$. Then there are constants $C$ and $h$ such that

(1.18) $$\sup_{x \in R^n} |D^\alpha \psi(x)| < Ch^{|\alpha|}/|\alpha|!^s,$$

and $\text{supp} \psi$ is a compact set in $R^n$. Then similarly as before we have

$$\sup_x |D^\alpha \psi(x - y) - D^\alpha \psi(x)| \leq C' |y|(Hh)^{|\alpha|}/|\alpha|!^s, \quad y \in R^n,$$

and

$$D_x^\alpha(\psi_t(x) - \psi(x)) = \int_{|y| \leq \delta} E(y,t)D_x^\alpha(\psi(x - y) - \psi(x)) \, dy + \int_{|y| \geq \delta} \sim \, dy = J_{1,\alpha} + J_{2,\alpha}.$$ 

We can treat $J_{1,\alpha}$ the same way as in $I_{1,\alpha}$. By using (1.18) and by the fact that

$$\int_{|y| \geq \delta} E(y,t) \, dy \rightarrow 0 \quad \text{as} \quad t \rightarrow 0^+,$$

we see $\psi_t \rightarrow \psi$ in $\mathcal{D}^{(s)}(R^n)$.

Similar arguments can be applied in case $\psi \in \mathcal{D}^{(s)} (R^n)$. Q.E.D.

2. Characterization of hyperfunctions and distributions

Let $u \in A'[K]$. Then the function

$$U(x,t) = u(y)(E(x - y,t)), \quad x \in R^n, \quad t > 0,$$

is well defined since $E(x - \cdot, t) \in A$ for every $(x,t) \in R^{n+1}_+ = \{(x,t) ; x \in R^n, t > 0\}$. 
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Theorem 2.1 (cf. [9, Theorem 1.2]). (i) Let \( u \in A'[K] \). Then \( U(x,t) \in C^\infty(R_+^{n+1}) \) and \( U(\cdot,t) \in A \) for each \( t > 0 \). Furthermore \( U \) satisfies the following conditions:

\[
(\partial/\partial t - \Delta)U(x,t) = 0 \quad \text{in } R_+^{n+1};
\]

for every \( \epsilon > 0 \) we have

\[
|U(x,t)| \leq C_\epsilon \exp[(\epsilon/t) - \text{dis}(x,K)^2/4t] \quad \text{in } R_+^{n+1};
\]

\( U(x,t) \to u \) as \( t \to 0^+ \) in the following sense:

\[
u(\phi) = \lim_{t \to 0^+} \int_{\Omega} U(x,t)\phi(x) \, dx, \quad \phi \in A,
\]

where \( \Omega \) is an arbitrary bounded neighborhood of \( K \).

Conversely, every \( C^\infty \)-function defined in \( R_+^{n+1} \) satisfying conditions (2.2) and (2.3) can be expressed in the form (2.1) with unique element \( u \in A'[K] \).

(ii) In case \( u \in S^{(s)}_K \left( S^{(s)}_K \right) \) with \( s > 1 \), condition (2.3) of the above assertion is replaced by the following:

For every \( \epsilon, \delta > 0 \) (there is a positive constant \( C_{\epsilon,\delta} \) such that) we have

\[
|U(x,t)| \leq C_{\epsilon,\delta} \exp[\epsilon/\delta^{2s-1}] \quad \text{in } R_+^{n+1},
\]

where \( K_\delta = \{x; \text{dis}(x,K) \leq \delta\} \).

(iii) In case \( u \in S_K' \), condition (2.3) is replaced by the following:

There exists a nonnegative integer \( N = N(u) \) such that

\[
|U(x,t)| \leq C_{\epsilon,\delta} t^{-N} \exp[-\text{dis}(x,K_\delta)^2/8t] \quad \text{in } R_+^{n+1}.
\]

In each case of (ii) and (iii) condition (2.4) is replaced by corresponding one:

\[
U(\cdot,t) \to u \quad \text{in } S_{K}^{(s)}(R_+^n) \left( S_{K}^{(s)}(R_+^n), S_{K}^{(s)}(R^n) \right. \text{ resp.})
\]

Proof. (i) The proof of this part was given in [9]. We shall reproduce it for completeness. Let \( u \in A'[K] \). Then we find obviously that the function \( U(x,t) \) defined by (2.1) belongs to \( C^\infty(R_+^{n+1}) \) and satisfies the heat equation (2.2). We take \( z = y + \eta y, \eta, \xi \in R^n \), and observe that

\[
\text{Re} - (x - \eta^2) = -(x - y)^2 + \eta^2.
\]

Then by applying (1.11) we have (2.3) if we take \( |\eta| \) sufficiently small. Now let \( \Omega \subset R^n \) be a bounded open set containing \( K \) and let

\[
G(y,t) = \int_\Omega E(x - y, t)\phi(x) \, dx, \quad \phi \in A.
\]

Then by Proposition 1.1 and Proposition 1.2, we can easily see

\[
G(\cdot,t) \to \phi \quad \text{in } A[K] \text{ as } t \to 0^+.
\]

We have

\[
\int_\Omega U(x,t)\phi(x) \, dx = u(y,G(y,t))
\]
by taking limit of the Riemann sum of the left-hand side. Then by applying (2.7) we have (2.4).

Now we will prove the converse. We shall use some fundamental properties of ultradistributions for which we refer to [5 and 7]. Let $U(x, t)$ be a function defined in $R^{n+1}_+$ satisfying (2.2) and (2.3). Then by virtue of (2.3) we can extend $U$ beyond the hyperplane $t = 0$ as an ultradistribution $\tilde{U} \in \mathcal{D}'(R^{n+1})$ such that

$$\tilde{U}(x, t) = \begin{cases} U(x, t), & t > 0, \\ 0, & t < 0. \end{cases}$$

This follows from a fundamental property of ultradistributions (cf. [7, Theorem 2.27]), and we shall find the idea of its proof in §4. We have

$$\tilde{U} \in C^\infty(R^{n+1}\setminus(K \times \{0\}))$$

and

$$\left(\partial/\partial t - \Delta\right)\tilde{U}(x, t) = f \text{ in } R^{n+1}_+,$$

where $f \in \mathcal{E}'_{K \times \{0\}}$. Again by a fundamental property of ultradistributions with support in a hyperplane (cf. [7, Theorem 3.1]), $f$ is uniquely represented as

$$f = \sum_{k=0}^{\infty} f_k(x) \otimes \delta^{(k)}(t)$$

with $f_k(x) \in \mathcal{E}'_{\{2\}}$, $k = 0, 1, \ldots$, satisfying the following conditions:

For every $L > 0, h > 0$ and $\delta > 0$ there is a constant $C$ such that

$$|f_k(\phi)| \leq CL^k k!^{-2} \sup_{x \in K_\delta} \left| \frac{D^\alpha \phi(x)}{h^{\alpha} |\alpha|^2} \right|, \quad \phi \in \mathcal{E}'_{\{2\}}(R^n)_\alpha,$$

and

$$\text{supp } f = \bigcup_k \text{supp } f_k.$$

We define an ultradistribution $v \in \mathcal{D}'(R^{n+1})$ as follows:

$$v(x, t) = \begin{cases} \sum_{k=0}^{\infty} f_k(x) \otimes \delta^{(k)}(t) & t > 0, \\ 0, & t < 0. \end{cases}$$

That is, we define $v$ formally

$$v(x, t) = \iiint E(x - y, t - \tau) f(y, \tau) dy \, d\tau.$$ 

Since we have

$$\left(\partial/\partial t - \Delta\right)E(x - y, t - \tau) = \delta(x - y, t - \tau)$$

also in the ultradistribution sense, we have

$$\left(\partial/\partial t - \Delta\right)v(x, t) = f \text{ in } R^{n+1}_+.$$
We will show that \( \tilde{U} = v \). First we have \( \tilde{U} - v \in \mathcal{D}'(\mathbb{R}^{n+1}) \) and
\[
(\partial/\partial t - \Delta)(\tilde{U} - v) = 0 \quad \text{in} \quad \mathbb{R}^{n+1}.
\]
Using relation (2.12) and the well-known fact that \( E(x,t) \in \mathcal{G}_{\alpha=0}^{(1,2)}(\mathbb{R}^{n+1}\setminus\{0\}) \), or by the Gevrey hypoellipticity for the heat equation proved in [11], we have
\[
\tilde{U} - v \in \mathcal{G}^{(2)}(\mathbb{R}^{n+1}), \quad \tilde{U} - v = 0, \quad t < 0.
\]
Furthermore by applying (2.9) and Proposition 1.1 to (2.12) we have the estimation of type (2.3) for \( v(x,t) \). Thus we can easily show that \( \tilde{U} - v \) is bounded in the whole space \( \mathbb{R}^{n+1} \). By the well-known uniqueness theorem for the solutions of the Cauchy problem to the heat equation we have \( \tilde{U} - v = 0 \).

It remains to prove that there exists an element \( v_0 \in A'[K] \) such that
\[
v(\cdot, t) \to v_0 \quad \text{in} \quad A'[\bar{K}] \quad \text{as} \quad t \to 0_+.
\]
For every \( t > 0 \), we have
\[
v(x,t) = \sum_{k=0}^{\infty} \int \Delta^k E(x-y,t) f_k(y) \, dy.
\]
Let \( \Omega \subset \mathbb{R}^n \) be a bounded neighborhood of \( K \). We have for \( \phi \in A \)
\[
\int_{\Omega} v(x,t) \phi(x) \, dx
\]
(2.16) \[
= \sum_{k=0}^{\infty} \left( \int_{\Omega} E(x-y,t) \phi(x) \, dx \right) \Delta^k f_k(y) \, dy.
\]
By using Proposition 1.2 and (2.9) we can show that the right-hand side tends to
\[
v_0(\phi) \equiv \sum_{k=0}^{\infty} \Delta^k f_k(\phi)
\]
as \( t \to 0_+ \) and \( v_0 \in A'[K] \). This completes the proof of part (i).

The proof of parts (ii) and (iii) can be obtained similarly. We shall only prove the estimation (2.3), for a given element \( u \in \mathcal{G}^{(s,1)}_K, s > 1 \). We assume that for any \( h > 0 \) and \( \delta > 0 \), there is a constant \( C = C(u,h,\delta) \) satisfying
\[
|u(\phi)| \leq C \sup_{x \in K_\delta} |D^\alpha \phi(x)| \frac{1}{h |\alpha| s \alpha!}, \quad \phi \in \mathcal{G}^{(s,1)}(\mathbb{R}^n).
\]
Let \( U(x,t) = u_y(E(x-y,t)), (x,t) \in \mathbb{R}^{n+1}_+ \). Then by using Proposition 1.1 we find
\[
|U(x,t)| \leq C_h \sup_{y \in K_\delta} \frac{|D^\alpha y E(x-y,t)|}{h |\alpha| s \alpha!}
\]
\[
\leq CC_h t^{-n/2} \sup_{\alpha} \left[ \left( \frac{C^2}{h^2 t} \right)^{-|\alpha|/(2s-1)} \right]^{(2s-1)/2} \sup_{y \in K_\delta} \exp[-(x-y)^2 / 8t]
\]
\[
\leq CC_h t^{-n/2} \exp[2/(2s - 1)(C^2 / h^2 t)^{1/(2s-1)}] \exp[-\text{dis}(x,K_\delta)^2 / 8t].
\]
Taking $h > 0$ sufficiently large so that
\[
\frac{2}{(2s - 1)}(C^2/h^2)^{1/(2s-1)} < \varepsilon,
\]
we obtain (2.3). The case where $u \in \mathcal{E}'(\mathbb{R}^n)$, $s > 1$, is treated by the similar way. We can easily find (2.3) when $u \in \mathcal{E}'(\mathbb{R}^n)$. Q.E.D.

We can consider $A'[K_1] \subset A'[K_2]$ if $K_1 \subset K_2 \subset \mathbb{R}^n$ and we set $A'(\mathbb{R}^n) = \bigcup_{K \in \mathbb{R}^n} A'[K]$.

**Theorem 2.2** (cf. [3, Theorem 9.1.6]). If $u \in A'(\mathbb{R}^n)$ then there is a smallest compact set $K \subset \mathbb{R}^n$ such that $u \in A'[K]$; it is called the support of $u$. If $u \in \mathcal{E}'(\mathbb{R}^n)$ or $u \in \mathcal{E}'(\mathbb{R}^n)^{s}$ $(s > 1)$, then $u$ defines an element in $A'(\mathbb{R}^n)$ with the same support.

**Proof.** Let $u \in A'[K]$ and let $K$ be the intersection of all compact sets $K'$ such that $u \in A'[K']$. By Theorem 2.1 a function $U(x, t)$ is uniquely defined and satisfies the heat equation in $\mathbb{R}^{n+1}\setminus(K \times \{0\})$. Noting that $u = \lim_{t \to 0} U(\cdot, t)$, we see $u \in A'[K]$. If $u \in \mathcal{E}'(\mathbb{R}^n)$ or $u \in \mathcal{E}'(\mathbb{R}^n)^{s}$ the function $U(x, t)$ is also uniquely defined and $U(\cdot, t) \to u$ in $\mathcal{E}'(\mathbb{R}^n)$ or in $\mathcal{E}'(\mathbb{R}^n)^{s}$ as $t \to 0_+$. So continuation of $U$ as a solution of heat equation is only possible outside of $\text{supp } u \times \{0\}$.

**Theorem 2.3** (cf. [3, Theorem 9.1.8]). If $K_1, \ldots, K_r$ are compact subsets of $\mathbb{R}^n$ and $u \in A'[K_1 \cup \cdots \cup K_r]$, then one can find $u_j \in A'[K_j]$ so that $u = u_1 + \cdots + u_r$.

**Proof.** It is sufficient to prove the statement when $r = 2$. Let $U(x, t)$ be the function defined by (2.1). The theorem will be proved if we can split $U$ into a sum $U = U_1 + U_2$, where $U_j$ satisfies conditions (2.2) and (2.3) with respect to $K_j$, $j = 1, 2$. By virtue of condition (2.3) we can extend $U$ beyond the hyperplane $t = 0$ as an ultradistribution $\tilde{U} \in \mathcal{E}'(\mathbb{R}^{n+1})$ such that
\[
\tilde{U} = \begin{cases} 
U(x, t), & t > 0, \\
0, & t < 0.
\end{cases}
\]
Then $\tilde{U}$ satisfies the heat equation outside of $\tilde{K}_1 \cup \tilde{K}_2$ in the ordinary sense, where $\tilde{K}_j = K_j \times \{0\}$, $j = 1, 2$. We take a function $\psi \in C^\infty(\mathbb{R}^{n+1}\setminus(\tilde{K}_1 \cap \tilde{K}_2))$ constructed in [3, Corollary 1.4.11] such that $\psi = 0$ for large $|x| + t$ and near $\tilde{K}_2 \setminus(\tilde{K}_1 \cap \tilde{K}_2)$, $\psi = 1$ near $\tilde{K}_1 \setminus(\tilde{K}_1 \cap \tilde{K}_2)$ and $\psi \in L^\infty(\mathbb{R}^{n+1})$. Here “near” means in the sense of the slowly varying metric defined in [3, Chapter 1]. We will split $\tilde{U}$ as follows:
\[
\tilde{U}_1 = \psi \tilde{U} - \tilde{V}, \quad \tilde{U}_2 = (1 - \psi)\tilde{U} + \tilde{V}.
\]
Here we define $\psi \tilde{U} \in \mathcal{E}'(\mathbb{R}^{n+1})$ such that $\psi \tilde{U} = 0$ near $\tilde{K}_2 \setminus(\tilde{K}_1 \cap \tilde{K}_2)$ and $(1 - \psi)\tilde{U} = 0$ near $\tilde{K}_1 \setminus(\tilde{K}_1 \cap \tilde{K}_2)$. We can write
\[
(\partial / \partial t - \Delta)\psi \tilde{U} = \tilde{F} + f,
\]
where \( \tilde{F} \) and \( f \) are in \( \mathcal{E}^{(2)'}(\mathbb{R}^{n+1}) \) such that
\[
\tilde{F} = \begin{cases} 
(\partial/\partial t - \Delta)(\psi U), & t > 0, \\
0, & t < 0
\end{cases}
\]
and \( f \in \mathcal{E}^{(2)'}(\mathbb{R}^{n+1}) \), \( \text{supp} f \subset \bar{K}_1 \). Now we define
\[
\bar{V}(x,t) \equiv E \ast \tilde{F}(x,t) \in \mathcal{D}^{(2)'}(\mathbb{R}^{n+1})
\]
and \( V(x,t) \equiv \bar{V}(x,t) \) for \( t > 0 \). Then we have \( \bar{V} \in C^\infty(\mathbb{R}^{n+1} \setminus \bar{K}_1 \cup \bar{K}_2) \), \( \text{supp} \bar{V} \subset \mathbb{R}^{n+1}_+ \) and \( V(\cdot, t) \to 0 \) uniformly in \( \{ x; \text{dis}(x, K_1 \cap K_2) \geq \delta \} \) for every \( \delta > 0 \) as \( t \to 0^+ \). Here we used the pseudolocal property of \( E \ast \) as a pseudodifferential operator in the class \( S_{1/2,0,1} \) (cf. [10 and 11]). Since we have
\[
V(x,t) = \psi U - E \ast f(x,t), \quad t > 0,
\]
we have for any \( \varepsilon > 0 \)
\[
V(x,t) = O(e^{\varepsilon/t}) \quad \text{as} \; t \to 0^+.
\]
Thus we have the desired property that \( U_1 = \psi U - V \) and \( U_2 = (1 - \psi)U + V \) for \( t > 0 \). Q.E.D.

We will define the general hyperfunctions following [3].

**Definition 2.1.** Let \( \Omega \) be a bounded open set in \( \mathbb{R}^n \). The space of hyperfunctions \( B(\Omega) \) is defined by
\[
B(\Omega) = A'[\Omega]/A'[\partial \Omega].
\]

**Definition 2.2.** Let \( u \in A'[\Omega] \). Then the support of the class \( \hat{u} \) of \( u \) in \( B(\Omega) \) is defined by \( \text{supp} \hat{u} = \Omega \cap \text{supp} u \).

This definition is justified by the following fact: If \( u,v \in A'[\Omega] \) and \( u - v \in A'[\partial \Omega] \), then \( \Omega \cap \text{supp} u = \Omega \cap \text{supp} v \) since \( \text{supp} u \subset \text{supp} v \cup \partial \Omega \) and \( \text{supp} v \subset \text{supp} u \cup \partial \Omega \).

**Definition 2.3.** Let \( \omega \) and \( \Omega \) be open, bounded and \( \omega \subset \Omega \subset \mathbb{R}^n \). Let \( u \in A'[\Omega] \). Then the restriction to \( \omega \) of the class \( \hat{u} \) in \( B(\Omega) \) is defined by the class \( \hat{v} \) of \( v \in A'[\omega] \) in \( B(\omega) \), where \( \omega \cap \text{supp}(u - v) = \emptyset \).

We remark that for every \( u \in A'[\Omega] \) we can find an element \( v \in A'[\omega] \) such that \( \omega \cap \text{supp}(u - v) = \emptyset \) and the restriction of \( u \) to \( \omega \) is uniquely determined.

Now we state a localization theorem given in [3]. We shall base its proof on Theorem 2.1 and Theorem 2.3.

**Theorem 2.4** (cf. [3, Theorem 9.2.2]). Let \( \Omega_j \) be open sets in \( \mathbb{R}^n \) with bounded union \( \Omega \). If \( u_j \in B(\Omega_j) \) and for all \( i, j \) we have \( u_i = u_j \) in \( \Omega_i \cap \Omega_j \) (that is, the restrictions are equal) then there is a unique \( u \in B(\Omega) \) such that the restriction of \( u \) to \( \Omega_j \) is equal to \( u_j \) for every \( j \).

As pointed out at the end of [3, §9.2], it follows from this theorem that we have injections \( \mathcal{D}'(\Omega) \to \mathcal{D}^{(s)'}(\Omega) \to B(\Omega) \; (1 < s < \infty) \). Let us also note that
the elements with compact support in $B(\Omega)$ can be identified with the elements in $A'$ having support in $\Omega$. In fact, let $u \in A'[\Omega]$ and assume that the class $u$ has compact support $K \subset \Omega$. Then $\text{supp } u \subset K \cup \partial \Omega$ so Theorem 2.2 gives a decomposition

$$u = u_1 + u_2, \quad u_1 \in A'[K], \quad u_2 \in A'[\partial \Omega]$$

which is unique since $K$ and $\partial \Omega$ are disjoint. This means that $u = u_1$ for a unique $u_1 \in A'[K]$.

**Proof of Theorem 2.4.** The uniqueness is clear for $v$ has the same property as $u$, then the support of $u-v$ is empty so $u-v = 0$. To prove the existence we begin with the case of two open sets $\Omega_1$ and $\Omega_2$. Choose $\overline{u}_j \in A'[\overline{\Omega}_j]$ defining $u_j$ for $j = 1, 2$. The support of $u_1 - u_2$ is contained in

$$(\Omega_1 \cup \Omega_2) \setminus (\Omega_1 \cap \Omega_2) \subset (\Omega_1 \cap \Omega_2) \cup (\Omega_1 \cap \Omega_2),$$

so Theorem 2.2 gives a decomposition

$$\overline{u}_1 - \overline{u}_2 = \overline{v}_1 - \overline{v}_2, \quad \overline{v}_1 \in A'[\overline{\Omega}_1 \cap \overline{\Omega}_2], \quad \overline{v}_2 \in A'[\overline{\Omega}_1 \cap \overline{\Omega}_2].$$

Now $\overline{u} = \overline{u}_1 - \overline{u}_2 = \overline{v}_1 - \overline{v}_2$ defines an element in $B(\Omega_1 \cup \Omega_2)$ which restricts to $u_j$ in $\Omega_j$ for $j = 1, 2$.

Next we assume that we have countably many sets $\Omega_j, j = 1, 2, \ldots$. Repeated use of the special case just proved gives a sequence $w_j$ in $B(\Omega_1 \cup \cdots \cup \Omega_j)$ with restriction $u_i$ to $\Omega_i$ for $i \leq j$. Let $\overline{w}_j \in A'[\overline{\Omega}_1 \cdots \overline{\Omega}_j]$ be in the class of $w_j, j = 1, 2, \ldots$. The proof will be complete if we shall show that there is an element $\overline{w} \in A'[\Omega]$ such that $\text{supp } (\overline{w} - \overline{w}_j)$ in $\overline{\Omega} \setminus (\Omega_1 \cup \cdots \cup \Omega_j)$ for every $j$. As is easily seen, we may suppose that $\Omega_j = \{x \in \Omega, \text{dis}(x, \partial \Omega) > 1/j\}, j = 1, 2, \ldots$. Let $W_j(x, t)$ be the defining function of $\overline{w}_j$;

$$W_j(x, t) = \int E(x - y, t)\overline{w}_j(y) \, dy, \quad t > 0,$$

where the integration is taken in the distribution sense. We shall show that there are defining functions $V_j(x, t), j = 1, 2, \ldots$, with the following properties:

$$(\partial / \partial t - \Delta)V_j(x, t) = 0 \quad \text{in } R^{n+1}_+$$

for any $\varepsilon > 0$,

$$(2.22) \quad |V_j(x, t)| \leq C_j \varepsilon e^{\varepsilon/t} \quad \text{in } R^{n+1}_+,$$

for every $\delta > 0$,

$$(2.23) \quad V_j(\cdot, t) \to 0 \quad \text{as } t \to 0_+$$

uniformly in $\{x \in R^n; \text{dis}(x, \partial \Omega) \geq \delta\}$; there exists a positive constant $C$ such that

$$(2.24) \quad |W_{j+1} - W_j - V_j| \leq C 2^{-j} \exp[\varepsilon_j/t] \quad \text{in } R^{n+1}_+,$$
where \( \epsilon_j \to 0 \) as \( j \to \infty \); for every \( \delta > 0 \), there is a number \( j_\delta \) such that

\[
|W_{j+1}(\cdot, t) - W_j(\cdot, t) - V_j(\cdot, t)| \leq C_\delta 2^{-j} \exp[-c_\delta/t]
\]

in \( \{x \in \mathbb{R}^n; \text{dis}(x, \partial \Omega) \geq \delta\} \) for all \( j \geq j_\delta \), where \( C_\delta \) and \( c_\delta \) can be taken independent of \( j \). If these are proved then it follows from (2.24) that the limit

\[
W(x, t) = \lim_{j \to \infty} (W_j - V_1 - \cdots - V_{j-1})
\]

exists for \( (x, t) \in \mathbb{R}^{n+1}_+ \) and \( W(x, t) \) defines \( \bar{w} = \lim_{t \to 0^+} W(\cdot, t) \) which is the desired element in \( \mathcal{A}'[\Omega] \).

It remains to show the existence of such defining functions \( V_j(x, t), j = 1, 2, \ldots \). For each \( j \) the compact region \( \Omega_j \setminus \Omega_{j+1} \subset \Omega \) can be covered by the finite number of balls with radius \( 2/j \) and center on \( \partial \Omega \), say \( B_{jk} = \{x; |x - x_{jk}| < 2/j\}, x_{jk} \in \partial \Omega, k = 1, \ldots, k_j \). Since \( \text{supp}(w_{j+1} - w_j) \subset \Omega_j \setminus \Omega_{j+1} \), we can split \( \bar{w}_{j+1} - \bar{w}_j \) as follows:

\[
\bar{w}_{j+1} - \bar{w}_j = \sum_{k=1}^{k_j} g_{jk}, \quad \text{supp } g_{jk} \subset \overline{B}_{jk}, k = 1, \ldots, k_j.
\]

Thus we have by (2.20)

\[
W_{j+1}(x, t) - W_j(x, t) = \sum_{k=1}^{k_j} g_{jk}(E(x - \cdot, t)), \quad t > 0.
\]

By taking the Taylor expansion of \( E \) at \( x - x_{jk} \) we have

\[
\int E(x - y, t)g_{jk}(y) \, dy = \sum_{\alpha} \frac{1}{\alpha!} \partial_x^\alpha E(x - x_{jk}, t) \int (x_{jk} - y)^\alpha g_{jk}(y) \, dy,
\]

where the integration is taken in the sense of distributions. By Theorem 1.1 we may suppose that for any \( h > 0 \) there is a constant \( C = C(h, j) \) such that

\[
|g_{jk}(\phi)| \leq C \sup_{x \in \overline{B}_{jk}} \left| \frac{D^\alpha \phi(x)}{h^{|\alpha|} \alpha!} \right|, \quad \phi \in A, k = 1, \ldots, k_j.
\]

We set

\[
V_{jk} = \sum_{|\alpha| \leq N} \frac{1}{\alpha!} \partial_x^\alpha E(x - x_{jk}, t) \int (x_{jk} - y)^\alpha g_{jk}(y) \, dy.
\]
where the number $N$ will be determined later. Then we see by using Proposition 1.1 that
\[
\left| \int E(x - y, t) g_{jk}(y) \, dy - V_{jk}(x, t) \right|
\leq C \sum_{|\alpha| \geq N+1} C_n^{[\alpha]} t^{-(n+|\alpha|)/2} \alpha!^{-1/2} \exp[-(x - x_{jk})^2/8t](2/j)^{|\alpha|}
\leq C t^{-n/2} \exp \left[ \frac{\varepsilon}{t} \right] \exp[-(x - x_{jk})^2/8t] \sum_{|\alpha| \geq N+1} \left( \frac{2C_n}{j^{1/2}} \right)^{|\alpha|},
\]
where $\varepsilon > 0$ and $C_n$ depends only on the dimension $n$ of $R^n$. Taking $\varepsilon = \varepsilon_j' = (4C_n/j)^2$ we have
\[
\left| \int E(x - y, t) g_{jk}(y) \, dy - V_{jk} \right|
\leq C_j t^{-n/2} \exp \left[ \frac{\varepsilon_j'}{t} \right] \exp[-(x - x_{jk})^2/8t] \sum_{|\alpha| \geq N+1} \left( \frac{1}{2} \right)^{|\alpha|}.
\]
Thus by taking $N$ sufficiently large, we have
\[
W_{j+1}(x, t) - W_j(x, t) - \sum_{k=1}^{k_j} V_{jk} \leq 2^{-j} t^{-n/2} \exp[\varepsilon_j'/t], \quad \varepsilon_j' = (4C_n/j)^2.
\]
If we set
\[
V_j(x, t) = \sum_{k=1}^{k_j} V_{jk}(x, t), \quad j = 1, 2, \ldots,
\]
assertions (2.21)-(2.24) are proved and we can easily verify (2.25) similarly as above. Q.E.D.

We shall finish this section by giving local existence theorem as an application of Theorem 2.1. Let $P(D)$ be a differential operator with constant coefficients and let $u \in A'\{K\}, K \subseteq R^n$. Then $P(D)u \in A'\{K\}$ is uniquely defined by the usual way:
\[
P(D)u(\phi) \equiv u(P(-D)\phi), \quad \phi \in A\{K\}.
\]
Let $U(x, t)$ be the defining function of $u$. Then $P(D)u$ is also given as a limit $P(D)u = \lim_{t \to 0^+} P(D)U(\cdot, t)$ in the sense of (2.4).

**Theorem 2.5.** Let $\Omega$ be a bounded open subset of $R^n$. Let $P(D)$ be a differential operator with constant coefficients and consider the equation
\[
(2.27) \quad P(D)u = f, \quad f \in B(\Omega).
\]
For any \( f \in B(\Omega) \) we can find a solution \( u \in B(\Omega) \) to the equation (2.27).

Proof. Let \( f \in A'[\overline{\Omega}] \) and let \( F(x, t) \) be the defining function of \( f \) given by

\[
F(x, t) = f(E(x - \cdot, t)), \quad (x, t) \in R^{n+1}_+.
\]

We know that there always exists a fundamental solution \( G \in \mathcal{D}'(R^n) \) of \( P(D) \) such that \( P(D)G = \delta \) in \( R^n \) (cf. [2]). Let \( \chi(x) \in C^\infty_0(R^n) \) such that \( \chi(x) = 1 \) in a neighborhood of \( \overline{\Omega} \). We consider a defining function

\[
U(x, t) = (xG) * F(x, t), \quad (x, t) \in R^{n+1}_+.
\]

We can easily verify that \( U \) satisfies conditions (2.2) and (2.3) with \( K \) replaced by some compact set \( K_1 \ni \overline{\Omega} \). Let

\[
u_0 = \lim_{t \to 0_+} U(\cdot, t) \in A'[K_1].
\]

By Theorem 2.3, \( \nu_0 \) can be written as

\[
u_0 = \nu_1 + \nu_2, \quad \nu_1 \in A'[\overline{\Omega}], \quad \nu_2 \in A'[K_1 \setminus \Omega].
\]

Then the class of \( \nu_1 \) in \( B(\Omega) \) gives a solution of equation (2.27). Q.E.D.

3. Local regularity

Let \( u \in A'(R^n) \). Then \( U(x, t) = u_y(E(x - y, t)) \) defined in (2.1) is a \( C^\infty \)-function in the half space \( R^{n+1}_+ \). Furthermore \( U(\cdot, t) \) is extensible as entire analytic function in \( C^n \) for each \( t > 0 \). We shall consider the regularity property of \( u \in A'(R^n) \) relating to the asymptotic property of \( U(z, t) \) as \( t \to 0, z = x + i\xi \in C^n \).

Theorem 3.1. Let \( u \in A'(R^n) \). Then

(i) \( u \) is analytic in a neighborhood of \( x_0 \in R^n \) if and only if for any \( \xi_0 \in R^n \setminus \{0\} \), there is a neighborhood \( V(x_0, \xi_0) \subset T^{s}(R^n) \setminus 0 \) and there are positive constants \( C \) and \( c \) such that

\[
|U(x + i\xi, t)| \leq C \exp[(\xi^2/4t) - (c/t)], \quad t > 0, \ (x, \xi) \in V(x_0, \xi_0).
\]

(ii) \( u \) is in \( \mathcal{E}^{(s)} \ (s > 1) \) in a neighborhood of \( x_0 \in R^n \) if and only if for any \( \xi_0 \in R^n \setminus 0 \)

\[
|U(x + i\xi, t)| \leq C \exp[(\xi^2/4t) - (c/t)^{1/s}], \quad t > 0, \ (x, \xi) \in V(x_0, \xi_0),
\]

where \( V(x_0, \xi_0) \), \( C \) and \( c \) are taken as in (3.1).

(iii) \( u \) is a \( C^\infty \)-function in a neighborhood of \( x_0 \in R^n \) if and only if for any \( \xi_0 \in R^n \setminus 0 \) there is a neighborhood \( V(x_0, \xi_0) \subset T^s(R^n) \setminus 0 \) such that

\[
|U(x + i\xi, t)| \leq C_N \exp[\xi^2/4t]t^N, \quad t > 0, \ (x, t) \in V(x_0, \xi_0),
\]
where \( N \) is an arbitrary positive integer and \( C_N \) is a constant depending on \( N \).

**Proof.** Let \( u \in A'(R^n) \). Then we have

\[
(3.4) \quad U(x + i\xi, t) = (4\pi t)^{-n/2} \exp[\xi^2/4t - i(x, \xi)/2t] \\
\times u_y(\exp[-(x - y)^2/4t + i(y, \xi)/2t])
\]

\((x + i\xi) \in C^n, t > 0.\)

The essential part which we have to treat is the following:

\[
(3.5) \quad \tilde{u}(x, t, \xi) \equiv (4\pi t)^{-n/2} u_y(\exp[-(x - y)^2/4t + i(y, \xi)/2t]), \quad t > 0.
\]

Thus we see \((4\pi t)^{n/2} \tilde{u}\) is nothing but the generalized Fourier transformation of Bros-Iagolnitzer with parameter \( \lambda = 1/2t \).

Now we will first prove the part (i). Let \( u \in A'(R^n) \) and let \( u \) be real analytic in a neighborhood of \( x_0 \in R^n \), say in \( \omega_\delta = \{ x : |x - x_0| < \delta \} \) for some \( \delta > 0 \).

Then by Theorem 2.3 we can divide \( u \) so that:

\[
u = u_1 + u_2, \quad \text{supp } u_1 \subset \bar{\omega}_\delta, \quad \text{supp } u_2 \subset \omega_\delta.
\]

Obviously \( u_1 \in \mathcal{E}'(R^n) \) and \( u_1 \) is analytic in \( \omega_\delta \). We divide \( U(x, t) \) as follows:

\[
U(x, t) = U_1(x, t) + U_2(x, t),
\]

\[
U_j(x, t) = u_jy(E(x - y, t)), \quad j = 1, 2.
\]

We have

\[
\tilde{u}_1(x, t, \xi) = (4\pi t)^{-n/2} u_{1y}(\exp[-(x - y)^2/4t + i(y, \xi)/2t]), \quad t > 0.
\]

By deformation of the integration contour we can see that analyticity of \( u_1 \) in \( \omega_\delta \) yields the estimation of the form

\[
|\tilde{u}_1(x, t, \xi)| \leq C \exp[-c/t], \quad (x, \xi) \in V(x_0, \xi_0), \quad t > 0,
\]

where \( V(x_0, \xi_0) = \omega_{\delta/2} \times \{ \xi : |\xi - \xi_0| < \delta' \} \) and \( \delta' \) is an arbitrary positive number. As for \( U_2 \) we have to estimate

\[
\tilde{u}_2(x, t, \xi) = (4\pi t)^{-n/2} u_{2y}(\exp[-(x - y)^2/4t + i(y, \xi)/2t]), \quad t > 0.
\]

We shall apply the estimation \((1.11)'\). Let \( \Omega_\eps \) be a complex neighborhood of \( \text{supp } u_2 \) such that

\[
\Omega_\eps = \{ y + i\eta : \text{dis}(y, \text{supp } u_2) < \eps, |\eta| < \eps \}, \quad \eps > 0.
\]

We have by \((1.11)'\)

\[
|\tilde{u}_2(x, t, \xi)| \leq C_\eps (4\pi t)^{-n/2} \sup_{\Omega_\eps} \exp[-(x - (y + i\eta))^2/4t + i(y + i\eta, \xi)/2t].
\]
Let $x \in \omega_{\delta/2}$. Then we have
\[
\text{Re}\left\{-\left(\frac{(x - (y + i\eta))^2}{4t} + i(x + i\eta, \xi)/2t\right)\right\} = \left(\frac{(\delta/2 - \epsilon)^2 - \epsilon^2}{4t} + \epsilon |\xi|/2t, \quad 0 < \epsilon < \delta/2.
\]
Thus by taking $\epsilon$ sufficiently small we find the estimation of the form
\[
|\tilde{u}_2| \leq Ce^{-c/t}, \quad (x, \xi) \in V(x_0, \xi_0), \quad t > 0,
\]
where $V(x_0, \xi_0) = \omega_{\delta/2} \times \{\xi; |\xi - \xi_0| < \delta'\}$. The constants $C$ and $c$ may depend on $\delta, \delta'$ and $\epsilon$. These considerations imply that there are another couple of constants $C$ and $c$ such that
\[
|\tilde{u}(x, t, \xi)| \leq Ce^{-c/t}, \quad x \in \omega_{\delta}, \xi \in \mathbb{R}^{n-1}, t > 0.
\]
We put $\xi' = \xi/2t$ in (3.1)' and rewrite $\xi'$ as $\xi$ to get
\[
(3.6) \quad (|\xi|/2\pi)^n/2 |u_y(\exp[-|\xi|(x - y)/2 + i(y, \xi)]| \leq C \exp[-c|\xi|],
\]
\[
\quad x \in \omega_{\delta}, \xi \in \mathbb{R}^n \setminus \{0\}.
\]
We shall now follow the reasoning given in the proof of Lemma 2.2 in [14]. Since
\[
(3.7) \quad u(x) = (2\pi)^{-n} \int_{\mathbb{R}^n} (|\xi|/2\pi)^n/2 \exp[-|\xi|(\beta - y)/2 - i(x - y, \xi)] d\beta d\xi = \delta(x - y)
\]
and then we have symbolically
\[
(2\pi)^{-n} \int (|\xi|/2\pi)^n/2 \exp[-|\xi|(\beta - y)/2 - i(x - y, \xi)] d\beta d\xi = \delta(x - y)
\]
We shall justify this for $u \in A'(\mathbb{R}^n)$ in the oscillatory sense and by applying (3.6) to the right-hand side of (3.7) we shall obtain the analyticity of $u$ near $x_0$. We set
\[
I_\epsilon(x, y) = (2\pi)^{-n} \int (|\xi|/2\pi)^n/2 \exp[-|\xi|(\beta - y)/2 - i(x - y, \xi) - \epsilon |\xi|^2] d\beta d\xi,
\]
$\epsilon > 0,$
where the convergence factor $\exp[-\epsilon |\xi|^2]$ guarantees absolute convergence. We want to prove that
\[
I_\epsilon(x, y) \rightarrow \delta(x - y) \quad \text{as} \quad \epsilon \rightarrow 0 \quad \text{in} \quad A'[K], \quad K \supset \text{supp} u.
\]
Namely, for any $\phi \in A[K]$ (or $A$)
\[
(3.8) \quad \langle u_y(I_\epsilon(x, y)), \chi \phi \rangle \rightarrow \langle u, \phi \rangle \quad \text{as} \quad \epsilon \rightarrow 0,
\]
where $\chi$ is a definition function of a bounded neighborhood of $K$ (cf. (2.4)).

We have

$$
\langle u_y(I_\varepsilon(x,y)), \chi \phi \rangle
= (2\pi)^{-n} \iiint (|\xi|/2\pi)^{n/2} u_y(\exp[-|\xi|((\beta - y)^2/2 + i(x - y, \xi))] \cdot \exp[-\varepsilon \xi^2](\chi \phi)(x) d\beta d\xi dx
= u_y \left( (2\pi)^{-n} \int \exp[i(y, \xi) - \varepsilon \xi^2] \hat{\chi}(\xi) d\xi \right), \quad \varepsilon > 0.
$$

Since

$$
(2\pi)^{-n} \int \exp[i(y, \xi) - \varepsilon \xi^2] d\xi = (4\pi \varepsilon)^{-n/2} \exp[-y^2/4\varepsilon], \quad \varepsilon > 0,
$$

we have

$$
(2\pi)^{-n} \int \exp[i(y, \xi) - \varepsilon \xi^2] \hat{\phi}(\xi) d\xi = \int E(x - y, \varepsilon)(\chi \phi(y) dy
$$

which tends to $\phi(x)$ in $A[K]$ as $\varepsilon \to 0_+$ as a result of Proposition 1.2. Thus equation (3.7) is justified in the oscillatory sense for $u \in A'(R^n)$ and we have with an entire function $g$:

$$
(2\pi)^{-n} \int \exp[i(y, \xi) - \varepsilon \xi^2] \hat{\phi}(\xi) d\xi = \int E(x - y, \varepsilon)(\chi \phi(y) dy + g(x, y).
$$

It follows that the first term in the right-hand side is analytic for $x \neq y$. In particular, in the region $|x - x_0| < \varepsilon$, $|y - x_0| > \varepsilon$, we conclude that the function

$$
f(x, y) = \int_{|\beta - x_0| < 2\varepsilon} \exp[i(x - y, \xi) - |\xi|((\beta - y)^2/2)] |\xi|^{n/2} d\xi d\beta
$$

is analytic. On the other hand the phase has a strictly positive imaginary part when $|x - x_0| < \varepsilon$ and $|y - x_0| < 2\varepsilon$ so $f$ is analytic in that region also and hence in $\{(x, y) \in R^{2n}; |x - x_0| < \varepsilon\}$. Thus for $u \in A'(R^n)$, we have for $|x - x_0| < \varepsilon$:

$$
u(x) = (2\pi)^{-n} \int_{|\beta - x_0| \leq 2\varepsilon} |\xi|^{n/2} u_y(\exp[-i(x - y, \xi) - |\xi|((\beta - y)^2/2)]|\xi|^{n/2} d\xi d\beta
\cdot (|\xi|/2\pi)^{n/2}
$$

where $w_\varepsilon(x)$ is analytic. Choosing $\varepsilon < \delta$ we conclude that $u$ is analytic for $|x - x_0| < \varepsilon$ by virtue of (3.6). This completes the proof of part (i) of Theorem 3.1.

**Proof of (ii).** Let $u \in A'(R^n)$ and assume that $u$ is in $C^s$ ($s > 1$) in a neighborhood of $x_0 \in R^n$. Then we can divide $u$ so that $u = u_1 + u_2$, where
\[ u_1 \in \mathcal{D}^{(s)}(\omega_\delta) \text{ and } \text{supp } u_2 \subset \mathcal{C} \omega_\delta, \quad \omega_\delta = \{ x ; |x - x_0| < \delta \}, \delta > 0, 0 < \delta_1 < \delta. \]

As in the proof of (i), we have to estimate the following:

\[ \hat{u}_j(x, t, \xi) = (4\pi t)^{-n/2} u_{jj}^*(\exp[-(x - y)^2/4t + iy \xi/2t]), \quad t > 0, j = 1, 2. \]

We first treat

\[ \hat{u}_1(x, t, \xi) = (4\pi t)^{-n/2} \int u_1(y) \exp[-(x - y)^2/4t + iy \xi/2t] dy, \]

where \( u_1(y) \in \mathcal{D}^{(s)}(\omega_\delta), s > 1 \). Then there are positive constants \( C_0 \) and \( C_1 \) such that

\[ \sup_{\xi} |D^\alpha u_1(y)| \leq C_0 C_1^{[\alpha]} \alpha! s, \quad \alpha \in \mathbb{Z}_+^n. \]

By Proposition 1.1, taking \( C_1 \) sufficiently large if necessary we have

\[ |D^\alpha u_1(y) \exp[-(x - y)^2/4t]| \leq C_0 C_1^{[\alpha]} \alpha! s \beta ! t^{-|\beta|/2} \exp[-c(x - y)^2/t], \]

where \( C_0, C_1 \) are positive constants. By making use of the above estimation we obtain the inequality of the form

\[ |\hat{u}_1(x, t, \xi)| \leq A \exp[-a(|\xi|/t)^{1/s} + c'(1/t)^{(1/2s - 1)}], \]

with positive constants \( A \) and \( a \). This yields the estimation of the form

\[ |\hat{u}_1(x, t, \xi)| \leq C \exp[-c(1/t)^{1/s}], \quad t > 0, \quad (x, \xi) \in V(x_0, \xi_0) \subseteq T^*(\mathbb{R}^n) \setminus 0. \]

As for \( \hat{u}_2 \), we can also use (1.11)' as in the proof of (i) to get the estimation of the form

\[ |\hat{u}_2| \leq C \exp[-c(t/|t|)^{1/s}], \quad t > 0, \quad (x, \xi) \in V(x_0, \xi_0), \]

where \( V(x_0, \xi_0) \) is a sufficiently small neighborhood of \( (x_0, \xi_0) \).

Next we assume (3.2) for \( u \in A'(\mathbb{R}^n) \) and we shall show that \( u \) is in \( \mathcal{G}^{(s)} \) near \( x_0 \). Condition (3.2) implies that there are positive constants \( C, c \) and \( \delta \) such that

\[ |\hat{u}(x, t, \xi)| \leq C \exp[-c(1/t)^{1/s}], \quad x \in \omega_\delta, \xi \in \mathbb{S}^{n-1}, \quad t > 0. \]
This yields
\[(3.15) \quad \left(\frac{|\xi|}{2\pi}\right)^{n/2} |u_y(x,y)\exp[-|\xi|((x-y)^2/2 - i\langle y, \xi \rangle)]| \leq C \exp[-c|\xi|^{1/4}],\]
where \(x \in \omega_\delta, \xi \in \mathbb{R}^n \setminus \{0\}\) (cf. (3.6)).

We have already equation (3.9). As in the proof of part (i) we have for \(|x-x_0| < \varepsilon\)
\[(3.16) \quad u(x) = (2\pi)^{-n} \int_{|\beta-x_0| \leq 2\varepsilon} u_y(\exp[i\langle x-y, \xi \rangle - |\xi|((\beta-y)^2/2)]) \]
\[\cdot \left(\frac{|\xi|}{2\pi}\right)^{n/2} d\xi d\beta + w_\varepsilon(x),\]
where \(w_\varepsilon(x)\) is analytic. Choosing \(\varepsilon < \delta\) we conclude that \(u\) is in \(\mathcal{D}'\) for \(|x-x_0| < \varepsilon\) by using (3.15). This completes the proof of part (ii) of Theorem 3.1.

Proof of (iii). Let \(u \in A'(\mathbb{R}^n)\) and assume that \(u\) is in a neighborhood of \(x_0 \in \mathbb{R}^n\). Then we divide \(u\) so that \(u = u_1 + u_2\), where \(u_1 \in \mathcal{D}(\omega_\delta)\) and \(\text{supp}\ u_2 \subset \mathcal{C}(\omega), \omega_\delta = \{x; |x-x_0| < \delta\}, 0 < \delta' < \delta\). As we have seen in the proof of parts (i) and (ii) we have only to estimate
\[(3.17) \quad \hat{u}_1(x,t,\xi) = (4\pi t)^{-n/2} \int u_1(y)\exp[-(x-y)^2/4t + i\langle y, \xi \rangle/2t]\ dy, \quad t > 0.
\]
We have obviously the estimate
\[|D^\alpha_y\{u_1(y)\exp[-(x-y)^2/4t]\}| \leq C_\alpha t^{-|\alpha|/2}\]
with constants \(C_\alpha\) depending on \(\alpha \in \mathbb{Z}^n_+\). On the other hand
\[\int D^\alpha_y\{u_1(y)\exp[-(x-y)^2/4t]\} \exp[i\langle y, \xi \rangle/2t]\ dy = (-\xi/2t)^\alpha \hat{u}_1(x,t,\xi),\]
from where we have for each integer \(N \geq 0\)
\[(3.18) \quad |\hat{u}_1(x,t,\xi)| \leq C_N(4\pi t)^{-n/2} t^{N/2} |\xi|^{-N}, \quad t > 0, \xi \in \mathbb{R}^n \setminus \{0\}.
\]
Thus we get the estimation of the form (3.3).

Conversely we assume (3.3) for \(u \in A'(\mathbb{R}^n)\) and we shall show that \(u\) is in \(\mathcal{D}'\) near \(x_0\). Condition (3.3) implies that there are positive constants \(C_N\) and \(\delta\) such that
\[(3.3') \quad |\hat{u}(x,t,\xi)| \leq C_N t^N, \quad x \in \omega_\delta, \xi \in S^{n-1}, t > 0.
\]
This yields the estimate of the form
\[(3.19) \quad \left(\frac{|\xi|}{2\pi}\right)^{n/2} |u_y(x,y)\exp[-|\xi|((x-y)^2/2 + i\langle y, \xi \rangle)]| \leq C_N |\xi|^{-N},\]
\[N \geq 0, x \in \omega_\delta, \xi \in \mathbb{R}^n \setminus \{0\}.
\]
As in the proof of part (i) we have equation (3.6) from which we find that $u$ is a $C^\infty$-function for $|x - x_0| < \varepsilon$ with $\varepsilon < \delta$ by using (3.18). This completes the proof of (iii) and the proof of Theorem 3.1.

4. Completeness theorem

In order to discuss the wave front set of a hyperfunction it is necessary to consider analytic functionals carried by a compact set in $\mathbb{C}^n$.

Definition 4.1. Let $K$ be a compact set in $\mathbb{C}^n$. Then $A'[K]$ is the space of linear forms $u$ on the space $A$ of entire analytic functions in $\mathbb{C}^n$ such that for every complex neighborhood $\omega$ of $K$

$$|u(\phi)| \leq C_\omega \sup_{\omega} |\phi|, \quad \phi \in A.$$  

For $u \in A'[K], K \subset \mathbb{C}^n$, we can also consider the defining function

$$U(x, t) = u(E(x - \cdot, t)), \quad (x, t) \in \mathbb{R}^{n+1}.$$  

We can see $U(\cdot, t) \to u$ as $t \to 0_+$ in the following sense:

$$u(\phi) = \lim_{t \to 0} \int_{\Omega} U(x, t) \phi(x) \, dx, \quad \phi \in A,$$

where $\Omega \subset \mathbb{R}^n$ is a suitably chosen neighborhood of $\text{Re} K = \{x \in \mathbb{R}^n; x \in \text{Re} z$ for some $z \in K\}$. This is verified by virtue of (4.4) given in the following theorem.

Theorem 4.1 [3, Proposition 9.1.2]. Let $K \subset \mathbb{R}^n$ be a compact set and set for $\varepsilon > 0$

$$K(\varepsilon) = \{z \in \mathbb{C}^n; |\text{Re} z - x| + 2|\text{Im} z| \leq \varepsilon \text{ for some } x \in K\}.$$  

For $\phi \in A$, set

$$U_\phi(z, t) = \int_{\Omega} E(z - x, t) \phi(x) \, dx, \quad z \in \mathbb{C}^n, t > 0,$$

where $\Omega \subset \mathbb{R}^n$ is an arbitrary fixed bounded neighborhood of $\text{Re} K(\varepsilon)$. Then

$$\sup_{K(\varepsilon)} |U_\phi(\cdot, t) - \phi(\cdot)| \to 0 \quad \text{as } t \to 0_+,$$

and there exists a constant $C$ such that

$$\sup_{K(\varepsilon)} |U_\phi(\cdot, t)| \leq C \sup_{\Omega(\varepsilon)} |\phi|, \quad \phi \in A, t > 0.$$  

Proof. We shall reproduce the proof given in [3]. It is clear that $U_\phi(\cdot, t) \in A$ for $t > 0$. By the definition of $K(\varepsilon)$, if $z_0 = x_0 + iy_0 \in K(\varepsilon)$ it follows that $K(\varepsilon)$ contains the chains

$$\Gamma(z_0, s): x \to x + iy_0(1 - |x - x_0|/2|y_0|), \quad |x - x_0| \leq 2|y_0|,$$
when $0 \leq s \leq 1$, and they have the same boundary. Since the form $E(z - \zeta, t)\phi(\zeta) d\zeta_1 \wedge \cdots \wedge d\zeta_n$ is closed in $K_{(e)}$ we obtain by Stokes' formula

$$U^\phi(z, t) = \int_{|x-x_0|>2|y_0|} E(z - x, t)\phi(x)\,dx$$

(4.6)

$$+ \int_{E(z_0, 1)} E(z - \zeta, t)\phi(\zeta) d\zeta_1 \wedge \cdots \wedge d\zeta_n.$$  

We take $z = z_0$ and observe that

$$\text{Re} - (z_0 - x, z_0 - x) = -|x_0 - x|^2 + |y_0|^2 \leq -3|x_0 - x|^2/4$$  

if $|x - x_0| > 2|y_0|$, 

$$\text{Re} - (z_0 - \zeta, z_0 - \zeta) = -|x_0 - x|^2 + |x - x_0|^2/4 = -3|x_0 - x|^2/4$$  

if $\zeta \in E(z_0, 1)$, $\text{Re} \zeta = x$.

Since $|\phi(\zeta) - \phi(z_0)| \leq C|x - x_0|$ we conclude that

$$|U^\phi(z_0, t) - \phi(z_0)\int_\Omega E(z_0 - x, t)\,dx|$$

$$\leq C_0(4\pi t)^{-n/2} \int_\Omega \exp[-3|x_0 - x|^2/4t]|x - x_0|\,dx \leq C_1 t^{1/2}.$$  

On the other hand

$$1 - \int_\Omega E(z_0 - x, t)\,dx = \int_{\mathbb{R}^n \setminus \Omega} E(z_0 - x, t)\,dx$$

is exponentially decreasing as $t \to 0$ since $\text{Re} (z_0 - x)^2$ has a positive lower bound when $z_0 \in K_{(e)}$ and $x \in \mathbb{R}^n \setminus \Omega$. This implies (4.4). Estimate (4.5) is obvious by expression (4.5). Q.E.D.

We shall use the following notation similarly as before:

$$A'(C^n) = \bigcup_{K \in C^n} A'[K].$$

We prepare the following theorem corresponding to Theorem 2.3.

**Theorem 4.2.** If $K_1, \ldots, K_r$ are compact subsets of $\mathbb{R}^n$ and

$$u \in A'((K_1 \cup \cdots \cup K_r)_{(e)})$$

with the notation of (4.3), then one can find $u_j \in A'((K_j)_{(3ne)})$ so that $u = u_1 + \cdots + u_r$, where $e$ is an arbitrary fixed positive constant.

One of the main tools of the proof of Theorem 4.2 is the following fact due to Komatsu [5 and 7]:
Lemma 4.1. For any $L > 0$ and $\epsilon > 0$, there exist a function $v(t) \in C^\infty_0(R)$ and an ultradijferential operator $P(d/dt)$ such that

\begin{align}
(4.7) \quad \text{supp } v &\subset [0, \epsilon], \quad |v^{(k)}(t)| \leq CL^{-k}k!^2, \quad k = 0, 1, \ldots, \\
&\quad |v(t)| \leq C \exp[-L/t], \quad 0 < t < \infty;
\end{align}

\begin{align}
(4.8) \quad p(d/dt) &= \sum_{k=0}^{\infty} a_k (d/dt)^k, \quad |a_k| \leq C_1 L_1^k/k!^2, \quad 0 < L_1 < L; \\
(4.9) \quad P(d/dt)v(t) &= \delta + w(t),
\end{align}

where $w(t) \in C^\infty_0(R)$, supp $w \subset [\epsilon/2, \epsilon]$.

*Proof*. We shall only give a sketch of the proof. First we set

\begin{align}
(4.10) \quad P(\zeta) &= (1 + \zeta)^2 \prod_{q=1}^{\infty} (1 + L\zeta/q^2) \quad (L > 0), \\
(4.11) \quad U(z) &= \frac{1}{2\pi i} \int_{0}^{\infty} e^{iz\zeta}P(\zeta)^{-1}d\zeta, \quad \text{Re } z < 0.
\end{align}

Then $U(z)$ is a holomorphic function which can be continued analytically to the Riemann domain $\{z; -\pi < \arg z < 2\pi\}$. Furthermore, set

\begin{align}
(4.12) \quad u(x) &= U(x + i0) - U(x - i0).
\end{align}

Then we have

\begin{align}
(4.13) \quad |u^{(q)}(x)| &\leq \frac{1}{2} L^{-q} q!^2, \\
(4.14) \quad P(d/dx)u(x) &= \delta(x), \\
(4.15) \quad u(x) &= 0 \quad \text{for } x < 0, \quad u(x) \geq 0 \quad \text{for } x \geq 0 \quad \text{and} \\
&\quad \int_{-\infty}^{\infty} u(x)dx = 1.
\end{align}

Furthermore we have

\begin{align}
(4.16) \quad u(x) &\leq \frac{1}{2} \exp[-L/x], \quad x > 0.
\end{align}

The function $v(x)$ is obtained by multiplying $u(x)$ with a function in $\mathcal{E}^{(2)}(R)$ which is equal to 1 in $(-\infty, \epsilon/2]$ and equal to 0 in $[\epsilon, \infty)$. By the definition of $P(\zeta)$ in (4.10) we can see that it is an entire function of order 1/2 such that

\begin{align}
(4.17) \quad P(\zeta) &= \sum_{k=0}^{\infty} a_k \zeta^k, \quad |a_k| \leq C_1 L_1^k/k!^2, \quad 0 < L_1 < L.
\end{align}

For the details of the proof we refer to [5 and 7].

*Proof of Theorem 4.2*. It is sufficient to prove the statement when $r = 2$. Let $U(x, t)$ be the defining function of $u$ given by

\begin{align}
(4.18) \quad U(x, t) &= u(E(x - r, t)), \quad (x, t) \in R_+^{n+1}.
\end{align}
The theorem will be proved if we can split into a sum \( u = u_1 + u_2 \), where for any \( \epsilon' > 0 \)

\[
|u_j(\phi)| \leq C_{\epsilon'} \sup_{(K_j)_0 \ni \epsilon'} |\phi|, \quad \phi \in A, \quad j = 1, 2.
\]

By the definition of \( U \) in (4.18) we get the estimate

\[
|U(x, t)| \leq C_{\epsilon} \exp[(\epsilon^2 - \text{dis}(x, \text{Re} K_{(\epsilon+\epsilon')})^2)/4t], \quad K = K_1 \cup K_2, \quad (x, t) \in \mathbb{R}_{n+1}^+.
\]

Taking \( L = \epsilon^2 \) in Lemma 4.1, we set

\[
g(x, t) = \int_0^\infty U(x, t + s)v(s)ds, \quad h(x, t) = \int_0^\infty U(x, t + s)w(s)ds.
\]

Then we have \( g(x, t), h(x, t) \in L^\infty(\mathbb{R}^n_+) \) and

\[
P(d/dt)g(x, t) = U(x, t) + h(x, t), \quad (x, t) \in \mathbb{R}^n_+,
\]

\[
(\partial/\partial t - \Delta)g(x, t) = 0 \quad \text{in} \ \mathbb{R}^n_+.
\]

We can see that there are limits:

\[
g_0(x) = \lim_{t \to 0} g(x, t) \in L^\infty(\mathbb{R}^n),
\]

\[
h_0(x) = \lim_{t \to 0} h(x, t) \in L^\infty(\mathbb{R}^n) \cap C^\infty(\mathbb{R}^n).
\]

Now let \( \Omega \) be an arbitrary bounded neighborhood of \( \text{Re} K_{(\epsilon)} \) with smooth boundary. Then we have

\[
\int_\Omega P(d/dt)g(x, t)\phi(x)dx = \int_\Omega P(\Delta)g(x, t)\phi(x)dx
\]

\[
= \int_\Omega U(x, t)\phi(x)dx + \int_\Omega h(x, t)\phi(x)dx, \quad \phi \in A, \quad t > 0.
\]

We know that the first term in the last expression tends to \( u(\phi) \) as \( t \to 0_+ \) by (4.2). We split \( \Omega \) into a sum \( \Omega = \Omega_1 + \Omega_2 \), where \( \Omega_1 \supset (K_1)_{(\epsilon)} \) and \( \Omega_2 \supset (\text{Re} K_2)_{(\epsilon)} \setminus (\text{Re} K_1)_{(\epsilon)} \) with piecewise smooth boundaries. By applying partial integration in (4.22) we have

\[
\int_\Omega U(x, t)\phi(x)dx = \int_\Omega g(x, t)P(\Delta)\phi(x)dx
\]

\[
+ \int_{\partial_\Omega} Q(g(x, t), \phi(x))dS - \int_\Omega h(x, t)\phi(x)dx, \quad \phi \in A,
\]

where we set

\[
Q(u, v) = \sum_{k=1}^{\infty} a_k \sum_{j=0}^{k-1} [\Delta^j u \partial_n (\Delta^{k-1-j} v) - \Delta^j v \partial_n (\Delta^{k-1-j} u)] \quad \text{on} \ \partial_\Omega.
\]
We will put

\[ u_j(\phi) = \int_{\Omega_j} g_0(x) P(\Delta) \phi(x) \, dx + \int_{\partial\Omega \cap \partial\Omega_j} Q(g_0(x), \phi(x)) \, dS \]

(4.24)

\[- \int_{\Omega_j} h_0(x) \Phi(x) \, dx, \quad j = 1, 2.\]

Obviously we have \( u = u_1 + u_2 \) and we shall prove the estimates of the form (4.19). Now recall that we have \( L_1 < L = \varepsilon^2 \) in Lemma 4.2 so that we have

\[ |a_k| \leq C_1 L_1^k k!^{-2}, \quad k = 0, 1, \ldots. \]

Then we have for \( \phi \in A \)

\[ \sup_{\Omega_j} |P(\Delta)\phi| \leq \sup_{\Omega_j} \sum_{k=0}^{\infty} |a_k \Delta^k \phi(x)| \leq C_1 \sum_{k=0}^{\infty} L_1^k k!^{-2} \sup_{\Omega_j} |\Delta^k \phi(x)| \]

\[ \leq C \sup_{K_j, (3 \varepsilon^2)} |\phi|, \quad j = 1, 2, \]

where we have used Cauchy’s integral formula and \( C \) is a positive constant independent of \( \phi \in A \). We see obviously

\[ \left| \int_{\Omega_j} h_0(x) \phi(x) \, dx \right| \leq C \sup_{\Omega_j} |\phi|, \quad \phi \in A, \ j = 1, 2. \]

It remains to estimate the second term in the right-hand side of (4.24). We recall that

\[ g_0(x) = \int_0^\infty U(x, s) v(s) \, ds, \quad x \in \mathbb{R}^n, \]

and for \( x \in \partial\Omega \) we have

\[ \Delta^j g_0(x) = \int_0^\infty (d/ds)^j U(x, s) v(s) \, ds \]

\[ = \int_0^\infty U(x, s) (-d/ds)^j v(s) \, ds, \quad j = 1, 2, \ldots. \]

Thus we have by (4.13)

\[ |\Delta^j g_0(x)| \leq Ce^{-\varepsilon^2 j} j!, \quad j = 0, 1, \ldots. \]

From this we find for \( x \in \partial\Omega_j \cap \partial\Omega, j = 1, 2, \)

\[ |Q(g_0(x), \phi(x))| \leq C \sum_{k=1}^{\infty} (L_1/\varepsilon^2)^k \sum_{m=0}^{k} (m!(k-m)!/k!)^2 \sup_{(K_j, (3 \varepsilon^2))} |\phi|. \]

Since it holds that

\[ \sup_k \sum_{m=0}^{k} (m!(k-m)!/k!)^2 < \infty \]

we have the estimate of the form

\[ \left| \int_{\partial\Omega_j \cap \partial\Omega} Q(g_0, \phi) \, dS \right| \leq C \sup_{K_j, (3 \varepsilon^2)} |\phi|, \quad \phi \in A. \]

Combining the above three estimates we get estimate (4.19). This completes the proof of Theorem 4.2.
Theorem 4.3 [3, Theorem 9.1.7]. Let $K_0$ and $K$ be compact sets with $K_0 \subset K \subset \mathbb{R}^n$, let $u_j \in A'[C^n]$ and assume that

(i) For any compact neighborhood $V$ of $K$ in $C^n$ we have $u_j \in A'[V]$ for large $j$.

(ii) For any compact neighborhood $V_0$ of $K_0$ we have $u_j - u_k \in A'[V_0]$ for large $j,k$.

Then one can find $u \in A'[K]$ so that for any compact neighborhood $V_0$ of $K_0$

(iii) $u - u_j \in A'[V_0]$ for large $j$.

Condition (iii) determines $u$ uniquely mod $A'[K_0]$.

Proof. If (iii) is fulfilled with $u$ replaced by $v$ also, then $u - v \in A'[V_0]$ for every $V_0$ so $u - v \in A'[K_0]$ as claimed. Thus it remains to prove the existence of $u$, which will be carried out by the method similar to that used in the proof of Theorem 2.4. Choose a sequence $\varepsilon_j \to 0$ so that with the notation in Theorem 4.1

(i) $u_j \in A'[K(\varepsilon_j)]$,

(ii) $u_j - u_k \in A'[(K_0)(\varepsilon_j)]$ if $k \geq j$.

Let $U_j(x,t)$ be the defining function of $u_j$:

\begin{equation}
U_j(x,t) = u_j(E(x-\cdot,t)), \quad (x,t) \in \mathbb{R}^{n+1}.
\end{equation}

We shall show that there are functions $V_j(x,t)$ satisfying conditions (4.26)–(4.31):

\begin{align}
(\partial / \partial t - \Delta)V_j(x,t) &= 0 \quad \text{in} \ \mathbb{R}^{n+1},
(4.26) \\
|V_j(x,t)| &\leq C_je^{\varepsilon_j/t} \quad \text{in} \ \mathbb{R}^{n+1},
(4.27) \\
|V_j(\cdot,t)| &\to 0 \quad \text{as} \ t \to 0_+,
(4.28) \\
\text{uniformly in} \ \{x; \text{dis}(x,K_0) \geq \delta\}; \text{there are positive constants} \ C \text{ and} \ c \ \text{such that}
(4.29) \\
|U_{j+1}(x,t) - U_j(x,t) - V_j(x,t)| &\leq C2^{-j}\exp[ce_j/t] \quad \text{in} \ \mathbb{R}^{n+1},
(4.30) \\

\text{uniformly in} \ \{x \in \mathbb{R}^n; \text{dis}(x,K_0) \geq \varepsilon_j + \delta\} \ \text{for all} \ j \geq j_\delta; \ \text{for any} \ \varepsilon > 0 \ \text{there exists a constant} \ C_\varepsilon \ \text{such that}
(4.31) \\
\left| \int_\Omega (U_{j+1}(x,t) - U_j(x,t) - V_j(x,t))\phi(x) \, dx \right| &\leq C_\varepsilon 2^{-j} \sup_{(K_0)(\varepsilon_j+\delta)} |\phi|, \quad \phi \in A, \ t > 0, \ j = 1, 2, \ldots,
(4.32)
\end{align}
where \( \Omega \subset R^n \) is an arbitrary fixed neighborhood of \( K_0 \) contained in \( \text{Re}(K_0)_{(e)} \).

If these conditions are proved it follows from (4.29) that the limit

\[
U(x, t) = \lim_{j \to \infty} (U_j - V_1 - \cdots - V_{j-1})
\]

exists and \( U(\cdot, t) \) defines \( u = \lim_{t \to 0} U(\cdot, t) \in A'[K] \) in the sense of (4.2). We see from (4.31) and (4.2) that \( U - U_j \) defines \( u - u_j \in A'[K_0, (e)] \) which proves (iii). Thus \( u \) is the desired element in \( A'[K] \).

We will construct such defining functions \( V_j(x, t) \). As is easily seen, we may assume that \( e_j < 1/j, j = 1, 2, \ldots \). Then for each \( j \) the compact region \( \text{Re} K_{(e_j)} \) can be covered by the finite number of balls with radius \( 2/j \) and center \( \text{Re} K_{(e_j)} \), say \( B_k \), for \( x \in R^n, |x - x_{jk}| \leq 2/j, x_{jk} \in K_{(e_j)} \), \( k = 1, \ldots, k_j \). Since \( u_{j+1} - u_j \) is carried by \( K_{(e_j)} \), we can split \( u_{j+1} - u_j \) by Theorem 4.2 as follows:

\[
U_{j+1}(x, t) - U_j(x, t) = \sum_{k=1}^{k_j} g_{j,k}(x, t)
\]

where \( g_{j,k} \) is carried by \( B_k, (3ne_j), k = 1, \ldots, k_j \). Thus we have by (4.25)

\[
U_{j+1}(x, t) - U_j(x, t) = \sum_{k=1}^{k_j} g_{j,k}(E(x - \cdot, t)).
\]

By taking the Taylor expansion of \( E \) at \( x - x_{jk} \) we have

\[
g_{j,k}(E(x - \cdot, t)) = \sum_{\alpha} \frac{1}{\alpha!} \partial_\alpha E(x - x_{jk}, t) \int (x_{jk} - y)^\alpha g_{j,k}(y) dy,
\]

where the integration is taken in the sense of distributions. We may suppose that there is a constant \( C_j \) for each \( j \) such that

\[
\left| \int g_{j,k}(y)(x_{jk} - y)^\alpha dy \right| \leq C_j(4ne_j)^{|\alpha|} \leq C_j(4n/j)^{|\alpha|}, \quad k = 1, \ldots, k_j.
\]

For large \( N \) determined later we set

\[
V_{j,k}(x, t) = \sum_{|\alpha| \leq N} \frac{1}{\alpha!} \partial_\alpha E(x - x_{jk}, t) \int (x_{jk} - y)^\alpha g_{j,k}(y) dy.
\]
Then we find by Proposition 1.1 that

\( (*) \equiv \left| \int E(x - y, t)g_{jk}(y) dy - V_{jk}(x, t) \right| \)
\[ = \left| \sum_{|\alpha| \geq N+1} \frac{1}{\alpha!} \partial^\alpha_x E(x - x_{jk}, t) \int (x_{jk} - y)^\alpha g_{jk}(y) dy \right| \]
\[ \leq C \sum_{|\alpha| \geq N+1} C_n^{[\alpha]} t^{-(n+|\alpha|)/2} \alpha!^{-1/2} \exp[-a|x - x_{jk}|^2](4n/j)^{|\alpha|}. \]

Taking \( \varepsilon_j' = (4nC_n)^2/j^2 \), we get

\( (*) \leq C_j' t^{-n/2} \exp[\varepsilon_j'/t - a|x - x_{jk}|^2/4t] \sum_{|\alpha| \geq N+1} (1/2)^{|\alpha|}. \)

Thus if we take \( N \) sufficiently large, we have

\[ \left| U_{j+1}(x, t) - U_j(x, t) - \sum_{k=1}^{k_j} V_{jk} \right| \leq 2^{-j} t^{-n/2} \exp[\varepsilon_j'/t], \quad \varepsilon_j' = (4nC_n)^2/j^2. \]

If we set

\[ V_j(x, t) = \sum_{k=1}^{k_j} V_{jk}(x, t), \quad j = 1, 2, \ldots, \]

assertions (4.26)–(4.30) are proved and we can easily verify (4.31) much as above. Q.E.D.

5. Wave front set

Let \( u \in A'(R^n) \). Then the defining function of \( u \) is given by

\[ U(x, t) = u(E(x - \cdot, t)), \quad (x, t) \in R_{++}^{n+1}, \]

and we may consider \( U(\cdot, t) \in A \) for each \( t > 0 \), where \( A \) is the set of entire functions in \( C^n \). Theorem 3.1 suggests the following definition:

Definition 5.1. Let \( u \in A'(R^n) \). We denote by \( WF_A(u), WF_s(u), 1 < s < \infty \), and \( WF(u) \) respectively the complement in \( T^*(R^n) \setminus 0 \) of the set of \( (x_0, \xi_0) \) such that there is a neighborhood \( V \) of \( x_0 - i\xi_0 \) in \( C^n \) and there are positive constants \( C \) and \( c \) such that

\( (5.1) \)

\[ |U(z, t)| \leq C \exp[\xi^2/4t - c/t], \quad t > 0, \ z = x + i\xi \in V, \]

\( (5.1)_s \)

\[ |U(z, t)| \leq C \exp[\xi^2/4t - (c/t)^{1/s}], \quad t > 0, \ z \in V, \]

and there are positive constants \( C_N, N = 0, 1, \ldots, \) such that

\( (5.1)_* \)

\[ |U(z, t)| \leq C_N t^n \exp[\xi^2/4t], \quad t \geq 0, \ z \in V, \]

respectively.
By this definition we have obviously the following inclusion:

\[ \text{WF}(u) \subset \text{WF}_{(s)}(u) \subset \text{WF}_{A}(u), \quad u \in A'(R^n), \quad 1 < s < \infty. \]

From the expression

\[ U(x + i\xi, t) = (4\pi t)^{-n/2} \exp[\xi^2/4t - i(x, \xi)/2t] \]
\[ \cdot u_y(\exp[-(x - y)^2/4t + i(y, \xi)/2t]), \]

we have the equivalent conditions to (5.1), (5.1)\(_{(s)}\) and (5.1)\(_{\ast}\) respectively:

\[ (5.1)' \quad |u_y(\exp[-(x - y)^2/4t + i(y, \xi)/2t])| \leq C e^{-c/4t}, \quad t > 0, \ z = x + i\xi \in \mathbb{V}, \]

\[ (5.1)'_{(s)} \quad |u_y(\exp[-(x - y)^2/4t + i(y, \xi)/2t])| \leq C \exp[-(c/4t)x/s], \quad t > 0, \ z \in \mathbb{V}, \]

\[ (5.1)'_{\ast} \quad |u_y(\exp[-(x - y)^2/4t + i(y, \xi)/2t])| \leq C_N t^{-N}, \quad t > 0, \ z \in \mathbb{V}. \]

We also remark that for every \( \epsilon > 0 \) we always have the estimate of the form

\[ (5.3) \quad |U(x + i\xi, t)| \leq C e \exp[(\epsilon(1 + |\xi|) + \xi^2 - \text{dis}(x, \text{supp} u)/4t), \quad t > 0, \ z = x + i\xi \in \mathbb{C}^n \ (\text{cf. (2.3)}). \]

A direct application of Definition 5.1 is given to prove the following theorem (watermelon) originally due to [12]. A simple proof was given in [13] in case \( u \in \mathcal{D}'(R^n) \) whose method we shall adopt.

**Theorem 5.1.** Let \( u \in A'(R^n) \), \( \text{supp} u \subset \{x_n \geq 0\} \). Then if \( (0, \eta_0) \notin \text{WF}_{A}(u) \) with \( \eta_0 \neq 0 \), we have \( (0, (\eta_0', \mu)) \notin \text{WF}_{A}(u) \) for all \( \mu \in R \).

**Proof.** Let \( u \in A'(R^n) \) with \( \text{supp} u \subset \{x_n \geq 0\} \). Then we have by (5.3) an estimate of the type

\[ (5.4) \quad |U(x + i\xi, t)| \leq \begin{cases} C e \exp[(\epsilon(1 + |\xi|) + \xi^2)/4t], & x_n \geq 0, \\ C e \exp[(\epsilon(1 + |\xi|) + \xi^2 - x_n^2)/4t], & x_n \leq 0, \ t > 0, \ x + i\xi \in \mathbb{C}^n. \end{cases} \]

Furthermore the assumption \( (0, \eta_0) \notin \text{WF}_{A}(u) \) implies that there exist positive constants \( C \) and \( c \) such that

\[ (5.5) \quad |U(x + i\xi, t)| \leq C \exp[(\eta_0^2 - c)/4t], \]

for \( x + i\xi \) in a small neighborhood in \( \mathbb{C}^n \) of \( -i\eta_0 \). Now the proof will be reduced to apply the next lemma to the function of a complex variable

\[ z_n = x_n + i\xi_n \mapsto \exp[-\xi_n^2/4t]U(x + i\xi, t), \quad t > 0, \]

for each \( x' + i\xi' \) in a small neighborhood in \( \mathbb{C}^{n-1} \) of \( -i\eta_0' \).
Lemma 5.1. Let
\[
\phi(z) = \begin{cases} \frac{\xi^2}{2}, & x \geq 0, \\ \frac{(\xi^2 - x^2)}{2}, & x < 0, \end{cases}
\]
where \( z = x + i\xi \in \mathbb{C} \) and let \( R = \{ z \in \mathbb{C} ; |x| \leq a, 0 \leq \xi \leq b \} \) \( (a, b > 0) \). Then there exists a continuous function \( \psi \) satisfying \( \psi \leq \phi \) on \( R \) and \( \psi(i\xi) < \phi(i\xi) \) for \( 0 \leq \xi \leq b \) so that the following assertion holds:
If \( u(z) \) is holomorphic in \( R \) and
\[
|u(z)| \leq \exp[\phi(z)], \quad z \in R,
\]
\[
|u(z)| \leq \exp[\phi(z) - c], \quad z \in [-a, a],
\]
where \( \lambda \) and \( c \) are positive constants, then we have
\[
|u(z)| \leq \exp[\lambda \psi(z)] \quad \text{in } R.
\]

Proof. With \( 0 < \delta < a \) we apply the maximum principle in the rectangle \( R_\delta = \{ z ; - a + \delta < x < \delta, 0 < \xi < b \} \) to
\[
v(x + i\xi) = \frac{1}{\lambda} \log |u(z)| - (\xi^2 - x^2 - \delta^2)/2 - cf(\xi) \sin \frac{\pi a}{a} (\delta - x),
\]
where
\[
f(\xi) = (\exp[\pi b/a] - \exp[-\pi b/a])^{-1} (\exp[-\pi/a](\xi - b) - \exp[\pi/a](\xi - b)).
\]
Then we have \( v(x + i\xi) \leq 0 \) in \( R \) and in particular
\[
\frac{1}{\lambda} \log |u(i\xi)| - \frac{1}{2} \xi^2 < \delta^2/2 - cf(\xi) \sin(\pi\delta/a).
\]
The right-hand side is negative in each compact interval in \( [0 \leq \xi < b) \) if we take \( \delta \) sufficiently small since \( f(\xi) > 0 \) in \( [0 \leq \xi < b) \). Q.E.D.

Theorem 5.2. Let \( \Omega \) be a bounded open set in \( R^n \). Let \( \Gamma \) be an open convex cone in \( R^n \setminus \{0\} \) and set for \( \gamma > 0 \)
\[
W = \{ z \in \mathbb{C}^n ; \Re z \in \Omega, \Im z \in \Gamma, |\Im z| < \gamma \}.
\]

(i) If \( f \) is an analytic function in \( W \) and can be continued analytically to a neighborhood of \( \partial \Omega \), then the analytic functional
\[
\phi \rightarrow \int_{\Omega} f(x + iy)\phi(x)dx, \phi \in A,
\]
can be defined for sufficiently small \( \gamma \in \Gamma \) and converges in \( A'([\Omega]) \), when \( \Gamma \ni y \rightarrow 0 \).

(ii) If \( f \) is an analytic function in \( W \) such that for any \( \epsilon > 0 \)
\[
|f(x + iy)| \leq C_{\epsilon} \exp[(\epsilon/|y|)^{1/(s-1)}], \quad z = x + iy \in W, (1 < s < \infty),
\]
then \( f(\cdot + iy) \) has a limit \( f_0 \in \mathcal{D}'(\Omega) \) as \( \Gamma \ni y \rightarrow 0 \).

(iii) If \( f \) is an analytic function in \( W \) such that
\[
|f(x + iy)| \leq C|y|^{-N}, \quad z = x + iy \in W,
\]
then \( f(\cdot + iy) \) has a limit \( f_0 \in \mathcal{D}'(\Omega) \) as \( \Gamma \ni y \rightarrow 0 \).
Remark. The uniqueness of the limit in this theorem will be proved in the more general situation given in the next theorem.

Proof of Theorem 5.2. (i) By assumption there is a small number \(\varepsilon_0 > 0\) such that \(f\) can be continued analytically to \((\partial \Omega)_{(\varepsilon_0)}\). Choose \(\chi \in C_0^\infty(\Omega)\) with \(0 \leq \chi \leq 1\) so that \(\chi = 1\) on \(\Omega \backslash ((\partial \Omega)_{(\varepsilon_0/2)} \cap \mathbb{R}^n)\). Then for \(y, \omega \in \Gamma, |y| < \gamma, |\omega| < \gamma\),

\[
\int_\Omega f(x + iy)\phi(x) \, dx = \int_{\mu(\varepsilon, \omega)} f(z + iy)\phi(z) \, dz_1 \wedge \cdots \wedge dz_n, \quad 0 < \varepsilon < \varepsilon_0,
\]

by Stokes’ formula, \(\mu(\varepsilon, \omega)\) denoting the chain

\[
\Omega \ni x \rightarrow x + i\varepsilon\chi(x)\omega.
\]

Letting \(\Gamma \ni y \rightarrow 0\), this converges to

\[
F(\phi) = \int_{\mu(\omega, \varepsilon)} f(z)\phi(z) \, dz_1 \wedge \cdots \wedge dz_n, \quad \phi \in A,
\]

which is independent of \(\varepsilon, 0 < \varepsilon < \varepsilon_0\). Furthermore for every \(\varepsilon, 0 < \varepsilon < \varepsilon_0\), there is a constant \(C_\varepsilon > 0\) such that

\[
|F(\phi)| \leq C_\varepsilon \sup_{\bar{\Omega}(\varepsilon)} |\phi|, \quad \phi \in A. \tag{5.10}
\]

Thus we have \(F \in \mathcal{A}'[\bar{\Omega}].\)

We remark that the uniqueness of \(F\) with respect to \(f\) in this case is easily showed by using Cauchy’s integral formula for the chains \(\mu(\varepsilon, \omega)\).

(ii) By the results on ultradifferentiable functions given in [5 and 7], we know that there exist a function \(v \in \mathcal{D}(\mathbb{R})\) and an ultradifferential operator \(P(d/dt)\) such that

\[
supp v \subset [0, \gamma/2); \tag{5.11}
\]

\[
\exp[(\varepsilon/t)^{1/(s-1)}]v(t) \in L^\infty(0, \infty) \quad \text{for any } \varepsilon > 0; \tag{5.12}
\]

\[
P(d/dt)v(t) = \delta + w(t), \quad w(t) \in C_0^\infty(\mathbb{R}), \supp w \subset [\gamma/4, \gamma/2). \tag{5.13}
\]

We consider the function \(g(x, t)\) defined by

\[
g(x, t) = \int_0^\infty f(x + i(s + t)y)v(s) \, dx, \quad y \in \Gamma. \tag{5.14}
\]

Then \(g(x, t) \in L^\infty(\Omega \times [0 < t < \gamma/2])\) and there exists

\[
lim_{t \downarrow 0} g(\cdot, t) = \int_0^\infty f(x + iy)v(s) \, ds \equiv g_0 \in L^\infty(\Omega).
\]

Furthermore we have for \((x, t) \in \Omega \times [0, \gamma/2)\)

\[
P(d/dt)g(x, t) = P \left( i \sum_{j=1}^n y_j \frac{\partial}{\partial x_j} \right) g(x, t)
\]

\[
= f(x + ity) + \int_0^\infty f(x + i(s + t)y)w(s) \, ds.
\]
Thus we have for $\phi \in \mathcal{D}^{(s)}(\Omega)$

$$\int_{\Omega} g(x, t) P \left( -i \sum_{j=1}^{n} y_{j} \partial / \partial x_{j} \right) \phi(x) \, dx$$

$$= \int_{\Omega} f(x + ity) \phi(x) \, dx + \int_{\Omega} \left( \int_{0}^{\infty} f(x + i(s + t)y) w(s) \, ds \right) \phi(x) \, dx,$$

from where we find that $\int_{\Omega} f(x + ity) \phi(x) \, dx$ converges to

$$\int_{\Omega} g_{0}(x) P \left( -i \sum_{j=1}^{n} y_{j} \partial / \partial x_{j} \right) \phi(x) \, dx - \int_{\Omega} \left( \int_{0}^{\infty} f(x + isy) w(s) \, ds \right) \phi(x) \, dx$$

as $t \to 0$. We can easily see that $P(-i \sum_{j=1}^{n} y_{j} \partial / \partial x_{j})$ is an ultradifferential operator in $\mathcal{D}^{(s)}(\Omega)$ since $P(d/dt)$ is an ultradifferential operator in $\mathcal{D}^{(s)}(\mathbb{R})$.

(iii) Take a function $v(t)$ such that

$$v(t) = \begin{cases} \frac{t^{N}}{N!}, & 0 < t < \gamma/4, \\ 0, & t \leq 0 \text{ and } \gamma/2 \leq t < \infty. \end{cases}$$

Then we have

$$(d^{N+1}/dt^{N+1})v(t) = \delta + w(t),$$

where $w(t) \in C_{0}^{\infty}(\mathbb{R})$ and supp $w \subset [\gamma/4, \gamma/2]$. By making use of this function we can prove the existence of $\lim_{t \to 0} f(\cdot + ity) \in \mathcal{D}^{(s)}(\Omega)$ as in the proof of part (ii) for any fixed $y \in \Gamma$. Q.E.D.

**Theorem 5.3** (cf. [3, Theorem 9.3.3]). Let $W = \{x + iy; x \in \Omega, y \in \Gamma, |y| < \gamma\}$ be the same as in Theorem 5.2. Let $f$ be an analytic function in $W$. Then

(i) for any $\Omega_{1} \subseteq \Omega$, there is an element $f_{\Omega_{1}} \in A'[\Omega]$ uniquely determined mod $A'[\partial \Omega_{1}]$ such that the analytic functional

$$A \ni \phi \to f_{\Omega_{1}}(\phi) - \int_{\Omega_{1}} f(x + iy) \phi(x + iy) \, dx$$

is carried by any given neighborhood of $\partial \Omega_{1}$ in $C^{n}$ when $y \in \Gamma$ and $y$ is small enough. Thus $f_{\Omega_{1}}$ defines uniquely a hyperfunction in $B(\Omega_{1})$.

(ii) If $\Omega_{2} \subset \Omega_{1}$ is another open set then $f_{\Omega_{1}} - f_{\Omega_{2}} \in A'[\Omega_{1} \setminus \Omega_{2}]$ so there is a unique $F \in B(\Omega)$ such that $F$ and $f_{\Omega_{1}}$ have the same restriction to $\Omega_{1}$ for every $\Omega_{1} \subseteq \Omega$.

(iii) The limit in each case of (i), (ii) and (iii) in Theorem 5.2 is equal to $F$ on $\Omega$.

(iv) If $F = 0$ in some nonempty $\Omega_{1} \subset \Omega$ and $W$ is connected, then $f = 0$.

**Proof.** (i) Let $\Omega_{0} \subseteq \Omega$. For any $y_{1}, y_{2} \in \Gamma, |y_{1}|, |y_{2}| < \gamma$, we can easily see that the analytic functional

$$A \ni \phi \to \int_{\Omega_{0}} f(x + iy_{1}) \phi(x + iy_{1}) \, dx - \int_{\Omega_{0}} f(x + iy_{2}) \phi(x + iy_{2}) \, dx$$

is carried by any given neighborhood of $\partial \Omega_{0}$ in $C^{n}$ when $y \in \Gamma$ and $y$ is small enough.
is carried by \( \partial \Omega_0 + i[y_0, y_1] \). The existence of \( f_{\Omega_1} \in A'[\overline{\Omega}] \) is thus a consequence of Theorem 4.3.

(ii) Since \( f_{\Omega_1 \setminus \Omega_2} \) is carried by \( (\overline{\Omega_1 \setminus \Omega_2}) + iy \), we find that \( f_{\Omega_1} - f_{\Omega_2} \) is carried by any neighborhood of \( \overline{\Omega_1 \setminus \Omega_2} \), which means \( f_{\Omega_1} - f_{\Omega_2} \in A'[\overline{\Omega_1 \setminus \Omega_2}] \).

(iii) Let \( f_0 \in A'[\overline{\Omega}] \) be the limit in (i) in Theorem 5.2. If we observe that \( \phi(x + iy) \to \phi(x) \) in \( A[\overline{\Omega}] \) as \( y \to 0 \), we have

\[
\begin{align*}
f_0(\phi) &= \lim_{t \to 0} \int_{\Omega} f(x + iy)\phi(x) \, dx \\
&= \lim_{t \to 0} \int_{\Omega} f(x + iy)\phi(x + iy) \, dx, \quad \phi \in A.
\end{align*}
\]

Next, let \( f_0 \in D_{(x)}'(\Omega) \) be the limit in (ii) in Theorem 5.2. Let \( \Omega_1 \subset \Omega \) and \( f_{0, \Omega_1} \) be the restriction of \( f_0 \) to \( \Omega_1 \). Choose \( \phi \in D_{(x)}'(\Omega) \) so that \( \phi = 1 \) in a neighborhood of \( \partial \Omega_1 \). Then for \( \psi \in \mathcal{A} \) we have by (5.15)

\[
\int_{\Omega} f(x + ity)\phi(x)\psi(x + ity) \, dx
= \int_{\Omega} g(x, t)P \left( -i \sum_{j=1}^n y_j \partial / \partial x_j \right) \phi(x)\psi(x + ity) \, dx
- \int_{\Omega} \left( \int_0^{\infty} f(x + i(s + t)y)w(s) \, ds \right) \phi(x)\psi(x + ity) \, dx.
\]

If we integrate only over \( \Omega_1 \) and letting \( t \to 0 \), we see \( f_{\Omega_1} - f_{0, \Omega_1} \) is carried by any neighborhood of \( \partial \Omega_1 \). This means \( f_{\Omega} = f_0 \) in \( \Omega \). The proof in case \( f_0 \in D_{(x)}'(\Omega) \) is similar, we omit it here.

(iv) We denote by \( R_y \) the difference in (i). By assumption \( R_y \) is carried by any neighborhood of \( \partial \Omega_1 \) when \( |y| \) is small. We have

\[
f_{\Omega_1}(E(z - \xi, t)) - \int_{\Omega_1} E(z - \xi - iy, t)f(\xi + iy) \, d\xi = R_y(E(z - \xi, t)),
\]

\( t > 0 \).

Taking \( z = x + iy \) and letting \( t \to 0 \), we see \( f(x + iy) \) is equal to zero for \( x \in \Omega_1 \) when \( |y| \) is small, so \( f \equiv 0 \) in \( W \) if \( W \) is connected, which proves (iii). Q.E.D.

We call the hyperfunction \( f_{\Omega} \in B(\Omega) \) the boundary value of \( f \) from \( \Gamma \) following [3]. We shall use the notation \( b_{\Gamma}(f) = f_{\Omega} \) when we want to emphasize that the limit is taken from \( \Gamma \) and \( f \) is called \( \Gamma \)-analytic at \( \Omega \).

**Theorem 5.4** (cf. [13, Theorem 6.5]). Let \( u \in A'(R^n) \) and \( (x_0, \xi_0) \in T^*(R^n) \setminus 0 \). Then

(i) \( (x_0, \xi_0) \notin WF_A(u) \) if and only if there are open convex cones \( \Gamma_1, \ldots, \Gamma_N \subset \{ \xi \in R^n ; \langle \xi, \xi_0 \rangle < 0 \} \), bounded open neighborhood \( Z \) of \( x_0 \) in \( C^n \), \( u \)
holomorphic in $Z$, $f_j$ holomorphic in $Z \cap \{R^n + i\Gamma_j\}$, $j = 1, \ldots, N$, so that

\begin{equation}
(5.16) \quad u = u_0 + \sum_{j=1}^{N} b_{\Gamma_j}(f_j) \quad \text{on } Z \cap R^n.
\end{equation}

(ii) $(x_0, \xi_0) \notin WF_{(s)}(u) \quad (1 < s < \infty)$ if and only if $u_0 \in \mathcal{E}(Z \cap R^n)$ in the above expression (5.16).

(iii) $(x_0, \xi_0) \notin WF(u)$ if and only if $u_0 \in \mathcal{E}(Z \cap R^n)$ in the above expression (5.16).

Proof. (i) Let $u \in A'(R^n)$. Then by (3.10) we know for $|x - x_0| < \varepsilon$ with $\varepsilon > 0$ sufficiently small

\[ u(x) = (2\pi)^{-n} \int_{|\beta - x_0| \leq 2\varepsilon} u_\beta(\exp[-i(x - y, \xi) - |\xi|(|\beta - y|^2/2)]) \]

\[ \cdot (|\xi|/2\pi)^{n/2} \, d\xi \, d\beta + w_\varepsilon(x), \]

where $w_\varepsilon(x)$ is analytic in $\{|x - x_0| < \varepsilon\}$. Now assume that $(x_0, \xi_0) \notin WF_{A}(u)$, then we see by (5.1)' there is a small cone neighborhood $V$ of $\xi_0$ in $R^n \setminus 0$ so that the following estimation holds:

\begin{equation}
(5.17) \quad \left| \int_{|\beta - x_0| \leq 2\varepsilon} u_\beta(\exp[i(x - y, \xi) - |\xi|(|\beta - y|^2/2)])(|\xi|/2\pi)^{n/2} \, d\beta \right| \leq Ce^{-c|\xi|}, \quad \xi \in V,
\end{equation}

where $C$ and $c$ are positive constants independent of $x \in R^n$, $|x - x_0| \leq \varepsilon$ and $\xi \in V$. For $\xi_1 \in R^n \setminus 0$, $\langle \xi_1, \xi_0 \rangle < 0$, let $\Gamma_{\xi_1}$ be a closed cone neighborhood of $\xi_1$ such that $\langle \eta, \xi_1 \rangle > 0$, $\langle \eta, \xi_0 \rangle < 0$ for any $\eta \in \Gamma_{\xi_1}$.

Let $\Gamma_{\xi_1}^*$ be the dual cone of $\Gamma_{\xi_1}$, i.e.

\[ \langle \eta, \xi_1 \rangle > 0 \quad \text{on } \Gamma_{\xi_1} \times \Gamma_{\xi_1}^*. \]

We can choose $\xi_1, \ldots, \xi_N$ so that

\[ R^n \setminus 0 = V \cup \Gamma_{\xi_1}^* \cup \cdots \cup \Gamma_{\xi_N}^*. \]

Then we have for $|x - x_0| < \varepsilon$

\begin{equation}
(5.18) \quad u(x) = u_0 + \sum_{j=1}^{N} \left(2\pi\right)^{-n} \int_{|\beta - x_0| \leq 2\varepsilon} \left(\frac{|\xi|}{2\pi}\right)^{n/2} x_j(\xi/|\xi|) \, d\xi \, d\beta
\end{equation}

\[ = u_0(x) + \sum_{j=1}^{N} u_j(x), \]
where \( \text{supp} \chi_j \subset \Gamma^{*}_{\xi_j}, \sum_{i}^{N} \chi_j = 1 \) on \( \mathbb{R}^n \setminus \Omega \). It is easy to see that \( u_0(x) \) is analytic in \( |x - x_0| < \varepsilon \) and \( u_j \) is the boundary value of

\[
  f_j(z) = (2\pi)^{-n} \int_{|\beta - x_0| \leq 2\varepsilon} u_j(\exp[i(z - y, \xi) - |\xi|(\beta - y)^2/2])
\]

\[
  \cdot (|\xi|/2\pi)^{n/2} \chi_j(\xi/|\xi|) d\xi d\beta
\]

which is analytic in \( \tilde{Z} \cap (\mathbb{R}^n + i\Gamma_{\xi_j}) \) with a small complex neighborhood \( \tilde{Z} \) of \( x_0 \).

Conversely, assume (5.16). It is sufficient to prove the case \( N = 1 \). Let \( \Gamma \) be an open convex cone in \( \{\xi \in \mathbb{R}^n ; (\xi, \xi_0) < 0\} \) and let \( Z \) be a complex neighborhood of \( x_0 \in \mathbb{R}^n \). We assume \( f \) is holomorphic in \( Z \cap (\mathbb{R}^n + i\Gamma) \) and \( u \in \mathcal{A}'(\mathbb{R}^n) \), \( u = b_{f}(u) \) on \( Z \cap \mathbb{R}^n \) whose existence is assured by Theorem 5.3 and Theorem 4.3. Take \( \Omega = \{x \in \mathbb{R}^n ; |x - x_0| < \delta\} \) so that \( \overline{\Omega} \subset Z \cap \mathbb{R}^n \) and write \( u = u_1 + u_2 \) where \( \text{supp} u_1 \subset \overline{\Omega} \) and \( \text{supp} u_2 \subset \mathbb{R}^n \setminus \Omega \). Let \( U_1(x, t) \) and \( U_2(x, t) \) be the defining functions of \( u_1 \) and \( u_2 \) respectively. By (5.3) we have the estimation of the form

\[
  |U_2(x + i\xi, t)| \leq C \exp[(\xi^2 - c)/4t], \quad \xi \in \mathbb{R}^n, \ t > 0,
\]

if \( x \) is in a small neighborhood of \( x_0 \) contained in \( \Omega \) and \( \xi \) is any bounded set of \( \mathbb{R}^n \). For \( y \in \Gamma \) with \( |y| \) sufficiently small, we can see that the analytic functional

\[
  A \ni \phi \to u_1(\phi) - \int_{\Omega} f(x + iy)\phi(x + iy) \, dx
\]

is carried by \( \partial \Omega + [0, iy] \). Hence \( u_1 \) is carried by

\[
  M = (\partial \Omega + [0, iy]) \cup (\overline{\Omega} + \{iy\} \cup \{iy\}).
\]

Recall that

\[
  U_1(x + i\xi, t) = u_1(E(x + i\xi - \cdot, t)).
\]

We can easily see that if we take \( |y| \) sufficiently small there is a small neighborhood \( V(x_0, \xi_0) \) of \( (x_0, \xi_0) \) such that for \( \mu + iy \) near to \( M \) we have

\[
  -\text{Re}(x + i\xi - \mu - iy)^2 = -(x - \mu)^2 + (\xi - y)^2
\]

\[
  \leq \xi_0^2 - c, \quad (x, \xi) \in V(x_0, \xi_0),
\]

where \( c > 0 \) is independent of \( (x, \xi) \in V(x_0, \xi_0) \). Thus for the defining function \( U \) of \( u \) we have the estimate of the form

\[
  |U(x - i\xi, t)| \leq C \exp[(\xi_0^2 - c)/4t], \quad (x, \xi) \in V(x_0, \xi_0),
\]

which proves \( (x_0, \xi_0) \notin \text{WF}_{A}(u) \).

The proof of parts (ii) and (iii) is similar and we omit it here.
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