FUNCTIONAL EQUATIONS, TEMPERED DISTRIBUTIONS AND FOURIER TRANSFORMS

JOHN A. BAKER

Abstract. This paper introduces a method for solving functional equations based on the Fourier transform of tempered distributions.

1. Introduction

This paper concerns the study of complex valued functions, \( f \), of several real variables satisfying a functional equation or system of functional equations of the following form:

\[
m \sum_{k=0}^{m} a_k f(x + h_k) = q(x), \quad x \in \mathbb{R}^n.
\]

Here \( a_0, \ldots, a_m \) are complex numbers, \( h_0, \ldots, h_m \) belong to \( \mathbb{R}^n \) and \( q \) is a polynomial in \( n \) variables with complex coefficients.

Our aim is to introduce a method for solving such systems based on Laurent Schwartz's theory of distributions and his theory of the Fourier transform of tempered distributions. We will show that, under certain assumptions on the \( a \)'s and \( h \)'s, if a function \( f \) satisfies such a system and also satisfies a mild regularity condition (such as local integrability) then \( f \) is almost everywhere equal to a polynomial.

In order to illustrate the method several examples are presented, many of which concern functional equations which have been studied extensively.

Consider, for example, the functional equation

\[
m \sum_{k=0}^{m} f_k(x + y b_k) = q_y(x)
\]

where \( b_0, \ldots, b_m \) are distinct real numbers, \( f_k : \mathbb{R} \to \mathbb{C} \) for \( 0 \leq k \leq m \), \( \emptyset \neq C \subseteq \mathbb{R} \), \( q_y \) is a polynomial for each \( y \in C \) and \((#)\) holds for all \( x \in \mathbb{R} \) and \( y \in C \). Kemperman [7] has considered this and related, more general, equations in considerable depth. For example, he showed that if \((#)\) holds with \( f_0 \) Lebesgue measurable and \( C = \{ja + kb : 0 \leq j, k \in \mathbb{Z}, j + k \leq m\} \)
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where \( a, b \) are rationally independent real numbers then there exists a polynomial, \( p \), such that \( f_0(x) = p(x) \) for a.e. \( x \in \mathbb{R} \). In case \( f = f_k \) for \( 0 \leq k \leq m \), (\#) is a system of equations of type (\*). Many results of the present paper are similar to those obtained by Kemperman but our techniques are quite different. These techniques are also applied to find the tempered solutions of natural analogues of (\*) for distributions.

2. Notation and background from distribution theory

The symbols \( \mathbb{N}, \mathbb{Z}, \mathbb{R} \) and \( \mathbb{C} \) denote the natural numbers, the integers, the real numbers and the complex numbers respectively. For \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \) in \( \mathbb{R}^n \), \( x \cdot y = x_1y_1 + \cdots + x_ny_n \) and \( |x| = (x \cdot x)^{1/2} \). The closure of a subset \( A \) of \( \mathbb{R}^n \) will be denoted by \( \bar{A} \).

While some of our notation is not standard, the results mentioned here concerning distributions are well known and can be found, for example, in Hörmander [6] or Rudin [11]. The space of all complex valued, \( C^\infty \) functions on \( \mathbb{R}^n \) will be denoted by \( C^\infty_n \). We denote by \( \mathcal{D}_n \) the space of test functions on \( \mathbb{R}^n \) (members of \( C^\infty_n \) with compact support). The space of Schwartz distributions on \( \mathbb{R}^n \) will be denoted by \( \mathcal{S}'_n \). If \( \phi \in \mathcal{D}_n \) then the support of \( \phi \) will be denoted by \( \text{supp} \phi \) and if \( u \in \mathcal{D}'_n \) the support of \( u \) will be denoted by \( \text{supp} u \). If \( f: \mathbb{R}^n \to \mathbb{C} \) is locally (Lebesgue) integrable on \( \mathbb{R}^n \) and we let \( \lambda_f(\phi) = \int_{\mathbb{R}^n} f(x)\phi(x) \, dx \) for \( \phi \in \mathcal{D}_n \) then \( \lambda_f \in \mathcal{D}'_n \): we refer to \( \lambda_f \) as the regular distribution determined by \( f \).

The space of all rapidly decreasing, complex valued functions on \( \mathbb{R}^n \) (see Rudin [11, p. 168]) will be denoted by \( \mathcal{S}^\prime \). The Schwartz space, or space of tempered distributions, on \( \mathbb{R}^n \) will be denoted by \( \mathcal{S}'_n \). If \( f: \mathbb{R}^n \to \mathbb{C} \) then we say that \( f \) is temperate provided it is locally integrable and \( \lambda_f \in \mathcal{S}'_n \). For this it is sufficient that \( f \) be measurable and have polynomial growth, that is, there exist \( A > 0 \) and \( m \in \mathbb{N} \) such that \( |f(x)| \leq A(1 + |x|^m) \) for all \( x \in \mathbb{R}^n \). Every probability measure on \( \mathbb{R}^n \) is a tempered distribution.

If \( h \in \mathbb{R}^n \) and \( f: \mathbb{R}^n \to \mathbb{C} \) we let \( xhf \) denote the function defined by \((xhf)(x) = f(x + h)\) for all \( x \in \mathbb{R}^n \); if \( f \) is locally integrable so is \( xhf \). For any \( h \in \mathbb{R}^n \), \( \tau_h \) (restricted to \( \mathcal{D}_n \)) is a topological automorphism of \( \mathcal{D}_n \) and a topological automorphism of \( \mathcal{S}'_n \). If \( h \in \mathbb{R}^n \), \( f: \mathbb{R}^n \to \mathbb{C} \) is locally integrable and \( \phi \in \mathcal{D}_n \) then

\[
(\lambda_{xh\phi})(\phi) = \int_{\mathbb{R}^n} f(x + h)\phi(x) \, dx = \int_{\mathbb{R}^n} f(y)\phi(y - h) \, dy = \lambda_f(\tau_h\phi).
\]

This motivates the following definition. If \( h \in \mathbb{R}^n \) and \( u \in \mathcal{D}'_n \) define \( \tau_h u: \mathcal{D}_n \to \mathbb{C} \) by

\[
(\tau_h u)(\phi) = u(\tau_{-h}\phi) \quad \text{for} \quad \phi \in \mathcal{D}_n.
\]

Notice that if \( f: \mathbb{R}^n \to \mathbb{C} \) is locally integrable then \( \tau_h \lambda_f = \lambda_{xh\phi} \). It is easy to check that \( \tau_h u \in \mathcal{D}'_n \) whenever \( h \in \mathbb{R}^n \) and \( u \in \mathcal{D}'_n \). In fact, for each \( h \in \mathbb{R}^n \),
\( \tau_h \) is a topological automorphism of \( \mathcal{D}'_n \). Moreover, if \( h \in \mathbb{R}^n \) then \( \tau_h u \in \mathcal{S}'_n \) for all \( u \in \mathcal{S}_n \) and \( \tau_h \) is topological automorphism of \( \mathcal{S}'_n \).

Observe that (\*) can be written
\[
\sum_{k=0}^{m} a_k (\tau_h f) (x) = q(x), \quad x \in \mathbb{R}^n,
\]
and, if \( f \) is locally integrable, (\*) holds and \( u = \lambda_f \) then
\[
\sum_{k=0}^{m} a_k (\tau_h u) = \lambda_q.
\]

If \( \phi \in \mathcal{S}_n \) we will denote the Fourier transform of \( \phi \) by \( \hat{\phi} \). Thus
\[
\hat{\phi}(x) = \int_{\mathbb{R}^n} \phi(t) \exp(-ix \cdot t) \, dt \quad \text{for } x \in \mathbb{R}^n.
\]

It is a remarkable fact that the Fourier transform is a topological automorphism of \( \mathcal{S}_n \). The Fourier transform of a tempered distribution, \( u \), will be denoted by \( \mathcal{F}u \); it is defined dually by
\[
(\mathcal{F}u)(\phi) = u(\hat{\phi}) \quad \text{for } \phi \in \mathcal{S}_n \text{ and } u \in \mathcal{S}'_n.
\]

If \( h \in \mathbb{R}^n \) let \( e_h(x) = \exp(ih \cdot x) \) for \( x \in \mathbb{R}^n \).

Let \( \mathcal{P}_n \) denote the set of all polynomial functions in \( n \) real variables with complex coefficients.

The Dirac delta functional on \( \mathbb{R}^n \) will be denoted by \( \delta \). Thus \( \delta(\phi) = \phi(0) \) for \( \phi \in \mathcal{D}_n \).

3. General results

Our main results will be deduced from the following lemmas, all of which are likely known, but whose short proofs are included for completeness.

**Lemma 1** [11, p. 167]. If \( u \in \mathcal{S}'_n \) and \( h \in \mathbb{R}^n \) then \( \mathcal{F}(\tau_h u) = e_h \mathcal{F}u \).

**Proof.** Suppose \( h \in \mathbb{R}^n \), \( u \in \mathcal{S}'_n \) and \( \phi \in \mathcal{S}_n \). Then
\[
(\mathcal{F}(\tau_h u))(\phi) = (\tau_h u)(\hat{\phi}) = u(\tau_h(\hat{\phi})).
\]

But, clearly, \( \tau_h(\hat{\phi}) = \tau_{-h}(\hat{\phi}) \) so that
\[
(\mathcal{F}(\tau_h u))(\phi) = u(e_{-h}(\phi)) = (\mathcal{F}u)(e_{-h}(\phi)) = (e_{-h} \mathcal{F}u)(\phi). \quad \square
\]

**Lemma 2.** If \( u, v \in \mathcal{D}'_n \), \( F \in C^\infty_n \) and \( Fu = v \) then
\[
\text{supp } u \subseteq \{ x \in \mathbb{R}^n : F(x) = 0 \} \cup \text{supp } v.
\]

**Proof.** Let \( C = \{ x \in \mathbb{R}^n : F(x) = 0 \} \cup \text{supp } v \). Suppose \( \phi \in \mathcal{D}_n \) and \( C \cap \text{supp } \phi = \emptyset \). It suffices to show that \( u(\phi) = 0 \).

Since \( C \) is closed, \( \text{supp } \phi \) is compact and \( C \cap \text{supp } \phi = \emptyset \) there exist open subsets, \( U \) and \( V \), of \( \mathbb{R}^n \) such that \( \text{supp } \phi \subseteq U \), \( C \subseteq V \), \( U \cap V = \emptyset \) and \( \overline{U} \).
is compact. Choose \( \psi \in \mathcal{D}_n \) such that \( \psi(x) = 1 \) for \( x \in U \), \( \psi(x) = 0 \) for \( x \in \overline{V} \) and let
\[
G(x) = \begin{cases}
\psi(x)/F(x) & \text{if } x \in \mathbb{R}^n \text{ and } F(x) \neq 0, \\
0 & \text{if } x \in \mathbb{R}^n \text{ and } F(x) = 0.
\end{cases}
\]
Then \( G \in \mathcal{D}_n \). Moreover \( G(x)F(x) = \psi(x) = 1 \) for all \( x \in \overline{U} \) so that \( FG\phi = \phi \) since \( \text{supp}\phi \subseteq U \). Hence \( u(\phi) = u(FG\phi) = (Fu)(G\phi) = v(G\phi) \).
But \( \text{supp}(G\phi) \subseteq \text{supp}\phi \) and
\[
\text{supp} \, v \cap \text{supp} \, \phi \subseteq C \cap \text{supp} \, \phi = \emptyset
\]
so that \( \text{supp} \, v \cap \text{supp}(G\phi) = \emptyset \) and thus \( v(G\phi) = 0 \). Hence \( u(\phi) = 0 \). □

**Remark.** An analogous result holds for distributions on any nonempty open subset of \( \mathbb{R}^n \) and can be proved in the same way.

**Lemma 3.** If \( u \in \mathcal{S}'_n \) then \( \text{supp} \, \mathcal{F}u \subseteq \{0\} \) if and only if \( u = \lambda_p \) for some \( p \in \mathcal{P}_n \).

**Proof.** If \( v \in \mathcal{S}'_n \) then \( \text{supp} \, v \subseteq \{0\} \) if and only if \( v \) is a finite linear combination of derivatives of the Dirac delta functional (see Rudin [11, pp. 149 and 150]). Any such distribution is tempered. But, if \( p \in \mathcal{P}_n \) then \( \mathcal{F}(\lambda_p) \) is a finite linear combination of derivatives of \( \delta \) [11, p. 177]. The proof can be completed by noting that the Fourier transform is a bijection of \( \mathcal{S}'_n \) [11, p. 176]. □

**Lemma 4.** Suppose \( a_k \in \mathbb{C} \) and \( h_k \in \mathbb{R}^n \) for \( 0 \leq k \leq m \), \( q \in \mathcal{P}_n \), \( u \in \mathcal{S}'_n \) and
\[
\sum_{k=0}^{m} a_k \tau_{h_k} u = \lambda_q.
\]
Then \( \text{supp} \, u \subseteq \{x : F(x) = 0\} \cup \{0\} \) where
\[
F(x) = \sum_{k=0}^{m} a_k \exp(ih_k \cdot x) \quad \text{for } x \in \mathbb{R}^n.
\]

**Proof.** By Lemma 1, \( (\sum_{k=0}^{m} a_k e_{h_k}) \mathcal{F}u = \mathcal{F}(\lambda_q) \). But, by Lemma 3,
\[
\text{supp} \, \mathcal{F}(\lambda_q) \subseteq \{0\}.
\]

The result follows from Lemma 2. □

**Theorem 1.** Suppose \( \Gamma \) is a nonempty set. For each \( \gamma \in \Gamma \) suppose \( q_\gamma \in \mathcal{P}_n \), \( m(\gamma) \) is a natural number, \( a_k(\gamma) \in \mathbb{C} \) and \( h_k(\gamma) \in \mathbb{R}^n \) for \( 0 \leq k \leq m(\gamma) \). For \( \gamma \in \Gamma \) let \( F_\gamma(x) = \sum_{k=0}^{m(\gamma)} a_k \exp(ih_k(\gamma) \cdot x) \) for \( x \in \mathbb{R}^n \), let
\[
Z_\gamma = \{x \in \mathbb{R}^n : F_\gamma(x) = 0\}
\]
and suppose \( \bigcap_{\gamma \in \Gamma} Z_\gamma \subseteq \{0\} \).

(i) If \( u \in \mathcal{S}'_n \) and, for all \( \gamma \in \Gamma \),
\[
\sum_{k=0}^{m(\gamma)} a_k(\gamma) \tau_{h_k(\gamma)} u = \lambda_q,
\]
then $u = \lambda_p$ for some $p \in \mathcal{P}_n$ and

$$\sum_{k=0}^{m(\gamma)} a_k(\gamma)p(x + h_k(\gamma)) = q_\gamma(x) \quad \text{for } \gamma \in \Gamma \text{ and } x \in \mathbb{R}^n.$$  

(ii) If $f: \mathbb{R}^n \to \mathbb{C}$, $f$ is temperate and, for each $\gamma \in \Gamma$,

$$\sum_{k=0}^{m(\gamma)} a_k(\gamma)f(x + h_k(\gamma)) = q_\gamma(x) \quad \text{for a.e. } x \in \mathbb{R}^n,$$

then there exists $p \in \mathcal{P}_n$ such that $f(x) = p(x)$ for a.e. $x \in \mathbb{R}^n$ and such that (2) holds.

(iii) If, in addition to the hypotheses of (ii), $f$ is continuous then $f \in \mathcal{P}_n$.

Proof. (i) Suppose $u \in \mathcal{S}_n'$ and (1) holds. By Lemma 4,

$$\text{supp} \mathcal{F} u \subseteq \bigcap_{\gamma \in \Gamma} \{Z_\gamma \cup \{0\}\} \subseteq \{0\}.$$  

Thus, by Lemma 3, $u = \lambda_p$ for some $p \in \mathcal{P}_n$.

(ii) Suppose (1)' holds and $f$ is temperate. If we let $u = \lambda_f$ then $u \in \mathcal{S}_n'$ and (1) holds so that there exists $p \in \mathcal{P}_n$ such that $u = \lambda_p$. Thus $f(x) = p(x)$ for a.e. $x \in \mathbb{R}^n$ so that (2) holds for a.e. $x \in \mathbb{R}^n$ if $f$ is replaced by $p$. The continuity of $p$ implies that (2) holds for every $x \in \mathbb{R}^n$.

(iii) This follows easily from (ii). □

4. Applications to functional equations

Several of the examples to follow involve difference operators which we now define. If $A$ and $B$ are additive semigroups, $h \in A$ and $f: A \to B$ then $
abla_n f: A \to B$ is defined by $(\nabla_n f)(x) = f(x + h) - f(x)$ for $x \in A$. Thus if $f: \mathbb{R}^n \to \mathbb{C}$ and $h \in \mathbb{R}^n$ then $\nabla_n f = \tau_h f - f$. The $m$th iterate of the linear difference operator $\nabla_n$ is denoted by $\nabla_n^m$. We have

$$(\nabla_n^m f)(x) = \sum_{k=0}^{m} (-1)^{m-k} \binom{m}{k} f(x + kh) \quad \text{for } f: A \to B \text{ and } x, h \in A.$$  

The functional equation

$$\nabla_n^m f(x) = 0$$

has been studied extensively. It is known that if $A$ is an additive abelian semigroup, $Y$ is a rational vector space and $f: A \to Y$ then in order that (3) hold for all $x \in A$ and all $h \in A$ it is necessary and sufficient that there exists a constant $a_0 \in Y$ and functions $a_k : A^k \to Y$ ($1 \leq k \leq m - 1$) such that each $a_k$ is symmetric and additive (a homomorphism) in each variable and

$$f(x) = a_0 + \sum_{k=0}^{m-1} a_k^*(x) \quad \text{for all } x \in A.$$
where \( a_k^*(x) = a_k(x, x, \ldots, x) \) for \( x \in A \) and \( 1 \leq k \leq m - 1 \) (see, for example, [4] or [10]). We aim to consider (3) for \( f: \mathbb{R} \to \mathbb{C} \) but assuming it holds for only two (incommensurable) values of \( h \). We will use the following special case of the result mentioned above which is also a well-known result from the calculus of finite differences (see e.g., [3, p. 477]).

**Lemma 5.** If \( m \in \mathbb{N} \) and \( g: \mathbb{Z} \to \mathbb{C} \) then

\[
\sum_{k=0}^{m} (-1)^{m-k} \binom{m}{k} g(n + k) = 0 \quad \text{for all } n \in \mathbb{Z}
\]

if and only if there exist \( c_0, c_1, \ldots, c_{m-1} \in \mathbb{C} \) such that

\[
g(n) = \sum_{k=0}^{m-1} c_k n^k \quad \text{for all } n \in \mathbb{Z}.
\]

**Theorem 2.** Let \( 0 < a < b \) such that \( a/b \) is irrational. Suppose \( m, n \in \mathbb{N} \), \( f: \mathbb{R} \to \mathbb{C} \) such that

\[
\Delta_a^m f(x) = 0 \quad \text{and} \quad \Delta_b^n f(x) = 0 \quad \text{for every } x \in \mathbb{R}
\]

and \( f \) is Lebesgue integrable on some interval of length \( ma \). Then there exists \( p \in \mathcal{P}_m \) with degree at most \( m - 1 \) such that \( f(x) = p(x) \) for a.e. \( x \in \mathbb{R} \) and

\[
\Delta_a^m p(x) = 0 = \Delta_b^n p(x) \quad \text{for all } x \in \mathbb{R}.
\]

**Proof.** Since every translation of \( f \) satisfies the same sort of conditions as \( f \), we may assume that \( f \) is integrable on \( [0, ma] \).

For \( x \in [0, a) \) let \( g_x(n) = f(x + na) \) for \( n \in \mathbb{Z} \). Then

\[
\sum_{k=0}^{m} (-1)^{m-k} \binom{m}{k} q_x(n + k) = \Delta_a^m f(x + na) = 0 \quad \text{for } x \in [0, a) \text{ and } n \in \mathbb{Z}.
\]

Hence, by Lemma 5, for each \( x \in [0, a) \) there exist \( c_0(x), \ldots, c_{m-1}(x) \in \mathbb{C} \) such that

\[
f(x + na) = g_x(n) = \sum_{k=0}^{m-1} c_k(x) n^k \quad \text{for every } n \in \mathbb{Z}.
\]

By substituting \( n = 0, n = 1, \ldots, n = m - 1 \) in (4) we obtain a system of \( m \) linear equations which can be “solved” for \( c_0(x), \ldots, c_{m-1}(x) \). Thus there exist \( \gamma_{jk} \in \mathbb{C} \) for \( 0 \leq j, k \leq m - 1 \) such that

\[
c_k(x) = \sum_{j=0}^{m-1} \gamma_{jk} f(x + ja) \quad \text{for } 0 \leq x < a \text{ and } 0 \leq k \leq m - 1.
\]

In particular \( c_0(x) = f(x) \) for \( 0 \leq x < a \). Since \( f \) is integrable on \( [0, ma] \), it follows that \( c_k \) is integrable on \( [0, a] \) for each \( k = 0, 1, \ldots, m - 1 \). Thus, according to (4), \( f \) is locally integrable on \( \mathbb{R} \).
If \( n \in \mathbb{Z} \) and \( n \neq 0 \) then, according to (4),

\[
\int_{na}^{(n+1)a} |f(y)| \, dy = \int_0^a |f(x + na)| \, dx \leq \sum_{k=0}^{m-1} \left( \int_0^a |c_k(x)| \, dx \right) |n|^k
\]

\[
\leq C \sum_{k=0}^{m-1} |n|^k \leq mC|n|^{m-1}
\]

where \( C = \max\{\int_0^a |c_k(x)| \, dx : 0 \leq k \leq m-1\} \).

Let \( \varepsilon > 0 \). Suppose \( \phi \in \mathcal{S}_1 \) and \( (1 + |x|^m)|\phi(x)| < \varepsilon \) for all \( x \in \mathbb{R} \). If \( n \in \mathbb{N} \) then

\[
\int_{na}^{(n+1)a} |f(y)|\phi(y)| \, dy \leq mCn^{m-1} \max\{|\phi(y)| : na \leq y \leq (n+1)a\}
\]

\[
\leq mCn^{n-1} \varepsilon/(1 + (na)^{m+1})
\]

so that for each \( N \in \mathbb{N} \),

\[
\int_{-N}^{N} |f(y)|\phi(y)| \, dy \leq mC \sum_{n=1}^{N} n^{m-1}/(1 + (na)^{m+1}) < C'\varepsilon
\]

where \( C' = mC \sum_{n=1}^{\infty} n^{m-1}/(1 + (na)^{m+1}) \).

Similarly, there exists \( C'' > 0 \) such that

\[
\int_{-Na}^{Na} |f(y)|\phi(y)| \, dy \leq \varepsilon C'' \quad \text{for every } N \in \mathbb{N}.
\]

But

\[
\int_0^a |f(y)|\phi(y)| \, dy \leq C \max\{|\phi(y)| : 0 \leq y \leq a\} < \varepsilon C.
\]

Thus \( \int_{\mathbb{R}} |f(y)|\phi(y)| \, dy \leq (C + C' + C'')\varepsilon \). It follows that if \( \phi_j \to 0 \) in \( \mathcal{S}_1 \) then \( \lambda_f(\phi_j) \to 0 \) in \( \mathcal{C} \). That is, \( \lambda_f \in \mathcal{C}' \). Let \( u = \lambda_f \).

Now \( 0 = \Delta_a^m u = \sum_{k=0}^{m-1} (-1)^{m-k} \binom{m}{k} \tau_{ka} u = 0 \) so that, by Lemma 1, \( F_a \mathcal{F} u = 0 \) where

\[
F_a(x) = \sum_{k=0}^{m-1} (-1)^{m-k} \binom{m}{k} \exp(ikax) = (1 - \exp(iax))^m
\]

for all \( x \in \mathbb{R} \). Similarly, \( F_b \mathcal{F} \hat{u} = 0 \) where \( F_b(x) = (1 - \exp(ibx))^n \) for all \( x \in \mathbb{R} \). Now if \( x \in \mathbb{R} \) and \( F_a(x) = F_b(x) = 0 \) then \( ax/2\pi \) and \( bx/2\pi \) are integers and hence \( x = 0 \) since \( a/b \) is irrational. The existence of an appropriate \( p \) follows from Theorem 1. The assertion concerning the degree of \( p \) follows either by substitution or by considering the restrictions of \( p \) to \( a\mathbb{Z} \) and \( b\mathbb{Z} \) and using properties of difference operators which can be found in [3] or [4].

There is a vast literature concerning the quadratic equation

\[
f(x + y) + f(x - y) = 2f(x) + 2f(y).
\]
It is known, [9], that if \( f: \mathbb{R} \to \mathbb{C} \) satisfies this equation for all \( x, y \in \mathbb{R} \) and if \( f \) is bounded on some subset of \( \mathbb{R} \) having positive inner Lebesgue measure then there exists \( c \in \mathbb{C} \) such that \( f(x) = cx^2 \) for all \( x \in \mathbb{R} \). As a further illustration of our method we present

**Theorem 3.** Let \( 0 < a < b \) such that \( a/b \) is irrational. Suppose \( \alpha, \beta \in \mathbb{C} \), \( f: \mathbb{R} \to \mathbb{C} \)

\[
\begin{align*}
f(x + a) + f(x - a) &= 2f(x) + \alpha \quad \text{for all } x \in \mathbb{R}, \\
f(x + b) + f(x - b) &= 2f(x) + \beta \quad \text{for all } x \in \mathbb{R},
\end{align*}
\]

and \( f \) is integrable on an interval of length \( 3a \). Then there exists \( p \in \mathcal{P}_1 \) such that \( f(x) = p(x) \) for a.e. \( x \in \mathbb{R} \) and the degree of \( p \) is at most \( 2 \).

**Proof.** On replacing \( x \) by \( x + a \) in the first of our two functional equations we find that \( \Delta_2^a f(x) = f(x + 2a) - 2f(x + a) + f(x) = \alpha \) for all \( x \in \mathbb{R} \) so that \( \Delta_2^a f(x) = 0 \) for all \( x \in \mathbb{R} \). Similarly \( \Delta_3^b f(x) = 0 \) for all \( x \in \mathbb{R} \). The result follows directly from the last theorem. \( \square \)

The next example involves a single equation.

**Theorem 4.** Suppose \( \mu_1, \ldots, \mu_m > 0 \), \( \sum_{k=1}^m \mu_k = 1 \). Suppose \( h_1, \ldots, h_m \in \mathbb{R}^n \) such that \( if \ x \in \mathbb{R}^n \) and \( h_k \cdot x \in 2\pi\mathbb{Z} \) for all \( k = 1, \ldots, m \) then \( x = 0 \) (in case \( n = 1 \) it suffices that \( h_i, h_j \) be rationally independent for some \( i \) and \( j \) such that \( 1 \leq i < j \leq m \)). Let \( q \in \mathcal{P}_n \).

(i) If \( u \in \mathcal{P}_n \) and

\[
\begin{align*}
(5) \quad u &= \sum_{k=0}^m \mu_k \tau_{h_k} u + \lambda_q
\end{align*}
\]

then there exists \( p \in \mathcal{P}_n \) such that \( u = \lambda_p \) and

\[
\begin{align*}
(6) \quad p(x) &= \sum_{k=1}^m \mu_k p(x + h_k) + q(x) \quad \text{for all } x \in \mathbb{R}^n.
\end{align*}
\]

(ii) If \( f: \mathbb{R}^n \to \mathbb{C} \), \( f \) is temperate and

\[
\begin{align*}
(7) \quad f(x) &= \sum_{k=1}^m \mu_k f(x + h_k) + q(x) \quad \text{for a.e. } x \in \mathbb{R}^n
\end{align*}
\]

then there exists \( p \in \mathcal{P}_n \) such that \( f(x) = p(x) \) for a.e. \( x \in \mathbb{R}^n \) and (6) holds.

**Proof.** Let \( F(x) = 1 - \sum_{k=1}^m \mu_k \exp(ih_k \cdot x) \) for \( x \in \mathbb{R}^n \). Suppose \( x \in \mathbb{R}^n \) and \( F(x) = 0 \). Then

\[
\left| \sum_{k=1}^m \mu_k \exp(ih_k \cdot x) \right| = 1 = \sum_{k=1}^m \mu_k = \sum_{k=1}^m |\mu_k \exp(ih_k \cdot x)|.
\]

Since \( \mu_k > 0 \) for \( 1 \leq k \leq m \) we must have \( \exp(ih_k \cdot x) = 1 \) for \( 1 \leq k \leq m \). Thus \( h_k \cdot x \in 2\pi\mathbb{Z} \) for \( 1 \leq k \leq m \) so that \( x = 0 \).
The result follows directly from Theorem 1. □

In [2] it was shown that if \( f : \mathbb{R}^2 \to \mathbb{R} \),

\[
f(x + h, y) + f(x - h, y) + f(x, y + h) + f(x, y - h) = 4f(x, y)
\]

for all \((x, y) \in \mathbb{R}^2\) and all \(h \in \mathbb{R}\) and if \(f\) is bounded on some set of positive planar Lebesgue measure then \(f\) is a polynomial of degree at most 4. We aim to demonstrate a similar "mean value" result assuming the equation in question holds for only four values of \(h\) \((a, b, 2a\) and \(2b\) with \(a, b\) rationally independent). Notice that the equation has an interesting geometric interpretation. As noted in [2], (8) can be viewed as a difference analogue of the Laplace equation.

For \(h \in \mathbb{R}\) and \(f : \mathbb{R}^2 \to \mathbb{C}\) define the "partial differences", \(\triangle_{h_1} f\) and \(\triangle_{h_2} f\) by

\[
\begin{align*}
(\triangle_{h_1} f)(x, y) &= f(x + h, y) - f(x, y) \\
(\triangle_{h_2} f)(x, y) &= f(x, y + h) - f(x, y)
\end{align*}
\]

for all \((x, y) \in \mathbb{R}^2\).

The following lemma was inspired by geometric considerations from [2].

**Lemma 6.** Suppose \(G\) and \(H\) are additive abelian groups. For \(f : G^2 \to H\) and \(h \in G\) define \(S_h f : G^2 \to H\) and \(T_h f : G^2 \to H\) by

\[
\begin{align*}
(S_h f)(x, y) &= f(x + h, y) + f(x - h, y) + f(x, y + h) + f(x, y - h) - 4f(x, y) \\
(T_h f)(x, y) &= f(x + h, y + h) + f(x - h, y + h) + f(x + h, y - h) + f(x - h, y - h) - 4f(x, y)
\end{align*}
\]

for all \(x, y \in G\). Then for all \(h \in G\) and all \(f : G^2 \to H\),

(i) \(2T_h f = S_h (S_h f) + 8S_h f - S_{2h} f\),

(ii) \(2S_h f = T_h (T_h f) + 8T_h f - T_{2h} f\),

(iii) \(f(x + 2h, y) - 4f(x + h, y) + 6f(x, y) - 4f(x - h, y) + f(x - 2h, y) = (S_h f)(x + h, y) + (S_h f)(x - h, y) - (T_h f)(x, y)\) for all \(x, y \in G\)

(iv) \(f(x, y + 2h) - 4f(x, y + h) + 6f(x, y) - 4f(x, y - h) + f(x, y - 2h) = (S_h f)(x, y + h) + (S_h f)(x, y - h) - (T_h f)(x, y)\) for all \(x, y \in G\),

(v) \(\triangle_{h_1}^4 f(x, y) = (S_h f)(x + 3h, y) + (S_h f)(x + h, y) - (T_h f)(x + 2h, y)\) for all \(x, y \in G\)

and

(vi) \(\triangle_{h_2}^4 f(x, y) = (S_h f)(x, y + 3h) + (S_h f)(x, y + h) - (T_h f)(x, y + 2h)\) for all \(x, y \in G\).
Proof. The proofs of (i)–(iv) involve only tedious calculations. By replacing \( x \) by \( x + 2h \) in (iii) we obtain (v). On replacing \( y \) by \( y + 2h \) in (iv) we obtain (vi). \( \square \)

**Theorem 5.** Suppose \( f: \mathbb{R}^2 \to \mathbb{C} \), \( 0 < a < b \), \( a/b \) is irrational and \( S_a f = S_{2a} f = S_b f = S_{2b} f = 0 \). If \( f \) is integrable on \([x_0, x_0 + 4a] \times [y_0, y_0 + 4a]\) for some \((x_0, y_0) \in \mathbb{R}^2\) then \( f \) is a polynomial of degree at most 4.

**Proof.** Since \( S_a f = S_{2a} f \), from (i) of Lemma 6 we find that \( T_a f = 0 \). Then, since \( S_a = 0 \), (ii) of Lemma 6 implies that \( T_{2a} f = 0 \) as well. Thus, by (v) and (vi) of Lemma 6,

\[
\Delta_a^4 f(x, y) = 0 \quad \text{and} \quad \Delta_{2a}^4 f(x, y) = 0 \quad \text{for all } (x, y) \in \mathbb{R}^2.
\]

Similarly, since \( S_b f = S_{2b} f = 0 \),

\[
\Delta_b^4 f(x, y) = 0 \quad \text{and} \quad \Delta_{2b}^4 f(x, y) = 0 \quad \text{for all } x, y \in \mathbb{R}^2.
\]

Choose measurable subsets \( A \) and \( B \) of \([x_0, x_0 + 4a]\) and \([y_0, y_0 + 4a]\) respectively such that \( A \) and \( B \) have Lebesgue measure \( 4a \), \( x \to f(x, y) \) is integrable on \([x_0, x_0 + 4a]\) for every \( y \in B \) and \( y \to f(x, y) \) is integrable on \([y_0, y_0 + 4a]\) for every \( x \in A \).

According to Theorem 2, for each \( y \in B \) there exist \( c_j(y) \in \mathbb{C}, 0 \leq j \leq 3 \) such that

\[
f(x, y) = c_0(y) + c_1(y)x + \cdots + c_3(y)x^3 \quad \text{for a.e } x \in \mathbb{R}.
\]

Similarly, for each \( x \in A \) there exist \( d_k(x), 0 \leq k \leq 3 \), such that

\[
f(x, y) = d_0(x) + d_1(x)y + \cdots + d_3(x)y^3 \quad \text{for a.e. } y \in \mathbb{R}.
\]

Thus there exist measurable subsets \( C \) and \( D \) of \( A \) and \( B \) respectively each having Lebesgue measure \( 4a \) and such that

\[
f(x, y) = \sum_{j=0}^{3} c_j(y)x^j = \sum_{k=0}^{3} d_k(x)y^k \quad \text{for all } (x, y) \in C \times D.
\]

It follows that there exist \( a_{jk} \in \mathbb{C} \) \((0 \leq j, k \leq 3)\) such that

\[
f(x, y) = \sum_{j,k=0}^{3} a_{jk}x^jy^k
\]

for \( x \in C \) and \( y \in D \).

But for each \( y \in D \), \( \Delta_a^4 f(x, y) = 0 \) for all \( x \in \mathbb{R} \). It follows that (9) holds for all \( x \in \mathbb{R} \) and \( y \in D \). But \( \Delta_a^4 f(x, y) = 0 \) for all \( x \), \( y \in \mathbb{R} \) and thus it follows that (9) holds for all \( x \), \( y \in \mathbb{R} \).

We have shown that \( f \) is a polynomial of degree at most 6. The fact that it has degree at most 4 follows by substitution. In fact, it can be shown that \( f \) is a harmonic polynomial. \( \square \)
As a last illustration of the technique we will show that the temperate solutions of a generalization of (8) to $\mathbb{R}^n$ are polynomials. In what follows $\{\beta_1, \ldots, \beta_n\}$ is the usual basis for $\mathbb{R}^n$. We consider the equation

$$\sum_{k=1}^{n} f(x + h\beta_k) + f(x - h\beta_k) = 2nf(x).$$

Notice that (10) has an interesting geometric interpretation where $n = 1, 2$ or 3 and it can be thought of as a difference analogue of the Laplace equation in $n$ dimension.

**Theorem 6.** Suppose $0 < a < b$, $a/b$ is irrational, $f: \mathbb{R}^n \to \mathbb{C}$ and (10) holds for a.e. $x \in \mathbb{R}^n$ if $h = a$ or $h = b$. If $f$ is temperate then there exists $p \in \mathfrak{P}_n$ such that $f(x) = p(x)$ for a.e. $x \in \mathbb{R}^n$.

**Proof.** Suppose $f$ is temperate and let

$$F_a(x) = \sum_{k=1}^{n} \{\exp(i\beta_k) + \exp(-i\beta_k)\} - 2n$$

and

$$F_b(x) = \sum_{k=1}^{n} \{\exp(ib\beta_k) + \exp(-ib\beta_k)\} - 2n \quad \text{for} \quad x \in \mathbb{R}^n.$$  

If $x \in \mathbb{R}^n$ and $F_a(x) = F_b(x) = 0$ then, by an argument like that used in the proof of Theorem 4, $x = 0$. The assertion follows from Theorem 1. \(\square\)

5. Remarks

Other distributional techniques have been used in the study of functional equations. See, for example, [2, 5 and 12]. Fourier analysis on groups has recently been used by Székelyhidi [13] in order to find the almost periodic solutions to certain functional equations which are closely related to the kind of equation considered here.

It is not difficult to obtain variants of Theorems 2 and 3 for functions of several real variables. Theorem 6 can be reformulated to obtain, in a similar way, an analogous result for tempered distributions.

As we have illustrated, it is often enlightening to consider a functional equation in the sense of Aczél [1] as a system of functional equations in a single variable in the sense of Kuczma [8].
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