TOPOLOGICAL ENTROPY OF FIXED-POINT FREE FLOWS

ROMEO F. THOMAS

ABSTRACT. Topological entropy was introduced as an invariant of topological conjugacy and also as an analogue of measure theoretic entropy. Topological entropy for one parameter flows on a compact metric spaces is defined by Bowen. General statements are proved about this entropy, but it is not easy to calculate the topological entropy, and to show it is invariant under conjugacy. For all this I would like to try to pose a new direction and study a definition for the topological entropy that involves handling the technical difficulties that arise from allowing reparametrizations of orbits. Some well-known results are proved as well using this definition. These results enable us to prove some results which seem difficult to prove using Bowen's definition. Also we show here that this definition is equivalent to Bowen's definition for any flow without fixed points on a compact metric space. Finally, it is shown that the topological entropy of an expansive flow can be defined globally on a local cross sections.

INTRODUCTION

Topological entropy was introduced as an invariant of topological conjugacy and also as an analogue of measure theoretic entropy. Topological entropy for one parameter flows on compact metric spaces is defined by Bowen in [1, 2]. General statements are proved about this entropy, but it is not easy to calculate the topological entropy, and to show it is invariant under conjugacy. For all this I would like to try to pose a new direction and study a definition for the topological entropy that involves handling the technical difficulties that arise from allowing reparametrizations of orbits and to clarify some results which are stated in the literature without proof. This definition has been introduced in [13]. Thus we consider the first part of this work as a continuation of [13]. In §2 an illustrative example is given. In §3 we prove that this definition is equivalent to Bowen's definition for any flow without fixed points on a compact metric space (i.e., we prove the conjecture raised in [13]). In §5 we investigate an important question of whether the topological entropy can by defined globally on local cross sections. Theorem 34 in §5 is a general result in this direction.
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1. Preparatory definitions and lemmas

In this paper we assume that the spaces are compact metric spaces unless otherwise stated, and \((X, \varphi)\) denotes a continuous real flow \(\varphi\) on a compact metric space \(X\) (i.e., \(\varphi: X \times R \to R\) is continuous and \(\varphi(x, t + s) = \varphi(\varphi(x, t), s)\)). Let \(\varphi_x\) denote the homeomorphism of \(X\) defined by \(\varphi_x = \varphi(x, t)\).

We now review the definition of topological entropy given in [1, 3].

For \(E, F \subseteq X\) we say that \(E\) \((t, \delta)\)-spans \(F\) (with respect to \(\varphi\), if for every \(x \in F\) there is an \(e \in E\) so that \(d(\varphi_{se}, \varphi_s x) < \delta\) for all \(0 \leq s \leq t\). Let \(r_t(F, \delta) = r_t(F, \delta, \varphi)\) denote the minimum cardinality of a set which \((t, \delta)\)-spans \(F\). If \(F\) is compact, then continuity of \(\varphi\) guarantees \(r_t(F, \delta) < \infty\). We define

\[
h(\varphi|F, \delta) = \limsup_{t \to \infty} \frac{1}{t} \log r_t(F, \delta).
\]

Notice that \(h(\varphi|F, \delta)\) increases as \(\delta\) decreases. Finally we let \(h(\varphi|F) = \lim_{\delta \to 0} h(\varphi|F, \delta)\). We denote \(h(\varphi|X, \delta)\) and \(h(\varphi|X)\) by \(h(\varphi, \delta)\) and \(h(\varphi)\) respectively.

In fact the topological entropy of a flow \((X, \varphi)\) equals the topological entropy of the homeomorphism \(\varphi_x\), and more generally \(h(\varphi_t) = \int_0^1 \cdot h(\varphi_t)\). For more details see [1].

Let \(I\) be any interval of real numbers containing the origin. A reparametrization of \(I\) is an orientation-preserving homeomorphism (increasing) from \(I\) onto its image fixing the origin. Define \(\text{Rep}(I)\) and \(\text{Rep}(R)\) to be the sets of all reparametrizations of \(I\) and \(R\) respectively.

**Lemma 1** (cf. [5, Lemma 2]). Let \((X, \varphi)\) be a flow with no fixed points. Then \(\exists T_0 > 0\) such that if \(0 < t < T_0\), there is a \(\gamma > 0\) such that \(d(\varphi_t x, x) > \gamma\) for any \(x \in X\).

**Lemma 2** (cf. [13, Lemma 1.2]). Let \((X, \varphi)\) be a flow with no fixed points. Then \(\forall \lambda > 0, \exists \varepsilon > 0\) such that if \(x, y \in X\), \(I\) is a closed interval containing the origin, and \(\alpha \in \text{Rep}(I)\) with \(d(\varphi_{\alpha(s)} x, \varphi_{\alpha(s)} y) \leq \varepsilon\) for all \(s \in I\), then \(|\alpha(s) - s| \leq \lambda\) for all \(|s| < 1\) in \(I\) and \(|\alpha(s) - s| \leq |s| \lambda\) for all \(|s| \geq 1\) in \(I\).

Let \((X, \varphi)\) be a flow and let \(\varepsilon > 0\). For \(x \in X\) and \(\gamma > \varepsilon\) define

\[
U(t, x, \gamma) = \{y \in X: d(\varphi_{\alpha(s)} y, \varphi_{\alpha(s)} x) \leq \gamma \text{ for some } \alpha \in \text{Rep}(R) \text{ and all } 0 \leq s \leq t\}.
\]

Let

\[
\overline{U}(t, x, \varepsilon) = \bigcap_{\gamma > \varepsilon} U(t, x, \gamma).
\]

**Proposition 3** (cf. [13, Proposition 1]). Let \((X, \varphi)\) be a flow without fixed points. Then for small \(\varepsilon > 0\), \(\overline{U}(t, x, \varepsilon)\) is a closed subset of \(X\) for every \(x \in X\) and \(t \geq 0\).
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Definition 4. A flow \((X, \phi)\) is said to be strongly \(h\)-expansive if there is an \(\varepsilon > 0\) called the \(h\)-expansive constant, so that for every \(x \in X\), the set \(\xi_\varepsilon(x) = \bigcap_{t \geq 0} \overline{U}(t, x, \varepsilon)\) has zero topological entropy (i.e., \(h(\phi, \xi_\varepsilon(x)) = 0\)).

Let \((X, \phi)\) be any flow. For \(E, F \subseteq X\) and \(\delta > 0\) we say that \(E\) \((t, \delta)\)-weakly spans \(F\) (with respect to \(\phi\)), if for each \(x \in F\), there is \(e \in E\) and \(\alpha \in \text{Rep}(R)\) such that
\[
d(\phi_{\alpha(s)}x, \phi_\varepsilon e) \leq \delta \quad \text{for all } 0 \leq s \leq t.
\]

Let \(R_t(F, \delta) = R_t(F, \delta, \phi)\) denote the smallest cardinality of any \((t, \delta)\)-weakly spanning set for \(F\). Compactness of \(F\) guarantees \(R_t(F, \delta) < \infty\). Define
\[
H(\phi|F, \delta) = \limsup_{t \to \infty} \frac{1}{t} \log R_t(F, \delta).
\]
Notice that \(H(\phi|F, \delta)\) increases as \(\delta\) decreases. Let
\[
H(\phi|F) = \lim_{\delta \to 0} H(\phi|F, \delta).
\]
We denote \(H(\phi|X, \delta)\) and \(H(\phi|X)\) by \(H(\phi, \delta)\) and \(H(\phi)\) respectively [13].

Note that \(H(\phi) \leq h(\phi)\).

Theorem 5 (cf. [13, Theorem A]). If \((X, \phi)\) is a strongly \(h\)-expansive flow without fixed points, then \(H(\phi) = h(\phi)\).

Definition 6 [5]. We say that a flow \((X, \phi)\) is expansive if \(\forall \lambda > 0, \exists \varepsilon > 0\) with the property that if \(d(\phi_{\alpha(s)}x, \phi_{\alpha(s)}y) \leq \varepsilon\) for all \(s \in R\), for a pair of points \(x, y \in X\), and a continuous map \(\alpha: R \to R\) with \(\alpha(0) = 0\), then \(y = \phi_{\alpha(s)}x\), where \(|s| \leq \lambda\).

This definition is clearly independent of the metric. Smale’s Axiom A flows are also expansive when restricted to their nonwandering sets. For the definition of Axiom A flows and for more details see [2, 12].

Lemma 7 (cf. [5, Lemma 1]). If \((X, \phi)\) is an expansive flow, then each fixed point is an isolated point of \(X\).

This reduces the study of expansive flows to those without fixed points.

Proposition 8 (cf. [13, Proposition 4]). Every expansive flow \((X, \phi)\) is strongly \(h\)-expansive.

2. Example

In Proposition 3 we saw that \(\overline{U}(t, x, \varepsilon) = \bigcap_{\gamma > \varepsilon} U(t, x, \gamma)\) is a closed subset of \(X\). The following example shows that \(U(t, x, \gamma)\) is not necessarily a closed subset of \(X\).

Example 9. Consider two orbits \(\phi_s(x)\) and \(\phi_s(y)\) with \(0 \leq s \leq t\), as illustrated in Figure (a). Let \(N_r(p)\) denote the closed ball of radius \(r\) and center \(p\). Suppose \(\bar{x}\) is a point in \(\phi_{[0, t]}x\) and \(y_1, y_2\) and \(x_1, x_2\) are points in the orbits...
of $y$ and $x$ respectively that lie in the boundary of $N_\gamma(x)$ for some $\gamma > 0$ (as shown in Figure (a)). Assume $\alpha$ is any reparametrization of the orbit of $y$ and that $\varphi_{\alpha(s)}y = y_1$, for some $s_1$ with $0 < s_1 < t$. In order to keep $\varphi_{\alpha(s)}y$ and $\varphi_{s}x$ within distance $\gamma$ for all $0 \leq s \leq t$, $\varphi_{s}x$ must be to the right of $x$ (as shown in Figure (a)). Suppose further that $\varphi_{\alpha(s_2)}y = y_2$ for some $s_2$ necessarily greater than $s_1$. Then $\varphi_{s}x$ is also to the right of $x$. This means that $d(\varphi_{s}x, \varphi_{\alpha(s)}y) > \gamma$. Thus $y \notin U(t, x, y)$.

We describe a sequence $\{y_n\}$ such that $\lim_{n \to \infty} y_n = y$ and $y_n$ is in $U(t, x, y)$, for all $n$. This construction shows that $U(t, x, y)$ is not closed. Figure (b) illustrates one of the sequences $\{y_n\}$ and its orbits. Let $\{\varepsilon_n\}$ be a sequence of real numbers such that $\varepsilon_n \to 0$, respectively. Define the orbit of $y_n$ so that the points of $z_1$ and $z_2$ are within the interior of $N_\gamma(\varphi_{\varepsilon_n}x)$ (as shown in Figure (b)). Choose parameter values $s_1, s_2 > 0$ with $s_1 < s_2$ so that $\varphi_{s_1}x = r_1$ is between $x$ and $\varphi_{\varepsilon_n}x$, $\varphi_{s_2}x = r_2$ is to the right of $\varphi_{\varepsilon_n}x$, and at the same time $d(r_1, z_1) < \gamma$ and $d(r_2, z_2) < \gamma$. Then a reparametrization $\alpha$ can be assigned so that

$$d(\varphi_{s}x, \varphi_{\alpha(s)}y) < \gamma \quad \text{for all } 0 \leq s \leq t.$$ 

Thus $y_n \in U(t, x, y)$ for all $n$.

3. Topological entropy

In this section we will prove our conjecture raised in [13].
Theorem 10. If \((X, \varphi)\) is a continuous real flow without fixed points, then \(H(\varphi) = h(\varphi)\).

In [13] we investigated topological entropies of mutually conjugate expansive flows. As an application of Theorem 10 one can generalize these results to any mutually conjugate flows without fixed points but free of expansiveness. See Theorem B, Corollary 1, and Corollary 2 in [13].

Let \((X, \varphi)\) be a flow. First we define the following:

For \(E, F \subseteq X\) and \(\varepsilon > 0\) we say that \(E\) \((t, \varepsilon)\)-traces \(F\) (with respect to \(\varphi\)) if for each \(x \in F\), there exist \(e \in E\) and \(\alpha \in \text{Rep}(R)\) such that

\[d(\varphi_s x, \varphi_{\alpha(s)} e) \leq \varepsilon\quad \text{for all } 0 \leq s \leq t.\]

Let \(T_t(F, \varepsilon)\) denote the minimum cardinality of a set which \((t, \varepsilon)\)-traces \(F\). We define

\[T(\varphi|F, \varepsilon) = \limsup_{t \to \infty} \frac{1}{t} \log T_t(F, \varepsilon).\]

The following lemma shows that this limit exists. Notice that \(T(\varphi|F, \varepsilon)\) increases as \(\varepsilon\) decreases. Let \(T(\varphi|F, \varepsilon)\) by \(T(\varphi, \varepsilon)\) and \(T(\varphi|X)\) by \(T(\varphi)\). Note that \(T(\varphi) \leq h(\varphi)\). The following lemma shows that this definition \(T(\varphi)\) is equivalent to \(H(\varphi)\). From now on it is easier to deal with the definition of \(T(\varphi)\) rather than \(H(\varphi)\).

Lemma 11. Let \((X, \varphi)\) be a flow without fixed points.

(i) For all \(\lambda > 0\), there exists \(\varepsilon > 0\) such that \(T_{(1-\lambda)t}(X, \delta) \leq R_{t}(X, \delta)\) and \(R_{(1-\lambda)t}(X, \delta) \leq T_{t}(X, \delta)\) hold for all small enough \(\delta, 0 < \delta \leq \varepsilon\).

(ii) For \(\varepsilon_1 < \varepsilon_2\), \(T(\varphi, \varepsilon_1) \leq T(\varphi, \varepsilon_2)\).

Proof. Take \(\varepsilon > 0\) satisfying Lemma 2. Given \(0 < \delta < \varepsilon\), and suppose \(E\) is a \((t, \delta)\)-weakly spanning set of \(X\). Thus for every \(x \in X\), there exist \(e \in E\) and \(\alpha \in \text{Rep}(R)\) such that

\[d(\varphi_{\alpha(s)} x, \varphi_se) \leq \delta\quad \text{for all } 0 \leq s \leq t.\]

Take \(u = \alpha(s)\). Thus we have

\[d(\varphi_u x, \varphi_{\alpha^{-1}(u)} e) \leq \delta\quad \text{for all } 0 \leq \alpha(s) \leq \alpha(t).\]

Lemma 2 implies that

\[d(\varphi_u x, \varphi_{\alpha^{-1}(u)} e) \leq \delta\quad \text{for all } 0 \leq u \leq (1-\lambda)t.\]

This means that \(E\) is a \(((1-\lambda)t, \delta)\)-tracing set of \(X\). Hence \(T_{(1-\lambda)t}(X, \delta) \leq R_{t}(X, \delta)\). Similarly we show that \(R_{(1-\lambda)t}(X, \delta) \leq T_{t}(X, \delta)\). This finishes (i).

(ii) is obvious.

The following is a direct consequence of Lemma 11.

Lemma 12. Let \((X, \varphi)\) be a flow without fixed points. Then \(\forall \lambda > 0, \exists \varepsilon > 0\) such that

(i) \((1-\lambda)T(\varphi, \varepsilon) \leq H(\varphi, \varepsilon)\) and \((1-\lambda)H(\varphi, \varepsilon) \leq T(\varphi, \varepsilon)\).
(ii) \((1 - \lambda) T_*(\varphi, \varepsilon) \leq H_*(\varphi, \varepsilon)\) and \((1 - \lambda) H_*(\varphi, \varepsilon) \leq T_*(\varphi, \varepsilon)\), where
\[
T_*(\varphi, \varepsilon) = \liminf_{t \to \infty} \frac{1}{t} \log T_t(X, \varepsilon),
\]
and
\[
H_*(\varphi, \varepsilon) = \liminf_{t \to \infty} \frac{1}{t} \log R_t(X, \varepsilon).
\]

**Corollary 13.** If \((X, \varphi)\) is a flow without fixed points, then \(H(\varphi) = T(\varphi)\) and \(H_*(\varphi) = T_*(\varphi)\), where \(H_*(\varphi) = \lim_{\varepsilon \to 0} H_*(\varphi, \varepsilon)\) and \(T_*(\varphi) = \lim_{\varepsilon \to 0} T_*(\varphi, \varepsilon)\).

This corollary together with the following proposition finish the proof of Theorem 10.

**Proposition 14.** If \((X, \varphi)\) is a real flow without fixed points, then \(h(\varphi) = T(\varphi)\).

**Proof.** Fix \(\varepsilon \in X\). Given an interval \(I\) containing 0 and \(\delta > 0\) and \(0 < \varepsilon < \delta/3\), we shall say that a \(\alpha \in \text{Rep}(I)\) is \(\varepsilon\)-good if there is \(x \in X\) with
\[
d(\varphi_x, \varphi_{\alpha(s)}e) \leq \varepsilon \quad \text{for all } s \in I.
\]
Choose \(\theta > 0\) so that \(d(\varphi_x, z, z) \leq \delta/3\) whenever \(z \in X\) and \(|s| \leq \theta\). Given \(\tau > 0\), it is clear from Lemma 2 that we can choose \(\varepsilon > 0\) small enough so that if \(I\) is any interval containing 0 and \(\alpha \in \text{Rep}(I)\) is \(\varepsilon\)-good, then
\[
\{|\alpha(s_1) - s_1| - \{\alpha(s_2) - s_2|\} \leq \theta/8\tau,
\]
whenever \(s_1, s_2 \in I\) and \(|s_1 - s_2| \leq 1\) and so
\[
\{|\alpha(s_1) - s_1| - \{\alpha(s_2) - s_2|\} \leq \theta/4,
\]
whenever \(s_1, s_2 \in I\) and \(|s_1 - s_2| \leq \tau\). Associate to each \(\varepsilon\)-good \(\alpha \in \text{Rep}([0, t])\) the integer sequence
\[
\left\{\left\lfloor \frac{\alpha(k\tau) - k\tau}{\theta/4} \right\rfloor \right\}, \quad k = 0, 1, \ldots, \lfloor t/\tau \rfloor.
\]
Suppose that \(\alpha\) and \(\beta\) are \(\varepsilon\)-good reparametrizations of \([0, t]\) with the same associated sequence. Then for any \(s \in [0, t]\),
\[
|\alpha(s) - \beta(s)| = |\{\alpha(s) - s\} - \{\beta(s) - s\}|
\leq |\alpha(s/\tau) - s/\tau| - \beta(s/\tau) - [s/\tau] \tau| + \theta/4 + \theta/4
\leq \theta/2 + \theta/2 = \theta,
\]
and so \(d(\varphi_{\alpha(s)}e, \varphi_{\beta(s)}e) \leq \delta/3\) for \(0 \leq s \leq t\).

Now suppose that \(x, y \in X\) and there are \(\alpha, \beta \in \text{Rep}([0, t])\) such that \(d(\varphi_x, \varphi_{\alpha(s)}e) < \varepsilon\) and \(d(\varphi_y, \varphi_{\alpha(s)}e) < \varepsilon\) for \(0 < s < t\) and \(\alpha\) and \(\beta\) have the same associated sequence. Then for \(0 < s < t\),
\[
d(\varphi_x, \varphi_{\alpha(s)}e) \leq d(\varphi_{\alpha(s)}e, \varphi_{\beta(s)}e) + d(\varphi_{\alpha(s)}e, \varphi_{\alpha(s)}e) + d(\varphi_{\beta(s)}e, \varphi_{\alpha(s)}e)
\leq \varepsilon + \delta/3 + \varepsilon < \delta.
\]
For each integer sequence that can be associated with an \(\varepsilon\)-good \(\alpha \in \text{Rep}([0, t])\) choose one point \(x \in X\) with
\[
d(\varphi_x, \varphi_{\alpha(s)}e) \leq \varepsilon, \quad 0 \leq s \leq t.
\]
It is clear from the above that the set of chosen points \((t, \delta)\)-spans the set of points \((t, \varepsilon)\)-traced by \(\{\varepsilon\}\). Observe that the integer sequence associated with an \(\varepsilon\)-good reparametrization has the property that consecutive terms differ by at most 1 and that the initial term is 0. Hence there are at most

\[3^{\left\lfloor t/\tau \right\rfloor + 1} \leq 3^{3/t}\]

such sequences. This means that the set of points \((t, \varepsilon)\)-traced by \(\{\varepsilon\}\) is \((t, \delta)\)-spanned by a set with at most \(3^{3/t}\) elements. Thus one can begin with a \((t, \varepsilon)\)-tracing set of cardinality \(T'_t(X, \varepsilon)\), replace each element by at most \(3^{3/t}\) elements and obtain a \((t, \delta)\)-spanning set \(W\) with

\[\text{card } W \leq 3^{3/t}T'_t(X, \varepsilon)\].

Hence

\[\frac{1}{t} \log r_t(X, \varepsilon) \leq \frac{1}{t} \log 3 + \frac{1}{\tau} \log 3 + \frac{1}{t} \log T'_t(X, \delta)\]

and so

\[h(\phi, \delta) \leq \frac{1}{\tau} \log 3 + T(\phi, \varepsilon) \leq \frac{1}{\tau} \log 3 + T(\phi)\].

This is true for arbitrarily large \(\tau\) and arbitrarily small \(\delta\). Thus \(h(\phi) \leq T(\phi)\).

Since \(h(\phi) \geq T(\phi)\) is obvious, one has \(h(\phi) = T(\phi)\) and the proof is finished.

**4. Expansive flows**

Let \((X, \varphi)\) be a strongly \(h\)-expansive flow without fixed points. Then by Theorem 5 and Corollary 13 we have

\[h(\varphi) = \lim_{\varepsilon \to 0} \lim_{t \to \infty} \frac{1}{t} \log T'_t(X, \varepsilon)\].

In [3] Bowen has shown that if \((X, \varphi)\) is an expansive flow, then for small \(\varepsilon > 0\) we have

\[\frac{1}{t} \log r_t(X, \varepsilon) \to h(\varphi)\]

as \(t \to \infty\). In Proposition 14 we showed that \(h(\varphi) = T(\varphi)\), but it is not yet known whether \((1/t) \log T'_t(X, \varepsilon)\) converges to \(h(\varphi)\) for small \(\varepsilon > 0\). Theorem 22 is a result in this direction.

**Lemma 15.** \((X, \varphi)\) is an expansive flow if and only if \(\forall \lambda > 0, \exists \varepsilon > 0\) with the property that \(\forall \varepsilon_0 > 0, \exists T > 0\) such that for every \(x, y \in X\) and \(\alpha \in \text{Rep}(R)\) if \(d(\varphi_\alpha(x), \varphi_\alpha y) \leq \varepsilon\) for all \(|t| \leq T\), then \(d(\varphi_\alpha(x), y) \leq \varepsilon_0\) for some \(r \in [-\lambda, \lambda]\).

**Proof.** Splice together Lemma 9 in [14] and Theorem 3(ii) in [5].

**Lemma 16.** Let \((X, \varphi)\) be a flow without fixed points. Then \(\exists T_0 > 0\) such that if \(0 < T_1 \leq T_2 < T_0\), then \(\exists \gamma > 0\) with \(d(\varphi_{u}x, x) > \gamma\) for all \(u \in [T_1, T_2]\) and all \(x \in X\).

**Proof.** Let \(T_0\) satisfy Lemma 1. Define \(h: [T_1, T_2] \times X \to R\) by \(h(u, x) = d(\varphi_{u}x, x) > 0\). Continuity of \(h\) and compactness of \([T_1, T_2] \times X\) finish the proof.
Lemma 17. Let \((X, \varphi)\) be an expansive flow. Then \(\forall \lambda > 0, \ \exists \varepsilon > 0\) with the property that \(\forall \varepsilon_0 > 0, \ \exists T > 0\) such that if \(x, y \in X, \ \alpha \in \text{Rep}(R), \text{and } t > 0\) with
\[
d(\varphi_{\alpha(s)}y, \varphi_s x) \leq \varepsilon \quad \text{for all } -T \leq s \leq T + t,
\]
then there exist \(y' \in \varphi_{[-\lambda, \lambda]}y\) and a continuous map \(\beta : [0, t] \to R\) with \(\beta(0) = 0\) such that
\[
d(\varphi_{\beta(s)}y', \varphi_s x) \leq \varepsilon_0 \quad \text{for all } 0 \leq s \leq t.
\]
Proof. Given \(\lambda > 0\), with \(3\lambda < T_0\) take \(\varepsilon > 0\) satisfying Lemma 15. Also given \(\varepsilon_0 > 0\), take \(\xi > 0\) with \(\xi < \lambda\) and satisfying the property that \(d(x, \varphi_rx) < \varepsilon_0/3\) for all \(0 \leq r \leq \xi\). Using Lemma 16 we can choose \(\varepsilon_0' > 0\) such that \(\varepsilon_0' < \varepsilon_0/3\) and \(d(x, \varphi_u x) > \varepsilon_0' / 3\) for all \(u \in [\xi, 3\lambda]\). Let \(T > 0\) satisfy Lemma 15 with respect to \(\varepsilon_0'/3\). Now take \(\lambda > 0\) with the property that
\[
\begin{align*}
\text{(a)} & \quad 0 < \gamma < \xi, \\
\text{(b)} & \quad d(x, \varphi_u x) \leq \varepsilon_0'/3 \quad \text{for all } 0 \leq u \leq \gamma, \\
\text{(c)} & \quad |\alpha(t) - \alpha(s)| \leq \lambda \quad \text{provided that } |t - s| \leq \gamma \quad \text{(continuity of } \alpha).
\end{align*}
\]
Consider a sequence \(\{t_i\}_{i=0}^m\) with \(t_0 = 0, \ 0 < t_{i+1} - t_i < \gamma\), and \(t_m = t\). Now using Lemma 15 we can find a point \(y' \in \varphi_{[-\lambda, \lambda]}y\) and a sequence \(\{u_i\}_{i=0}^m\) with \(u_0 = 0, \ d(\varphi_{t_i} x, \varphi_{u_i} y') < \varepsilon_0'/3\) for all \(i = 0, 1, 2, \ldots, m\), and \(|u_i - \alpha(t_i)| \leq \lambda\) for all \(i = 1, 2, 3, \ldots, m\). Thus,
\[
d(\varphi_{u_i} y', \varphi_{u_{i-1}} y') \leq d(\varphi_{u_i} y', \varphi_{t_i} x) + d(\varphi_{t_i} x, \varphi_{u_{i-1}} x) + d(\varphi_{u_{i-1}} x, \varphi_{u_i} y')
\]
(i) \[
\leq \varepsilon_0'/3 + \varepsilon_0'/3 + \varepsilon_0'/3 = \varepsilon_0'.
\]
Continuity of \(\alpha\) and property (c) imply that
\[
|\alpha(t_i) - \alpha(t_{i-1})| \leq \lambda \quad \text{for all } i = 1, 2, \ldots, m.
\]
Hence
\[
|u_i - u_{i-1}| \leq |u_i - \alpha(t_i)| + |\alpha(t_i) - \alpha(t_{i-1})| + |\alpha(t_{i-1}) - u_{i-1}| \leq 3\lambda.
\]
This together with (i) and Lemma 16 force \(|u_i - u_{i-1}|\) to be less than \(\xi\). Now define \(\beta : [0, t] \to R\) by \(\beta(t_i) = u_i\) and by linearity on each interval \([t_i, t_{i+1}]\).
Thus for \(t_i \leq s \leq t_{i+1}\) we have
\[
d(\varphi_{s} x, \varphi_{\beta(s)} y') \leq d(\varphi_{s} x, \varphi_{t_i} x) + d(\varphi_{t_i} x, \varphi_{u_i} y') + d(\varphi_{u_i} y', \varphi_{\beta(s)} y')
\]
\[
\leq \varepsilon_0'/3 + \varepsilon_0'/3 + \varepsilon_0/3 = \varepsilon_0.
\]
This finishes the proof.

The proof of the following lemma is contained in the proof of Theorem 3 in [5].

Lemma 18. Let \((X, \varphi)\) be a flow without fixed points. Then \(\forall \xi, 0 < \xi < T_0/3\), \(\exists \varepsilon_0 > 0\) and \(\exists \tau > 0\) such that for every \(x, y \in X\) and every continuous
\[ \alpha: R \to R \text{ with } \alpha(0) = 0 \text{ if } d(\phi_s x, \phi_{\alpha(s)} y) < \epsilon_0 \text{ for all } 0 \leq s \leq t, \text{ then } \alpha(s + \xi) - \alpha(s) \geq \tau \text{ for all } 0 \leq s \leq t. \]

**Lemma 19.** Let \( (X, \phi) \) be an expansive flow. Then \( \forall \lambda > 0, \exists \epsilon > 0 \) with the property that \( \forall \epsilon_0 > 0, \exists T > 0 \) such that if \( x, y \in X, \alpha \in \text{Rep}(R), \) and \( t > 0 \) with \( d(\phi_{\alpha(s)} y, \phi_s x) \leq \epsilon \) for all \( -T \leq s \leq T + t \), then there exist \( y' \in \phi_{[-\lambda, \lambda]} y \) and \( h \in \text{Rep}(R) \) such that

\[ d(\phi_{h(s)} y', \phi_s x) \leq \epsilon_0 \text{ for all } 0 \leq s \leq t. \]

**Proof.** Given \( \lambda > 0 \), choose \( \epsilon > 0 \) satisfying Lemma 17. Now for any \( \epsilon_0 > 0 \) we can choose \( n \) sufficiently large so that \( 0 < t/n \leq T_0/3 \) and \( d(x, \phi_u x) < \epsilon_0/2 \) for all \( 0 \leq u \leq t/n \) and for all \( x \in X \). Choose \( \epsilon'_0 \) with \( 0 < \epsilon'_0 < \epsilon_0/2 \) and \( \tau > 0 \) satisfying Lemma 18 with respect to \( t/n \) (i.e., \( \alpha(t/n + s) - \alpha(s) \geq \tau \)). Also let \( T > 0 \) satisfy Lemma 17 with respect to \( \epsilon'_0 \). Now assume

\[ d(\phi_s x, \phi_{\alpha(s)} y) < \epsilon \text{ for all } -T \leq s \leq T + t \]

for some \( x, y \in X \) and \( \alpha \in \text{Rep}(R) \). Thus by Lemma 17 there exist \( y' \in \phi_{[-\lambda, \lambda]} y \) and a continuous \( \beta[0, t] \to R \) with \( \beta(0) = 0 \) such that

\[ d(\phi_{\beta(s)} y', \phi_s x) \leq \epsilon' \text{ for all } 0 \leq s \leq t. \]

Now using Lemma 18 we have \( \beta(s + t/n) - \beta(s) \geq \tau \) for all \( 0 \leq s \leq (n+1)t/n \). Define \( h: [0, t] \to R \) by \( h(it/n) = \beta(it/n) \) for all \( i = 0, 1, 2, \ldots \), and by linearity on each \( [it/n, (i+1)t/n] \). It is obvious that \( h \) is an increasing homeomorphism from \( [0, t] \) onto its image and can be extended to \( h \in \text{Rep}(R) \). Now for \( s \in [it/n, (i+1)t/n] \), there exists \( s' \in [it/n, (i+1)t/n] \) with \( h(s) = \beta(s') \). Hence

\[ d(\phi_{s} x, \phi_{h(s)} y') = d(\phi_{s} x, \phi_{\beta(s')} y') \leq d(\phi_{s} x, \phi_{\beta(s')} x) + d(\phi_{\beta(s')} y', \phi_{s} x). \]

This finishes the proof.

**Proposition 20.** Let \( (X, \phi) \) be an expansive flow. Then \( \exists \epsilon > 0 \) such that

\[ T(\phi) = T(\phi, \epsilon) \text{ and } T_*(\phi) = T(\phi, \epsilon). \]

**Proof.** Given \( \lambda > 0 \), choose \( \epsilon > 0 \) satisfying Lemma 19 with respect to \( \lambda \). For any \( \epsilon_0 > 0 \), there exists \( T > 0 \) also satisfying Lemma 19. Suppose \( E \) is a \( (2T + t, \epsilon) \)-tracing set of \( X \) (i.e., \( \forall x \in X, \exists y \in E \text{ and } \exists \alpha \in \text{Rep}(R) \) such that \( d(\phi_{\alpha(s)} y, \phi_s x) \leq \epsilon \) for all \( 0 \leq s \leq 2T + t \)). Take \( u = s - T \) and therefore

\[ d(\phi_{\alpha(u+T)} y, \phi_{u+T} x) \leq \epsilon \text{ for all } -T \leq u \leq T + t. \]

Hence

\[ d(\phi_{\alpha(u+T) - \alpha(T)} y, \phi_u \phi_T x) \leq \epsilon \text{ for all } -T \leq u \leq T + t. \]

Let \( \beta(u) = \alpha(u+T) - \alpha(T) \). Then \( \beta \in \text{Rep}(R) \) and

\[ d(\phi_{\beta(u)} \phi_{\alpha(T)} y, \phi_u \phi_T x) \leq \epsilon \text{ for all } -T \leq u \leq T + t. \]
Using Lemma 19, there exists \( y' \in \varphi_{[-\lambda , \lambda]}(\varphi(x(T))^y \) and \( h \in \text{Rep}(R) \) so that
\[
d(\varphi h(s)y', \varphi s \varphi^{-1} x) \leq \varepsilon_0 \quad \text{for all } 0 \leq s \leq t.
\]
Now applying Lemma 2 we have \( (1 - \lambda)T \leq \alpha(T) \leq (1 + \lambda)T \). Thus \( y' = \varphi(v) \) with \( v \in [(1 - \lambda)T - \lambda, (1 + \lambda)T + \lambda] \). Fix a sufficiently large integer \( n \) such that if \( \delta = 2\lambda(T + 1)/n \), then \( d(\varphi \delta x, x) \leq \varepsilon_0 \) for all \( x \in X \). Now for \( y \in E \), take \( z = \varphi_{(1 - \lambda)T - \lambda}y \) and define
\[
E_y = \{z, \varphi \delta z, \delta^2 z, \ldots, \varphi_{n\delta} z\}.
\]
It is obvious that \( E_y \) is a \((t, \varepsilon_0)\)-spanning set of
\[
\{\varphi v y : v \in [(1 - \lambda)T - \lambda, (1 + \lambda)T + \lambda]\}
\]
whose cardinality \( \leq n + 1 \). Let \( W = \bigcup_{y \in E_y} E_y \). Then
\[
\text{card}(W) \leq (n + 1) \text{card}(E).
\]
To show that \( W \) is a \((t, 2\varepsilon_0)\)-tracing set of \( X \), let \( x \in X \) and take \( \varphi \tau x \). Then since \( E \) is a \((2T + t, \varepsilon)\)-tracing set of \( X \), there exist \( y \in E \) and \( \alpha \in \text{Rep}(R) \) so that
\[
d(\varphi \alpha(s)y, \varphi s x) \leq \varepsilon \quad \text{for all } 0 \leq s \leq 2T + t.
\]
By taking \( u = s - T \) we have
\[
d(\varphi \alpha(u+t)y, \varphi u x) \leq \varepsilon \quad \text{for all } -T \leq s \leq T + t.
\]
Hence
\[
d(\varphi \alpha(u+t)-\alpha(T) \varphi \alpha(T)y, \varphi u x) \leq \varepsilon \quad \text{for all } -T \leq s \leq T + t.
\]
Lemma 19 implies that there exist \( y' \in \varphi_{[-\lambda , \lambda]}(\varphi(x(T))^y \) and \( h \in \text{Rep}(R) \) so that
\[
d(\varphi h(u)y', \varphi h(u) x) \leq \varepsilon_0 \quad \text{for all } 0 \leq u \leq t.
\]
Since \( y' \in \{\varphi v y : v \in [(1 - \lambda)T - \lambda, (1 + \lambda)T + \lambda]\} \)
by Lemma 2, it follows that there exists \( w \in E_y \) with
\[
d(\varphi h(u)y', \varphi h(u) w) \leq \varepsilon_0 \quad \text{for all } u \in R.
\]
The triangle inequality implies that
\[
d(\varphi h(u) w, \varphi u x) \leq 2\varepsilon_0 \quad \text{for all } 0 \leq u \leq t.
\]
This shows that \( W \) is a \((t, 2\varepsilon_0)\)-tracing set of \( X \). This means that \( T(\varphi, \varepsilon) \leq T(\varphi, \varepsilon) \) and \( T^\ast(\varphi, \varepsilon) \leq T^\ast(\varphi, \varepsilon) \) for any \( \varepsilon > 0 \). Thus \( T(\varphi) = T(\varphi, \varepsilon) \) and \( T^\ast(\varphi) = T^\ast(\varphi, \varepsilon) \), and the proof is finished.

**Proposition 21.** If \((X, \varphi)\) is an expansive flow without fixed points, then \( T(\varphi) = T^\ast(\varphi) \).

**Proof.** It is easy to adapt the proof of Proposition 5 and Theorem A in [13] to show that
\[
(1 - \lambda)h(\varphi) = \lim_{s \to -\infty} \frac{1}{s} \log \text{card}(E) = H^\ast(\varphi, \varepsilon).
\]
Lemma 12 implies that \((1 - \lambda)H_\epsilon(\varphi, \epsilon) \leq T_\epsilon(\varphi, \epsilon)\). Thus, \((1 - \lambda)^2 h(\varphi) \leq T_\epsilon(\varphi, \epsilon)\). But \(T_\epsilon(\varphi, \epsilon) \leq T(\varphi, \epsilon) \leq T(\varphi) \leq h(\varphi)\). Therefore,

\[
T(\varphi, \epsilon) - T_\epsilon(\varphi, \epsilon) \leq 2\lambda h(\varphi) - \lambda^2 h(\varphi) \leq \gamma.
\]

As \(\gamma \to 0\) we have \(T(\varphi) = T_\epsilon(\varphi)\).

Combining this proposition with Corollary 13 and Proposition 20, we have

**Theorem 22.** If \((X, \varphi)\) is an expansive flow, then \(\exists \epsilon > 0\) such that

\[
h(\varphi) = \lim_{t \to \infty} \frac{1}{t} \log T_t(X, \epsilon).
\]

Note that this theorem sharpens Bowen's result from [3].

5. **Global entropy**

In this section we would like to answer an important question whether the topological entropy can be defined globally on local cross sections (i.e., whether the present can tell us about the past and the future).

Let \((X, \varphi)\) be a flow without fixed points. \(S \subseteq X\) is called a local cross section of time \(\xi > 0\) if \(S\) is a closed subset of \(X\) and \(S \cap \varphi_{[-\xi, \xi]} x = \{x\}\) for all \(x \in S\). If \(S\) is a cross section of time \(\xi\), then \(\varphi_{[-\xi, \xi]} S\) and \(S \times [-\xi, \xi]\) are homemorphic. By the interior \(S^*\) of \(S\) we mean the set \(S \cap \text{int}(\varphi_{[-\xi, \xi]} S)\). Note that \(\varphi_{[-\epsilon, \epsilon]} S^*\) is open in \(X\) for every \(0 < \epsilon \leq \xi\). A theorem of Whitney [16], asserts that for each \(x \in X\) there is a local cross section \(S_x\) of time \(v_x\) with \(x \in S_x^*\). For more details see also [5].

**Lemma 23** (cf. [5, Lemma 7]). Let \((X, \varphi)\) be a flow without fixed points. Then there is a \(\xi > 0\) such that for each \(\alpha > 0\) we can find a finite family \(S = \{S_1, S_2, \ldots, S_m\}\) of pairwise local cross sections of time \(\xi\) and diameter at most \(\alpha\) so that

\[
X = \varphi_{[-\alpha, 0]} S^+ = \varphi_{[0, \alpha]} S^+, \quad \text{where} \quad S^+ = \bigcup_{i=1}^{m} S_i.
\]

Take \(\alpha < \xi/3\) in the above lemma and let \(\beta\) be the minimum time distance between sections of \(S\), i.e.,

\[
\beta = \sup\{\delta > 0: \forall x \in S^+ \text{ we have } \varphi_{(0, \delta]} x \cap S^+ = \emptyset\}.
\]

Note that \(0 < \beta \leq \alpha\). Take \(p > 0\) with \(0 < p < \beta/2\), \(p < T_0/2\), and \(p < \xi/2\). For \(S \in S\) let \(D_p = \varphi_{[-p, p]} S\) and define a projection map \(\pi_p: D_p \to S\) by \(\pi_p(x) = \varphi_t(x)\) where \(\varphi_t(x) \in S\) and \(|t| \leq p\). Since \(2p < \xi\), it follows that \(\pi_p\) is well defined, continuous, and onto \(S\) [10]. Keynes and Sears in [10] used the idea of local cross section and have shown that a flow supporting expansiveness must be finite dimensional.

From now on and as a standing hypothesis we assume that every flow \((X, \varphi)\) with no fixed points has a fixed family \(S\) of local cross section satisfying Lemma 23 and the above argument.

We would like to raise the following:
Conjecture. If \((X, \varphi)\) is an expansive flow, then there is a metric \(\rho\) compatible with the relative topology on \(S^+\) and there is \(\lambda\) with \(0 < \lambda < 1\) such that

\[
h(\varphi) = \lim_{t \to \infty} \frac{1}{t} \log N_\rho(\lambda^t),
\]

where \(N_\rho(\lambda^t)\) is the minimum cardinality of a \(\lambda^t\)-net of \(X\).

Note that \(N_\rho(\lambda^t) = r_0(S^+, \lambda^t)\) with respect to the metric \(\rho\) on \(S^+\).

In this section we will use an adaptation of work by Reddy [11] to prove this conjecture under certain additional assumptions.

The following lemma can be proved also by using a similar argument to that used in Lemma 19.

Lemma 24. Let \((X, \varphi)\) be an expansive flow. Then \(\forall \lambda > 0, \exists \varepsilon > 0\) with the property that \(\forall \varepsilon_0 > 0, \exists T > 0\) such that if \(x, y \in X, \alpha \in \text{Rep}(R), \text{and } t > 0\) with

\[
dil(\alpha(s), y) > Vsx) ^ \varepsilon\text{ for all } - T - t < s < T + t,
\]

then there exist \(y' \in [\alpha, \lambda]\) \(\text{and } h \in \text{Rep}(R)\) such that

\[
d(\varphi_{\alpha(s)}y', \varphi_s x) \leq \varepsilon_0 \text{ for all } - t < s < t.
\]

Lemma 25. Let \((X, \varphi)\) be an expansive flow. Then \(\exists \varepsilon > 0\) with the property that \(\forall \varepsilon_0 > 0, \exists T > 0\) such that if \(x, y \in S^+, \alpha \in \text{Rep}(R), \text{and } t > 0\) with

\[
d(\varphi_{\alpha(s)}y, \varphi_s x) < \varepsilon \text{ for all } - T - t < s < T + t,
\]

then \(\exists h \in \text{Rep}(R)\) such that

\[
d(\varphi_{h(s)}y', \varphi_s x) \leq \varepsilon_0 \text{ for all } - t < s < t.
\]

Proof. Given \(\lambda > 0\) with \(\lambda < p\), take \(\varepsilon > 0\) satisfying Lemma 24 with respect to \(\lambda\) such that if \(x, y \in S^+\) with \(d(x, y) \leq \varepsilon\), then \(x, y \in S\) for some \(S \in S\). Given \(\varepsilon_0 > 0\), take \(r > 0\), with \(r < \lambda\) and \(d(x, \varphi_u x) \leq \varepsilon_0 / 2\) for all \(|u| \leq r\) and every \(x \in X\). By Lemma 16 take \(\gamma > 0\) with \(\gamma < \varepsilon_0 / 2\) so that \(d(x, \varphi_u x) \leq \gamma\) for all \(u \in [r, p]\). Choose \(\gamma' > 0\) with \(\gamma' < \gamma / 2\) and satisfy the continuity of \(\pi_p\) with respect to \(\gamma / 2\). Also let \(T\) satisfy Lemma 24 with respect to \(\gamma'\) and assume

\[
d(\varphi_{\alpha(s)}y, \varphi_s x) \leq \varepsilon_0 \text{ for all } - T - t < s < T + t.
\]

Thus by Lemma 24, there exist \(y' \in [\alpha, \lambda]\) \(\text{and } h \in \text{Rep}(R)\) such that

\[
d(\varphi_{h(s)}y', \varphi_s x) \leq \gamma' \text{ for all } - t < s < t.
\]

When \(s = 0\), \(d(y', x) \leq \gamma'\). Thus by continuity of \(\pi_p\) we have \(d(\pi_p y', \pi_p x) \leq \gamma / 2\). But \(\pi_p x = x\) and \(\pi_p y' = y\), therefore \(d(y, x) \leq \gamma / 2\). The triangle inequality implies that \(d(y, y') \leq \gamma\). This with Lemma 16 forces the time distances between \(y\) and \(y'\) to be at most \(r\). This means that

\[
d(\varphi_{h(s)}y, \varphi_{h(s)}y') \leq \varepsilon_0 / 2 \text{ for all } s \in R.
\]
Again using triangle inequality we have
\[ d(\varphi_{h(s)}y, \varphi_s x) \leq \varepsilon_0 \quad \text{for all } -t \leq s \leq t, \]
and the proof is finished.

Let \((X, \varphi)\) be any flow. For \(E, F \subseteq X\) and \(\varepsilon > 0\) we say that \(E\) \((\overline{t}, \varepsilon)\)-traces \(F\) (with respect to \(\varphi\)) if each \(x \in F\), there exist \(e \in E\) and \(\alpha \in \text{Rep}(R)\) such that
\[ d(\varphi_{\alpha(s)} e, \varphi_s x) \leq \varepsilon \quad \text{for all } -t \leq s \leq t. \]
Let \(\overline{T}_t(X, \varepsilon)\) be the smallest cardinality of any \((\overline{t}, \varepsilon)\)-tracing set of \(X\). Define
\[ \overline{T}(\varphi, \varepsilon) = \limsup_{t \to \infty} \frac{1}{t} \log \overline{T}_t(X, \varepsilon), \]
and
\[ \overline{T}(\varphi) = \lim_{\varepsilon \to 0} \overline{T}(\varphi, \varepsilon). \]

The following lemma shows that these limits exist. We call \(\overline{T}(\varphi)\) two-sided topological entropy.

**Lemma 26.** Let \((X, \varphi)\) be a flow without fixed points. Then \(\overline{T}(\varphi) = 2T(\varphi)\).

**Proof.** Given \(\lambda > 0\), take \(\varepsilon > 0\) satisfying Lemma 2 with respect to \(\lambda\). Let \(E\) be any \((2t, \varepsilon)\)-tracing set of \(X\). Thus for \(\varphi_{-t} x \in X\), there exist \(e \in E\) and \(\alpha \in \text{Rep}(R)\) such that
\[ d(\varphi_{\alpha(s)} e, \varphi_s \varphi_{-t} x) \leq \varepsilon \quad \text{for all } 0 < s < 2t. \]
Let \(u = s - t\). Then
\[ d(\varphi_{\alpha(u+t)-\alpha(t)} \varphi_{\alpha(t)} e, \varphi_u x) \leq \varepsilon \quad \text{for all } -t \leq u \leq t. \]
Thus,
\[ d(\varphi_{\beta(u)} \varphi_{\alpha(t)} e, \varphi_u x) \leq \varepsilon \quad \text{for all } -t \leq u \leq t, \]
where \(\beta(u) = \alpha(u + t) - \alpha(t)\). By Lemma 2 we have \(\alpha(t) \in [(1 - \lambda)t, (1 + \lambda)t]\). Fix \(r > 0\) sufficiently small such that \(d(\varphi_u x, x) \leq \varepsilon\) for all \(x \in X\) and for all \(|u| \leq r\). Now for every \(e \in E\) we consider the set
\[ E_e = \{\varphi_{(1-\lambda)t} e, \varphi_{(1-\lambda)t+r} e, \ldots, \varphi_{(1-\lambda)t+nr} e\}, \]
where \(n\) is a positive integer with \(2\lambda t \leq nr \leq 2\lambda t + 1\). Take \(W = \bigcup_{e \in E} E_e\). Thus \(W\) is a \((t, 2\varepsilon)\)-tracing set of \(X\) and
\[ \text{card}(W) \leq (n + 1) \text{card}(E). \]
Hence
\[ \text{card}(W) \leq ((2\lambda t + 1)/r + 1) \text{card}(E), \]
and
\[ \frac{1}{t} \log \text{card}(W) \leq \frac{1}{t} \log((2\lambda t + 1)/r + 1) + \frac{1}{t} \log \text{card}(E). \]
This means that \(\overline{T}(\varphi, 2\varepsilon) \leq 2T(\varphi, \varepsilon)\). Using a similar argument we can show that \(2T(\varphi, 2\varepsilon) \leq \overline{T}(\varphi, \varepsilon)\), and the proof is finished.
Using the proof of the above lemma and Theorem 22 we can show

**Corollary 27.** If \((X, \varphi)\) is an expansive flow, the \(\exists \epsilon > 0 \) such that

\[
\overline{T}(\varphi) = \lim_{t \to \infty} \frac{1}{t} \log \overline{T}_t(X, \epsilon).
\]

**Lemma 28.** Let \((X, \varphi)\) be a flow without fixed points and let \(F\) be any closed subset of \(X\) with \(\varphi_{[0,r]} F = X\) for some \(r > 0\). Then

(i) \(h(\varphi|F) = h(\varphi)\),
(ii) \(T(\varphi|F) = T(\varphi)\),
(iii) \(\overline{T}(\varphi|F) = \overline{T}(\varphi)\),
(iv) \(\overline{T}(\varphi|F) = 2T(\varphi|F)\).

**Proof.** Given \(\lambda > 0\), take \(\epsilon > 0\) satisfying Lemma 2 with respect to \(\lambda\). To prove (ii), let \(E\) be any \((t, \epsilon)\)-tracing set of \(F\). Fix a large positive integer \(n\) such that \(d(x, \varphi_n x) \leq \epsilon \) for all \(|u| \leq r(1+\lambda)/n\). For \(e \in E\) define

\[E_e = \{e, \varphi_\delta e, \varphi_{2\delta} e, \ldots, \varphi_{n\delta} e\},\]

where \(\delta = r(1+\lambda)/n\). It is obvious that for any \(s > 0\) we have \(E_e\) is a \((s, \epsilon)\)-spanning set of the set \(\varphi_{[0,r(1+\lambda)]} F\) and \(\text{card}(E_e) \leq n + 1\). Take \(W = \bigcup_{e \in E} E_e\).

In order to prove that \(W\) is a \((t-r, 2\epsilon)\)-tracing set of \(X\), let \(x \in X\). Take \(v > 0\) with \(0 < v \leq r\) and \(\varphi_{-v} x \in F\). Thus there exist \(e \in E\) and \(\alpha \in \text{Rep}(\mathbb{R})\) so that

\[d(\varphi_s \varphi_{-v} x, \varphi_{\alpha(s)} e) \leq \epsilon \quad \text{for all} \quad 0 \leq s \leq t.\]

Let \(u = s - v\). Then

\[d(\varphi_u x, \varphi_{\alpha(u+v)} e) \leq \epsilon \quad \text{for all} \quad 0 \leq s \leq t - r.\]

Thus,

\[d(\varphi_u x, \varphi_{\beta(u)} \varphi_{\alpha(v)} e) \leq \epsilon \quad \text{for all} \quad 0 \leq s \leq t - r,\]

where \(\beta(u) = \alpha(u + v) - \alpha(v)\). Using Lemma 2 we have \(\alpha(v) \in [0, (1+\lambda)r]\). Therefore there exists \(w \in E_e\) such that

\[d(\varphi_s w, \varphi_s \varphi_{\alpha(v)} e) \leq \epsilon \quad \text{for all} \quad s \geq 0.\]

Thus by the triangle inequality we have

\[d(\varphi_s w, \varphi_s x) \leq 2\epsilon \quad \text{for all} \quad 0 \leq s \leq t - r.\]

This means that \(W\) is a \((t-r, 2\epsilon)\)-tracing set of \(X\) with \(\text{card}(W) \leq (n+1) \text{card}(E)\). This implies that \(T(\varphi) \leq T(\varphi|F)\). But we know that \(T(\varphi|F) \leq T(\varphi)\). Therefore \(T(\varphi) = T(\varphi|F)\) and the proof of (ii) is finished.

The proof of (i) and (iii) is similar to the above and is an easy exercise for the reader.

Using Lemma 27 with (ii) and (iii) we have \(\overline{T}(\varphi|F) = \overline{T}(\varphi) = 2T(\varphi) = 2T(\varphi|F)\). This finishes (iv).

**Definition 29.** We say that a flow \((X, \varphi)\) is a uniformly expansive if \((X, \varphi)\) is expansive with the property that there are \(r, \epsilon > 0\) such that if \(x, y \in X\), \([T_1, T_2]\) is an interval containing zero, and \(\alpha \in \text{Rep}(\mathbb{R})\) with

\[d(\varphi_{\alpha(s)} x, \varphi_s y) \leq \epsilon \quad \text{for all} \quad T_1 \leq s \leq T_2,\]

then \(|\alpha(s) - s| \leq r\) for all \(T_1 \leq s \leq T_2\).
Axiom A flows satisfy Definition 29 because Lemma 3.2 in [7] and Proposition 1.6 in [2] show that they satisfy an even stronger property.

(5.1) **Standing hypothesis.** We shall assume throughout the remainder of this section that \((X, \varphi)\) is a uniformly expansive flow.

Lemma 7 reduces the study of expansive flows to those without fixed points. Let \((X, \varphi)\) be a flow and fix \(r > 0\) satisfying Definition 29.

**Lemma 30.** \(\exists \varepsilon > 0\) with the property that \(\forall \varepsilon_0, r > 0, \exists T > 0\) such that if \(x, y \in S^+\) and \(\varphi \in \text{Rep}(R)\) and \(t > 0\) with
\[
d(\varphi_{\alpha(s)}y, \varphi_s x) \leq \varepsilon \quad \text{for all} \quad -T - t \leq s \leq T + t,
\]
then \(\exists h \in \text{Rep}(R)\) such that
\[
D(\varphi_{h(s)} y, \varphi_s x) \leq \varepsilon_0 \quad \text{for all} \quad -t - 2r \leq s \leq t + 2r.
\]

**Proof.** Take \(\varepsilon\) satisfying Lemma 25. Also given \(\varepsilon_0 > 0\), take \(\delta > 0\) such that if \(d(x, y) \leq \delta\), then \(d(\varphi_l x, \varphi_l y) \leq \varepsilon_0\) for all \(|t| \leq 2r\). Thus there exists \(T > 0\) which satisfies Lemma 25 with respect to \(\delta\), and the rest follows easily.

From now on fix \(\varepsilon > 0\) satisfying Lemma 30 and with the property that if \(x, y \in S^+\) and \(d(x, y) \leq \varepsilon\), then \(x, y \in S\) for some \(S \in \mathcal{S}\).

For \(t \geq 0\) define,
\[
W_t = \{(x, y) \in S^+ \times S^+: d(\varphi_{\alpha(s)}x, \varphi_s y) \leq \varepsilon, d(\varphi_{\beta(s)}y, \varphi_s x) \leq \varepsilon
\]
for some \(\alpha, \beta \in \text{Rep}(R)\) and for all \(-t \leq s \leq t\).

Fix \(\varepsilon_0 > 0\) small enough such that \(3\varepsilon_0 \leq \varepsilon\). Also fix \(T > 0\) which satisfies Lemma 30 with respect to \(\varepsilon_0\). Define \(V_0 = W_0 = S^+ \times S^+\) and \(V_n = W_{nT}\) for \(n = 1, 2, 3, \ldots\).

**Lemma 31.** The sequence \(\{V_n\}\) is a nested sequence of symmetric neighborhoods of \(\Delta = \{(x, x): x \in S^+\}\) whose intersection is \(\Delta\) such that \(V_{n+1} \circ V_{n+1} \circ V_{n+1} \subseteq V_n\) for all \(n \geq 0\).

**Proof.** Let \((x, y) \in V_n\) for all \(n \geq 0\). Lemma 25 implies that for any arbitrary \(\delta > 0\), there exists a positive integer \(n\) such that if \((x, y) \in V_n\), then \(d(x, y) \leq \delta\). This means that \(x = y\). Thus, \(\bigcap V_n = \Delta\). To prove \(V_{n+1} \circ V_{n+1} \circ V_{n+1} \subseteq V_n\), let \((x, y) \in V_{n+1} \circ V_{n+1} \circ V_{n+1}\). There exist \(a, b \in S^+\) and \(\alpha_i, \beta_i \in \text{Rep}(R)\) for \(i = 1, 2, 3\) such that for all \(s\) with \(-(n+1)T \leq s \leq (n+1)T\) we have
\[
d(\varphi_{\alpha_i(s)} x, \varphi_s a) \leq \varepsilon \quad \text{and} \quad d(\varphi_{\beta_i(s)} a, \varphi_s x) \leq \varepsilon,
\]
and
\[
d(\varphi_{\alpha_j(s)} b, \varphi_s y) \leq \varepsilon \quad \text{and} \quad d(\varphi_{\beta_j(s)} y, \varphi_s b) \leq \varepsilon.
\]
Using Lemma 30, there exist \(h_i, \gamma_i \in \text{Rep}(R)\) for \(i = 1, 2, 3\) such that for all \(s\) with \(-nT - 2r \leq s \leq nT + 2r\) we have
\[
(i) \quad d(\varphi_{h_i(s)} x, \varphi_s a) \leq \varepsilon_0 \quad \text{and} \quad d(\varphi_{\gamma_i(s)} a, \varphi_s x) \leq \varepsilon_0.
\]
(ii) \( d(\varphi_{h_2(s)}a, \varphi_s b) \leq \varepsilon_0 \) and \( d(\varphi_{h_2(s)} b, \varphi_s a) \leq \varepsilon_0 \), and

(iii) \( d(\varphi_{h_1(s)} b, \varphi_s v) \leq \varepsilon_0 \) and \( d(\varphi_{h_1(s)} v, \varphi_s b) \leq \varepsilon_0 \).

By Definition 29 we have \(|h_i(s) - s| \leq r\) and \(|\beta_i(s) - s| \leq r\) for all \( i = 1, 2, 3 \) and for all \(-nT - 2r \leq s \leq nT + 2r\). Thus replacing \( h_2(s) \) by \( s \) in (i) we have

\[
d(\varphi_{h_1h_2(s)} x, \varphi_{h_2(s)} a) \leq \varepsilon_0 \quad \text{for all} \quad -nT - r \leq h_2(s) \leq nT + r.
\]

The triangle inequality and (ii) imply

\[
d(\varphi_{h_1h_2(s)} x, \varphi_s b) \leq 2\varepsilon_0 \quad \text{for all} \quad -nT - r \leq s \leq nT + r.
\]

Again by replacing \( h_3(s) \) by \( s \) we have

\[
d(\varphi_{h_1h_2h_3(s)} x, \varphi_{h_1(s)} b) \leq 2\varepsilon_0 \quad \text{for all} \quad -nT \leq s \leq nT.
\]

The triangle inequality and (iii) imply

\[
d(\varphi_{h(s)} x, \varphi_s y) \leq 3\varepsilon_0 \quad \text{for all} \quad -nT \leq s \leq nT,
\]

where \( h = h_1h_2h_3 \). Similarly we can show that

\[
d(\varphi_{\beta(s)} y, \varphi_s x) \leq 3\varepsilon_0 \quad \text{for all} \quad -nT \leq s \leq nT,
\]

where \( \beta = \beta_3\beta_2\beta_1 \). But \( 3\varepsilon_0 \leq \varepsilon \). Thus \((x, y) \in V_n \) and the proof is finished.

The following is an immediate consequence of the above lemma and the metrization lemma [9].

**Lemma 32.** There is a metric \( \rho \) on \( S^+ \) compatible with the relative topology of \( S^+ \) such that

\[
N(\Delta; 1/2^n + 1) \subseteq V_n \subseteq N(\Delta; 1/2^n)
\]

for \( n \geq 1 \).

Now consider the flow \( \psi \) on \( X \) defined by \( \psi_t(x) = \varphi_{sT}(x) \) for all \( x \in X \) (i.e., \( \psi_1 = \varphi_T \)). It is well known that \( \psi \) is also uniformly expansive on \( X \) and \( h(\psi) = Th(\varphi) \) [5, 1].

**Proposition 33.** \( \overline{T}(\psi) = \lim_{t \to \infty} (1/t) \log N_\rho((1/2)^t) \).

**Proof.** Let \( E \) be any \((n + r, \varepsilon)\)-tracing set of \( S^+ \) (i.e., for any \( x \in S^+ \), there exist \( e \in E \) and \( \alpha \in \text{Rep}(R) \) so that \( d(\psi_\alpha(s)e, \varphi_s x) \leq \varepsilon \) for all \(-n - r \leq s \leq n + r\)). Thus \( d(\psi_u e, \psi_{\alpha^{-1}(u)} x) \leq \varepsilon \) for all \(-n \leq s \leq n\), where \( u = \alpha(s) \). This means that \((e, x) \in V_n \). Hence \((e, x) \in N(\Delta; 1/2^n)\) and therefore \( N_\rho((1/2)^n) \leq \overline{T}_{n+1}(S^+, \varepsilon) \). This implies that

\[
\lim_{n \to \infty} \frac{1}{n} \log N_\rho \left( \left( \frac{1}{2} \right)^n \right) \leq \lim_{n \to \infty} \frac{1}{n} \log \overline{T}_{n+1}(S^+, \varepsilon) \leq \overline{T}(\psi|S^+).
\]

Now suppose \( F \) is a \((1/2)^n\)-net of \( S^+ \). This means that for every \( x \in S^+ \), there exists \( e \in F \) such that \((x, e) \in N(\Delta; 1/2^n)\). Thus \((x, e) \in V_{n-1}\) and
therefore $F$ is a $(n - 1, \varepsilon)$-tracing set of $S^+$. This implies that
\[\overline{T}_{n-1}(S^+, \varepsilon) \leq N_{\rho}((1/2)^n)\]
and
\[\overline{T}(\psi|S^+) = \lim_{n \to \infty} \frac{1}{n} \log \overline{T}_{n-1}(S^+, \varepsilon) \leq \lim_{n \to \infty} \frac{1}{n} \log N_{\rho}((1/2)^n).\]

Therefore
\[\overline{T}(\psi|S^+) = \lim_{n \to \infty} \frac{1}{n} \log N_{\rho}((1/2)^n).\]

Using Lemma 28(iii) we are done.

Theorem 34. \(\exists \lambda \) with \(0 < \lambda < 1\) such that
\[h(\varphi) = \lim_{t \to \infty} \frac{1}{t} \log N_{\rho}(\lambda^t).\]

Proof. Using Lemma 26 and Lemma 15 we have \(\overline{T}(\psi) = 2T(\psi), \overline{T}(\psi) = h(\psi)\), and \(h(\psi) = Th(\varphi)\). Thus
\[2Th(\varphi) = \overline{T}(\psi) = \overline{T}(\psi).\]

Proposition 33 implies that
\[2Th(\varphi) = \lim_{t \to \infty} \frac{1}{t} \log N_{\rho}(\lambda^{2t}).\]

Thus,
\[h(\varphi) = \lim_{t \to \infty} \frac{1}{2t} \log N_{\rho}(\lambda^{2t}).\]

Taking \(\lambda = (1/2)^{1/T}\), we have
\[h(\varphi) = \lim_{t \to \infty} \frac{1}{2tT} \log N_{\rho}(\lambda^{2tT}).\]

This means that
\[h(\varphi) = \lim_{t \to \infty} \frac{1}{t} \log N_{\rho}(\lambda^t),\]

and the proof is finished.

Theorem 34 is a key to define the topological entropy on foliations.
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