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ABSTRACT. Given Banach spaces $E$ and $F$, a Banach space $G_{EF}$ is presented in which $E$ is embedded and which seems a natural space to which extend $F$-valued analytic functions. Any $F$-valued analytic function defined on a subset $U$ of $E$ may be extended to an open neighborhood of $U$ in $G_{EF}$. This extension generalizes that of Aron and Berner. It is also related to the Arens product in Banach algebras, to the functional calculus for bounded linear operators, and to an old problem of duality in spaces of analytic functions. A characterization of the Aron-Berner extension is given in terms of continuity properties of first-order differentials.

INTRODUCTION

The problem of extending analytic functions from a subspace $E$ of a locally convex space $G$ to the whole space $G$ was first posed by Dineen [8]. This problem is usually presented approximately in the following way: given a subspace $E$ of $G$, and an analytic function $f$ from $E$ to another locally convex space $F$, under what conditions can $f$ be extended to an analytic function $f: G \rightarrow F$? There are of course various answers depending on what one considers the ingredients of the problem to be. Boland [4] has shown that if $E$ is a closed subspace of a DFN space $G$, all complex-valued analytic functions on $E$ may be extended to $G$. Aron and Berner [3] solve the problem for many $F$'s, when there is a continuous linear extension mapping $E^* \rightarrow G^*$. In particular, Aron and Berner solve the problem in the important special case when $G = E^{**}$ and $F$ is the complex plane $C$. Moraes [13] and others have studied the problem in various different settings.

The purpose of the present paper is to show that once one fixes Banach spaces $E$ and $F$, there is a more or less "canonical" way of choosing $G$ and of extending analytic functions to $G$. More precisely, we construct a Banach space $G_{EF}$ in which $E$ is canonically embedded and to which one may extend $F$-valued analytic functions. This extension has a universal factorization property with respect to a large class of extension maps. It is also related to an old problem of duality on spaces of analytic functions, as well as to the Arens...
product in Banach algebras. The extreme cases of our construction (where $E$ or $F$ is the complex plane) give: when $F = C$, $G_{EF} = E^{**}$ and the extension is that of Aron and Berner; when $E = C$, $G_{EF} = B(F)$ (bounded linear operators on $F$) and the extension is the functional calculus.

The paper is organized in the following way: in the first section we fix notation and then proceed with the definition of the extension for functions with infinite radius of uniform convergence. This is followed by a number of examples and the factorization property mentioned above. The second section is devoted to the general problem of extending arbitrary analytic functions defined on open subsets of $E$. Since our extension makes use of local Taylor expansions, we have here the problem of coherency in the "overlaps." This is related to a partial commutativity property of the Arens product. Finally, in the last section we restrict ourselves to the case $F = C$ (the Aron-Berner extension). We give a characterization of this extension in terms of continuity properties of first order differentials, and a few simple consequences.

The author would like to thank Professor T. Gamelin for introducing him to the problem, and for many helpful discussions.

1. THE DEFINITION OF THE EXTENSION

We first fix notation and terminology. $E$ and $F$ are complex Banach spaces. $L^k(E, F)$ (resp. $L^k_s(E, F)$) denotes the space of all continuous (resp. continuous and symmetric) $k$-linear functions $\phi : E^k \to F$. These are Banach spaces with the norm
\[
\|\phi\| = \sup_{x_1, \ldots, x_k \neq 0} \frac{\|\phi(x_1, \ldots, x_k)\|}{\|x_1\| \cdots \|x_k\|}.
\]
A continuous $k$-homogeneous polynomial is a mapping $P : E \to F$ given by $P(x) = \phi(x, \ldots, x)$, for some (unique) $\phi \in L^k_s(E, F)$. In this situation we write $P = \hat{\phi}$. We shall use the polynomial norm
\[
\|P\|_p = \sup_{x \neq 0} \frac{\|P(x)\|}{\|x\|^k}.
\]
For all $\phi \in L^k_s(E, F)$ one verifies $\|\hat{\phi}\|_p \leq \|\phi\| \leq (k^k / k!)\|\hat{\phi}\|_p$. An analytic function $f : E \to F$ is one that may locally be written as a uniformly convergent power series
\[
f(x) = \sum_k P_k(x - a).
\]
We will denote the $k$th order differential of $f$ at $a$ by $D^k f(a)$. The radius of uniform convergence at $a$ for such a power series is given by
\[
 r_a = \frac{1}{\limsup_k \|P_k\|_p^{1/k}}
\]
and is always strictly positive. Note however that it may be finite even for functions analytic on all of $E$. We shall, in this section, restrict our attention to
functions which are analytic and bounded on balls of $E$. These have infinite radius of uniform convergence. Denote the space of all such functions $H(E, F)$. This is a Fréchet space with seminorms

$$\|f\|_r = \sup_{\|x\| \leq r} \|f(x)\|.$$  

For more on analytic functions on Banach spaces see [5] or [14].

We shall also be using the Arens product in the double dual $A^{**}$ of a commutative Banach algebra $A$ [1], [2]. This may be defined as follows: let $a, b \in A$, $\gamma \in A^*$, and $S, T \in A^{**}$. One may define elements $a\gamma$ and $T\gamma$ of $A^*$ by

$$(a\gamma)(b) = \gamma(ab) \quad \text{and} \quad T\gamma(a) = T(a\gamma).$$

Now define $ST \in A^{**}$ by

$$(ST)(\gamma) = S(T\gamma).$$

This is one of the two possible Arens products in $A^{**}$. The other is $TS$, and is, in general, different, so this product is not commutative.

Given $E$ and $F$, let

$$G_{EF} = L(L(E, F), F).$$

$G_{EF}$ is a complex Banach space when endowed with the usual operator norm. When $F = C$, we have simply the double dual $E^{**}$ of $E$. But even in the general case, one may view $E$ as a closed subspace of $G_{EF}$ via the isometric monomorphism

$$\alpha: E \rightarrow G_{EF}$$

given by $\alpha(x)(u) = u(x)$ for all $u \in L(E, F)$. We shall think of $E$ as contained in $G_{EF}$, and write $x$ instead of $\alpha(x)$.

We wish to extend all functions of $H(E, F)$ to the much larger space $G_{EF}$ in a more or less canonical way. The procedure will be to first extend symmetric multilinear functions; and then apply this extension to all differentials of analytic functions. We shall need the facts contained in the following trivial proposition.

**Proposition 1.** Let $\phi \in L^k_s(E, F)$, $x_1, \ldots, x_k \in E$ and $T \in G_{EF}$. Then

(i) For $p = 1, \ldots, k-1$, $\phi_{x_1, \ldots, x_p}: E^{k-p} \rightarrow F$ given by $\phi_{x_1, \ldots, x_p}(x_{p+1}, \ldots, x_k)$

$= \phi(x_1, \ldots, x_k)$ is a continuous symmetric $(k-p)$-linear function and $\|\phi_{x_1, \ldots, x_p}\|$ \leq $\|\phi\| \cdot \|x_1\| \cdots \|x_p\|$.

(ii) For $k \geq 1$, $\overline{T}: L^k_s(E, F) \rightarrow L^{k-1}_s(E, F)$ defined by $\overline{T}(\phi)(x_1, \ldots, x_{k-1})$

$= T(\phi_{x_1, \ldots, x_{k-1}})$ is a bounded linear operator and $\|\overline{T}\| \leq \|T\|$.

(iii) $T \mapsto \overline{T}$ is a bounded linear operator of norm $\leq 1$. □

We may then define the following extension for symmetric $k$-linear functions.
Definition 1. Given $\phi \in L^k_s(E, F)$, and $T_1, \ldots, T_k \in G_{EF}$,
$$\tilde{\phi}(T_1, \ldots, T_k) = (\overline{T}_1 \circ \cdots \circ \overline{T}_k)(\phi).$$

This defines an element $\tilde{\phi}$ of $L^k(G_{EF}, F)$. Note that $\|\tilde{\phi}\| \leq \|\phi\|$. Note also that $\tilde{\phi}$ is not necessarily symmetric, for in general $\overline{T}_i$ does not commute with $\overline{T}_j$. One could, in fact, define $\tilde{\phi}$ in $k!$ ways by different orderings of the $\overline{T}_i$'s. We will, however, use mostly the $k$-homogeneous polynomial in $T$, $\tilde{\phi}(T, \ldots, T)$, so the ordering will be immaterial. Another important case where the ordering is irrelevant is given by the following proposition.

Proposition 2. Let $T$ be any element of $G_{EF}$, and $a \in E$. Then $a \circ T = T \circ a$. Therefore in $\tilde{\phi}$ one may change the order of variables belonging to $E$.

Proof. Let $\phi \in L^k_s(E, F)$, and $y_1, \ldots, y_{k-1} \in E$. We first prove that $a(\phi)$:
$$a(\phi)(y_1, \ldots, y_{k-1}) = a(\phi_{y_1 \cdots y_{k-1}}) = \phi(y_1, \ldots, y_{k-1}, a) = \phi_a(y_1, \ldots, y_{k-1})$$

Also, $\overline{T}(\phi)_a = \overline{T}(\phi_a)$:
$$\overline{T}(\phi)_a(y_1, \ldots, y_{k-2}) = \overline{T}(\phi)(y_1, \ldots, y_{k-2}, a) = T(\phi_{y_1 \cdots y_{k-2}, a}) = T((\phi_a)_{y_1 \cdots y_{k-2}}) = \overline{T}(\phi_a)(y_1, \ldots, y_{k-2})$$

Hence, $(a \circ \overline{T})(\phi) = a(\overline{T}(\phi)) = \overline{T}(\phi)_a = \overline{T}(\phi_a) = \overline{\overline{T}(a(\phi))} = (\overline{T} \circ a)(\phi).$ 

This partial commutativity property is somewhat reminiscent to that of the Arens product, for which $aT = Ta$ is valid for $a \in A$ and $T \in A^{**}$. Another feature shared with the Arens product is a form of weak continuity of $\tilde{\phi}$ in its first variable: consider, in $G_{EF}$, the weak topology induced by elements of $L(E, F)$. Then for any $u \in L(E, F)$, $\overline{u} \in L(G_{EF}, F)$ ($\overline{u}(T) = \overline{T}(u) = T(u)$) is continuous with respect to this topology. Therefore
$$\tilde{\phi}(T_1, \ldots, T_k) = \overline{T}_1((\overline{T}_2 \circ \cdots \circ \overline{T}_k)(\phi)) = \overline{(\overline{T}_2 \circ \cdots \circ \overline{T}_k)(\phi)}(T_1)$$
is $L(E, F)$-continuous in the variable $T_1$.

We now define the extension.

Definition 2. Let $f \in H(E, F)$, and $T \in G_{EF}$. Then define
$$\overline{f}(T) = \sum_{k \geq 0} \frac{1}{k!} D^k f(0)(T, \ldots, T).$$

Proposition 3. $H(E, F) \to H(G_{EF}, F)$ given by $f \mapsto \overline{f}$ is a continuous linear extension map.
Proof. Linearity is clear, as well as the fact that $f|_E = f$. Now take $T \in G_{EF}$. Then

$$\|\tilde{f}(T)\| \leq \sum_{k \geq 0} \frac{1}{k!} \|D^k f(0)\| \|T\|^k \leq \sum_{k \geq 0} \frac{1}{k!} \|D^k f(0)\| \|T\|^k$$

$$\leq \sum_{k \geq 0} \frac{k^k}{k!} \|D^k f(0)\| \|T\|^k$$

$$\leq \sum_{k \geq 0} \frac{k^k}{k! \rho^k} \sup_{\|x\| \leq \rho} \|f(x)\|$$

using the Cauchy estimates for $\|(1/k!) D^k f(0)\|$. But $\sum k^k \|T\|^k / k! \rho^k < \infty$, for $\rho > \|T\|$. Hence, for all $r > 0$,

$$\|\tilde{f}\|_r \leq c \|f\|_\rho,$$

for any $\rho > er$. □

It is clear from this proof that a function whose radius of uniform convergence at 0 is $R$ may be extended to a ball in $G_{EF}$ of radius $R' \geq R/e$. The inequality may, in fact, be strict: for $E = C$ one trivially has $R' = R$; when $F = C$ Davie and Gamelin have shown that this is also the case [7]. Their proof, however, is not applicable to the general case. We will return to the problem of extending functions that are not in $H(E, F)$ in §2.

Before going on with some simple properties of this extension, we want to give a few examples. In some, the definition of the extension is not easy to follow, and we do it only for some special functions.

Examples. 1. When $F = C$, $G_{EF} = E^{**}$, and the extension described above is just another presentation of the Aron-Berner extension [3]. $F = C$ and $E$ reflexive is the only case in which the extension is trivial.

If $E$ is a commutative Banach algebra, and $\gamma \in E^*$, then $\phi: E \times E \to C$, given by $\phi(x, y) = \gamma(xy)$, is a symmetric bilinear form. Given $S, T \in E^{**}$, the two possible extensions of $\phi$ to an element of $L^2(E^{**})$ are

$$\bar{S} \circ \bar{T})(\phi) = (ST)(\gamma)$$

and

$$(\bar{T} \circ \bar{S})(\phi) = (TS)(\gamma),$$

where on the right-hand sides we have the Arens product defined above. Of course one may also view $\gamma(xy)$ as an analytic function on the space $E \times E$ $(f: E^2 \to C/f(x, y) = \gamma(xy))$. This function, when extended to $\tilde{f}: (E^{**})^2 \to C$, produces

$$\tilde{f}(S, T) = \left(\frac{ST + TS}{2}\right)(\gamma).$$

This does not define a good product, however, for associativity is lost.

2. Suppose now that $E = C$. We may identify $L(C, F)$ with $F$ itself via $u \mapsto u(1)$. $G_{EF}$ is then $B(F)$. Take $f \in H(C, F)$. It may be written as

$$f(z) = \sum_{k \geq 0} a_k z^k,$$
where the coefficients $a_k$ are elements of $F$. The extension $\hat{f}$ applied to an endomorphism $T$ of $F$ gives

$$\hat{f}(T) = \sum_{k \geq 0} T^k(a_k).$$

An interesting special case occurs when the coefficients $a_k$ are all scalar multiples of a fixed $a \in F$:

$$f(z) = a \sum_{k \geq 0} \lambda_k z^k = a \cdot h(z), \text{ where } h : \mathbb{C} \to \mathbb{C}.$$

Then

$$\hat{f}(T) = \sum_{k \geq 0} T^k(\lambda_k a) = \left( \sum_{k \geq 0} \lambda_k T^k \right)(a) = h(T)(a).$$

We obtain that the functional calculus (for entire functions) is a special case of the extension defined above. This gives particular importance to the question of what the natural domain of definition is for $\hat{f}$, given an $f$ that is not entire.

3. Take $E = C^2$. As before, we identify $L(C^1, F)$ with $F^2$. Then $G_{EF} = L(F^2, F)$. The function

$$f(z_1, z_2) = az_1^2 + 2bz_1z_2 + cz_2^2 \quad (a, b, c \in F)$$

extends to

$$\hat{f}(u) = u(u(a, b), u(b, c)).$$

A special case: suppose $f(z_1, z_2) = \alpha z_1z_2 \quad (\alpha \in F)$, and $u : F^2 \to F$ is

$$u(x, y) = T_1(x) + T_2(y),$$

where $T_i \in B(F)$. Then

$$\hat{f}(u) = u(u(0, \alpha/2), u(\alpha/2, 0)) = u(T_2(\alpha/2), T_1(\alpha/2))$$

$$= \frac{T_1(T_2(\alpha)) + T_2(T_1(\alpha))}{2} = \left( \frac{T_1 \circ T_2 + T_2 \circ T_1}{2} \right)(\alpha).$$

4. Surely the simplest nontrivial example is obtained by setting $E = C$, and $F = C^2$. Consider $f(z) = (\cos z, i \sin z)$. It is interesting to evaluate $\hat{f}$ along certain lines in $C^{2 \times 2}$:

$$\hat{f} \left( z \cdot \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \right) = (\cos z, i \sin z), \quad \hat{f} \left( z \cdot \begin{bmatrix} 0 & -i \\ -i & 0 \end{bmatrix} \right) = (\exp z, 0),$$

$$\hat{f} \left( z \cdot \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \right) = \left( \frac{\exp 2iz}{2}, \frac{\exp 2iz}{2} \right), \quad \hat{f} \left( z \cdot \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \right) = (1, 0).$$

5. Let $E = A$, a commutative Banach algebra, and $F = C^n$. Then $G_{EF} = (A^{**})^{n \times n}$. Fix $\gamma_1, \ldots, \gamma_n \in A^*$, and suppose we are given the function $f(a) = (\gamma_1(a^2), \ldots, \gamma_n(a^2))$. Then if $T \in (A^{**})^{n \times n}$, $\hat{f}(T) = T^2(\gamma)$, where the exponent indicates matrix multiplication (with the Arens product in $A^{**}$), and $\gamma = (\gamma_1, \ldots, \gamma_n)$. 
One interesting feature of the extension map defined above is that it has a universal factorization property with respect to a certain class of extension maps: suppose $E$ is a closed subspace of a Banach space $G$, and that we have a continuous linear extension map

$$e : H(E, F) \to H(G, F).$$

The formula $\beta(g)(u) = e(u)(g)$, for $u \in L(E, F)$ defines an element $\beta(g) \in G_{EF}$ for every $g \in G$. We have, therefore, a map $\beta : G \to G_{EF}$. This map is analytic. We obtain the following proposition. The proof is simple.

**Proposition 4.** Define $\beta^*(h) = h \circ \beta$. Then the following are equivalent.

(a) The diagram

$$
\begin{array}{ccc}
H(E, F) & \xrightarrow{e} & H(G_{EF}, F) \\
\downarrow & & \downarrow \beta^* \\
H(G, F) & & 
\end{array}
$$

commutes.

(b) For all polynomials $P : E \to F$, $e(P)(g) = \overline{P}(\beta(g))$; for all $g \in G$.

(c) For all $\phi \in L^k_s(E, F)$ and all $g \in G$, $e(\phi^k)(g) = \beta(g)^k(\phi)$.

If the equivalent conditions of the proposition hold, we say $e$ is an extension **morphism**. Some examples:

(i) Our extension $f \mapsto \tilde{f}$ is a morphism.

(ii) If $h \in H(G, E)$, then $e(f) = f \circ h$ is a morphism. In this case, $\beta = \alpha \circ h$.

(iii) Let $F = C$, and let $E$ be such that the subalgebra of $H(E)$ generated by $E^*$ is dense ($c_0$ and $l^\infty$, for example, see [6]). Then $e : H(E) \to H(G)$ is a morphism if and only if it is multiplicative.

**Proof of (iii).** ($\Rightarrow$) Denote the map $f \mapsto \tilde{f}$ by $\tau$. Being a morphism, $e$ factors through $\tau$, that is, $e = \beta^* \circ \tau$. But both $\beta^*$ and $\tau$ are multiplicative (we give a proof in §3).

($\Leftarrow$) Let $\gamma \in E^*$. For all $g \in G$, we have

$$\beta^*(\overline{\gamma})(g) = \overline{\gamma}(\beta(g)) = \beta(g)(\gamma) = e(\gamma)(g)$$

so $\beta^* \circ \tau = e$ over $E^*$. Since both are linear and multiplicative, this equality is valid over the subalgebra of $H(E)$ generated by $E^*$. The conclusion follows from the continuity of all maps involved. □

2. **Extension of the Definition to Arbitrary Analytic Functions**

We have extended a function $f \in H(E, F)$ to a function $\tilde{f} \in H(G_{EF}, F)$ by extending its differentials at 0 and using the Taylor series expansion around this point. One might, however, want to define the extension from a different starting point, and indeed, if the domain of $f$ is not a ball, or even if the domain is $E$ but the radii of convergence are finite, one is forced to do so at different points of this domain. In order to extend our definition, we first prove a lemma which will be of use later. Recall that given a function $f$ analytic
near \( a \), \( r_a \) denotes the radius of uniform convergence of \( f \) at \( a \). We drop the assumption that \( f \) be bounded on bounded subsets of \( E \).

**Lemma 1.** Let \( a \in E \), and let \( f \) be an \( F \)-valued function, analytic at \( a \). Then, for any \( p \geq 0 \), and any \( S \in G_{EF} \) such that \( \| S - a \| < r_a / e \), we have

\[
\sum_{k \geq p} \frac{S - a^{(k-p)}}{(k-p)!} (D^k f(a)) \in L^p_s(E, F).
\]

**Proof.** Indeed, for each \( k \), \( D^k f(a) \in L^k_s(E, F) \), so \( \frac{S - a^{(k-p)}}{(k-p)!} (D^k f(a)) \in L^p_s(E, F) \). We need only verify the absolute convergence of the series.

\[
\sum_{k \geq p} \left\| \frac{S - a^{(k-p)}}{(k-p)!} (D^k f(a)) \right\| \leq \sum_{k \geq p} \left\| \frac{1}{(k-p)!} D^k f(a) \right\| \| S - a \|^{k-p}
\]

but

\[
\limsup_k \left\| \frac{1}{(k-p)!} D^k f(a) \right\|^{1/k-p}
\]

\[
= \limsup_k \left( \frac{k!}{(k-p)!} \right)^{1/k-p} \left( \left\| \frac{1}{k!} D^k f(a) \right\|^{1/k} \right)^{k/k-p}
\]

\[
\leq \limsup_k \left( \frac{k!}{(k-p)!} \right)^{1/k-p} \left( \left( \frac{k^k}{k!} \left\| \frac{1}{k!} D^k f(a) \right\|_{\varnothing} \right)^{1/k} \right)^{k/k-p}
\]

\[
= \frac{e}{r_a}.
\]

So the series converges if \( \| S - a \| < r_a / e \). \( \square \)

**Definition 3.** Let \( f \) be an \( F \)-valued function, analytic at \( a \in E \). For \( S \in G_{EF} \) such that \( \| S - a \| < r_a / e \), define

\[
\tilde{f}(S) = \sum_{k \geq 0} \frac{1}{k!} D^k f(a)(S - a, \ldots, S - a)
\]

\[
= \sum_{k \geq 0} \frac{S - a^k}{k!} (D^k f(a))
\]

Note that the series converges to an element of \( F \) because of Lemma 1. Of course if \( f \) is analytic at \( x \) and \( y \), and \( S \) is sufficiently close to both points, we could have a problem of definition. We will show that there is no such problem.

**Lemma 2.** Let \( a \in E \) and let \( f \) be an \( F \)-valued function, analytic at \( a \). Then for \( S \in G_{EF} \) such that \( \| S - a \| < r_a / e \), and \( T \in G_{EF} \) such that \( S \circ T = T \circ S \), we have

\[
D^p f(S)(T, \ldots, T) = T^p \left( \sum_{k \geq p} \frac{S - a^{(k-p)}}{(k-p)!} (D^k f(a)) \right)
\]

for all \( p \geq 0 \).
Proof. We proceed by induction in \( p \). For \( p = 0 \), this is simply the definition of \( \tilde{f}(S) \). Suppose then that \( p > 0 \). Then

\[
D^p \tilde{f}(S)(T, \ldots, T) = \lim_{\lambda \to 0} \frac{1}{\lambda} \left[ D^{p-1} \tilde{f}(S + \lambda T)(T, \ldots, T) - D^{p-1} \tilde{f}(S)(T, \ldots, T) \right]
\]

Now \( S + \lambda T = S + \lambda T \) commutes with \( \lambda T \), so we may write

\[
\begin{align*}
&= \left( \sum_{k \geq p-1} \frac{S - a + \lambda T}{(k - p + 1)!} \right) (D^k f(a)) \\
&= \left( \sum_{k \geq p} \frac{1}{(k - p + 1)!} \sum_{i=1}^{k-p+1} \binom{k-p+1}{i} S - a \frac{(-1)^{k-i}}{(k-i)!} \lambda^i T \right) (D^k f(a)) \\
&= \left( \sum_{k \geq p} \frac{1}{(k - p + 1)!} \left( \sum_{i=1}^{k-p+1} \binom{k-p+1}{i} S - a \frac{(-1)^{k-i}}{(k-i)!} \lambda^i T \right) \right) (D^k f(a)) \\
&= \left( \sum_{k \geq p} \frac{k - p + 1}{(k - p + 1)!} S - a \frac{(-1)^{k-p}}{(k-p)!} T (D^k f(a)) \right) \\
&= \left( \sum_{k \geq p} \frac{k - p + 1}{(k - p + 1)!} S - a \frac{(-1)^{k-p}}{(k-p)!} T (D^k f(a)) \right)
\end{align*}
\]

and we are done. \( \square \)

Note that if \( S = z \in E \), and \( T = y \in E \), we have

\[
D^p f(z)(y, \ldots, y) = D^p \tilde{f}(z)(y, \ldots, y) = y^p \left( \sum_{k \geq p} \frac{z - a}{(k - p)!} (D^k f(a)) \right)
\]

so

\[
D^p f(z) = \sum_{k \geq p} \frac{z - a}{(k - p)!} (D^k f(a)).
\]

We can now prove that the definition of \( \tilde{f} \) does not depend on the point \( a \). This will depend on the partial commutativity property of Proposition 2: \( \tilde{a} \circ \tilde{T} = \tilde{T} \circ \tilde{a} \) for all \( a \in E \) and \( T \in G_{EF} \). \( B(a, \rho) \) will denote the open ball of \( G_{EF} \) of radius \( \rho \) centered at \( a \).

**Theorem 1.** \( \tilde{f} \) is well defined.

**Proof.** Suppose \( x \) and \( y \) are points of analyticity of \( f \), such that the balls \( B(x, r_x/e) \) and \( B(y, r_y/e) \) have nonempty intersection. There are two definitions for the extension of \( f \). Call them \( F_x \) and \( F_y \). We will show that they coincide on an open subset of \( G_{EF} \). Let

\[
z = \frac{r_y x + r_x y}{r_x + r_y}
\]
and take \( T \in B(x, r_x/e) \cap B(y, r_y/e) \). Then
\[
\|x - z\| = \frac{1}{r_x + r_y} \|(r_x + r_y)x - r_yx - r_yy\|
= \frac{r_x}{r_x + r_y} \|x - y\| \leq \frac{r_x}{r_x + r_y} (\|x - T\| + \|T - y\|)
< \frac{r_x}{r_x + r_y} \cdot \frac{r_x + r_y}{e} = \frac{r_x}{e}.
\]

And also,
\[
\|y - z\| < \frac{r_y}{e}.
\]

Since \( z \in E \), \( z \circ T = \overline{T} \circ z \) for all \( T \in G_{EF} \), so by Lemma 2, for all \( p \geq 0 \)
\[
D^p F_y(z)(T, \ldots, T) = \overline{T}^k \left( \sum_{k \geq p} \frac{z - x^{(k-p)}}{(k-p)!} (D^k f(x)) \right)
= \overline{T}^k (D^p f(z)) = \overline{D^p f(z)}(T, \ldots, T)
\]
and also,
\[
D^p F_y(z)(T, \ldots, T) = \overline{D^p f(z)}(T, \ldots, T).
\]

Then for all \( S \) in a sufficiently small neighborhood of \( z \) in \( G_{EF} \) we have
\[
F_x(S) = \sum_{k \geq 0} \frac{1}{k!} D^k F_x(z)(S - z, \ldots, S - z)
= \sum_{k \geq 0} \frac{1}{k!} D^k f(z)(S - z, \ldots, S - z)
= \sum_{k \geq 0} \frac{1}{k!} D^k F_y(z)(S - z, \ldots, S - z)
= F_y(S)
\]
so \( F_x = F_y \). \( \square \)

Therefore, if \( U \subset E \) is the domain of definition of an \( F \)-valued analytic function \( f \), we may extend \( f \) around all points of \( U \), obtaining a function \( \tilde{f} \) defined on
\[
\tilde{U} = \bigcup_{a \in U} B(a, \rho_a),
\]
where \( \rho_a \) is the radius of uniform convergence of \( \tilde{f} \) at \( a \). We know that, in general, this is at least \( r_a/e \). Note that functions with the same domain of definition may have different radii of convergence, so \( \tilde{U} \) depends on \( f \). For this reason we have no extension map as that of §1; the extensions of different functions have varying domains. Note also that the natural domain of definition for \( \tilde{f} \) may be larger than \( \tilde{U} \). We have the following examples.
Examples. 6. Take $E = c_0$ and $F = C$. Then $G_{EF} = \ell^\infty$. It is well known [14] that the analytic function $f: c_0 \to C$, given by
\[ f(x) = \sum_{k \geq 0} x_1 \cdots x_k, \]
though analytic on all $c_0$, has radius of uniform convergence $r_x = 1$ for all $x \in c_0$. Our extension gives $\tilde{f}: \tilde{c}_0 \to C$,
\[ \tilde{f}(S) = \sum_{k \geq 0} S_1 \cdots S_k \]
where
\[ \tilde{c}_0 = \{ S \in \ell^\infty : \| S - x \| < 1, \text{ for some } x \in c_0 \}. \]
Should we extend $g \in H(c_0)$, however, we would obtain $\tilde{g} \in H(\ell^\infty)$.

7. Suppose $E = C$. Then $G_{EF} = B(F)$. Take $f = a \cdot h$, where $h: U \to C$. In this case
\[ \tilde{U} = \{ T \in B(F) : \text{sp}(T) \subset B \subset U, \text{ for some ball } B \} \]
whereas we know, because of the functional calculus, that $\tilde{f}$ may actually be extended to the larger open set
\[ \{ T \in B(F) : \text{sp}(T) \subset U \}. \]

3. A CHARACTERIZATION OF THE ARON-BERNER EXTENSION

In what follows we restrict ourselves to the case $F = C$. We first give a characterization of this extension in terms of continuity properties of first order differentials.

Theorem 2. Let $g$ be any element of $H(E^{**})$ such that $g|_E = f$. Then the following are equivalent:

(i) For all $x \in E$, $Dg(x)$ is weakly continuous, and for all $z \in E^{**}$ and $(x_\alpha) \subset E$ converging weakly to $z$, $Dg(z)(x_\alpha) \to Dg(z)(z)$.

(ii) $g = \tilde{f}$.

Proof. Suppose (i) holds. Writing $g(z + \lambda L)$ and $g(z)$ around $x$, and doing as in Lemma 2, one easily sees that, for any $x \in E$,
\[ Dg(z)(L) = \sum_{k \geq 1} \frac{1}{(k - 1)!} D^k g(x)(z - x, \ldots, z - x, L). \]
Now take $x \in E$, $L \in E^{**}$, and $(x_\alpha) \subset E$ converging weakly to $L$, with $\| x_\alpha \| \leq \| L \|$ (Goldstine's theorem [9]). We want to prove the following: for all $n \in N$ there is a subnet $(x_{\alpha_i})$ of $(x_\alpha)$ such that, for $k \leq n$,
\[ D^k g(x)(L, \ldots, L, x_{\alpha_i}) \to D^k g(x)(L, \ldots, L, L). \]
We proceed by induction on $n$:
For \( n = 1 \), this is due to the weak continuity of \( Dg(x) \).

For \( n > 1 \), we have \( D^k g(x)(L, \ldots, L, x_{a}) \to D^k g(x)(L, \ldots, L, L) \) for all \( k \leq n - 1 \). Since \( \{D^n g(x)(L, \ldots, L, x_{a})\} \) is a bounded subset of \( C \), we may choose an accumulation point \( \tau_n \) and a subnet of \( (x_{a}) \), which we will denote \( (x_{r}) \), such that \( D^n g(x)(L, \ldots, L, x_{r}) \to \tau_n \). Since \( (x_{r}) \subset E \) and \( x_{r} \to L \) weakly, \( (x + \lambda x_{r}) \subset E \) and \( x + \lambda x_{r} \to x + \lambda L \) weakly, for any \( \lambda \in C \). Hence, by (i)

\[
Dg(x + \lambda L)(x + \lambda x_{r}) \to Dg(x + \lambda L)(x + \lambda L)
\]

by linearity,

\[
Dg(x + \lambda L)(\lambda x_{r}) \to Dg(x + \lambda L)(\lambda L).
\]

Then, using (1)

\[
Dg(x + \lambda L)(\lambda x_{r}) - Dg(x + \lambda L)(\lambda L)
= \sum_{k=1}^{\infty} \frac{1}{(k-1)!}[D^k g(x)(\lambda L, \ldots, \lambda L, \lambda x_{r}) - D^k g(x)(\lambda L, \ldots, \lambda L, \lambda L)]
= \sum_{k=1}^{\infty} \frac{1}{(k-1)!}[D^k g(x)(L, \ldots, L, x_{r}) - D^k g(x)(L, \ldots, L, L)]\lambda^k.
\]

Taking the limit over \( r \),

\[
0 = \frac{\tau_n - D^n g(x)(L, \ldots, L)}{(n-1)!} \lambda^n + \lambda^{n+1} h_n(\lambda),
\]

where

\[
h_n(\lambda) = \lim_{r \to 0} \left( \sum_{k=n+1}^{\infty} \frac{1}{(k-1)!}[D^k g(x)(L, \ldots, L, x_{r}) - D^k g(x)(L, \ldots, L, L)]\lambda^{k-(n+1)} \right).
\]

Since for all nonzero \( \lambda \in C \)

\[
D^n g(x)(L, \ldots, L) - \tau_n = \lambda(n-1)!h_n(\lambda),
\]

we will have \( D^n g(x)(L, \ldots, L, x_{r}) \to \tau_n = D^n g(x)(L, \ldots, L, L) \) if we show that \( |h_n| \) is bounded in some neighborhood of 0. Indeed, for any \( r \) we have

\[
|D^k g(x)(L, \ldots, L, x_{r}) - D^k g(x)(L, \ldots, L, L)|
\leq |D^k g(x)(L, \ldots, L, x_{r} - L)|
\leq \|D^k g(x)\| \|L\|^{k-1}\|x_{r} - L\|
\leq 2\|D^k g(x)\| \|L\|^k.
\]
So,

\[ |h_n(\lambda)| \leq \sum_{k \geq n+1} \frac{2\|D^k g(x)\|}{(k-1)!} \|L\|^k |\lambda|^{k-(n+1)} \]

\[ = 2\|L\|^{n+1} \sum_{j \geq 0} \frac{\|D^{n+1+j} g(x)\|}{(n+j)!} \|L\|^j |\lambda|^j \]

which, doing as in Lemma 1, can be shown to be bounded near 0. This proves (2). We now prove, for all \( x \in E \), \( L \in E^{**} \), and \( k \in N \),

\[ D^k g(x)(L, \ldots, L) = D^k f(x)(L, \ldots, L). \]

Again, by induction on \( k \):

For \( k = 1 \), note that \( \overline{D}f(x) \) is weakly continuous by definition, while \( Dg(x) \) is weakly continuous by (i). They both coincide with \( Df(x) \) on \( E \), so they are equal on \( E^{**} \).

For \( k > 1 \), let \( (x_a) \subset E \), converging weakly to \( L \). Then

\[
\begin{align*}
D^k g(x)(L, \ldots, L, x_a) &= \lim_{\lambda \to 0} \frac{1}{\lambda} [D^{k-1} g(x + \lambda x_a)(L, \ldots, L) - D^{k-1} g(x)(L, \ldots, L)] \\
&= \lim_{\lambda \to 0} \frac{1}{\lambda} [D^{k-1} f(x + \lambda x_a)(L, \ldots, L) - D^{k-1} f(x)(L, \ldots, L)] \\
&= \lim_{\lambda \to 0} (\overline{L} \circ \cdots \circ \overline{L}) \frac{1}{\lambda} [D^{k-1} f(x + \lambda x_a) - D^{k-1} f(x)]
\end{align*}
\]

by the continuity of \( (\overline{L} \circ \cdots \circ \overline{L}) \) and the existence of

\[
\lim_{\lambda \to 0} \frac{1}{\lambda} [D^{k-1} f(x + \lambda x_a) - D^{k-1} f(x)] = D^k f(x)x_a \in L_s^{k-1}(E),
\]

we obtain

\[
D^k g(x)(L, L, \ldots, L, x_a) = (\overline{L} \circ \cdots \circ \overline{L})(D^k f(x)x_a) = [(\overline{L} \circ \cdots \circ \overline{L})(D^k f(x))](x_a).
\]

Now taking limit over a suitable subnet \( (x_r) \) of \( (x_a) \) we have, by (2)

\[
D^k g(x)(L, \ldots, L, L) = L((\overline{L} \circ \cdots \circ \overline{L})(D^k f(x))) \\
= (\overline{L} \circ \overline{L} \circ \cdots \circ \overline{L})(D^k f(x)) \\
= D^k f(x)(L, \ldots, L, L).
\]

Finally, \( g = \hat{f} \): just taken any \( x \in E \), and \( L \in E^{**} \). Then

\[
g(x + L) = \sum_{k \geq 0} \frac{1}{k!} D^k g(x)(L, \ldots, L) = \sum_{k \geq 0} \frac{1}{k!} D^k f(x)(L, \ldots, L) = \hat{f}(x + L).
\]
For the other implication, suppose we have (ii). As in (1), one obtains
\[ \bar{Df}(z)(T) = \sum_{k \geq 1} \frac{1}{k!} (D^k f(0)(z, \ldots, z, T) + \cdots + D^k f(0)(T, z, \ldots, z)), \]
only now the terms on the right are not, in general, equal, for \( D^k f(0) \) is not symmetric. But suppose \( z \in E \), and \( (T_\alpha) \subset E^{**} \) converges weakly to \( T \). Then \( D^k f(0)(z, \ldots, T_\alpha, \ldots, z) \) are all equal to \( D^k f(0)(T_\alpha, z, \ldots, z) \) which, being weakly continuous of its first variable, converges to \( D^k f(0)(T, z, \ldots, z) \). This, in turn, is independent of the order of \( z, T \), because \( z \in E \). So, we have that
\[ \bar{Df}(z)(T_\alpha) = \sum_{k \geq 1} \frac{1}{(k-1)!} D^k f(0)(T_\alpha, z, \ldots, z) \]
converges to
\[ \sum_{k \geq 1} \frac{1}{(k-1)!} D^k f(0)(T, z, \ldots, z) = \bar{Df}(z)(T), \]
so \( \bar{Df}(z) \) is weakly continuous if \( z \in E \). This is the first part of (i). Now suppose \( z \in E^{**} \), and \( (x_\alpha) \subset E \) converges weakly to \( z \). Then
\[ D^k f(0)(z, \ldots, x_\alpha, \ldots, z) \]
does not depend on the order of \( z, x_\alpha \), because \( x_\alpha \in E \). Then
\[ \bar{Df}(z)(x_\alpha) = \sum_{k \geq 1} \frac{1}{(k-1)!} D^k f(0)(x_\alpha, z, \ldots, z) \]
converges to
\[ \sum_{k \geq 1} \frac{1}{(k-1)!} D^k f(0)(z, \ldots, z) = \bar{Df}(z)(z) \]
which is the second part of (i). \( \Box \)

Note that one may replace \( E \) by a ball \( B \subset E \) and \( E^{**} \) by a ball \( B^{**} \subset E^{**} \) of equal radius. The following two examples should put condition (i) above in proper perspective.

**Examples.** 8. If \( z \) is in \( E^{**} \), but not in \( E \), \( \bar{Df}(z) \) need not be weakly continuous, even at \( z \): Take \( E = A \times A \), where \( A \) is a commutative Banach algebra, such that the Arens product is not commutative. Recall that the Arens product is not weakly continuous of the second variable, so we can take \( (S_i) \subset A^{**} \) converging weakly to \( S \), and \( T \in A^{**} \) such that \( TS_i \) does not converge to \( TS \). Fix \( y \in A^* \) such that \( (TS_i)(y) \) does not converge to \( (TS)(y) \), and fix \( f: E \to C \) defined by \( f(a, b) = y(ab) \). Then \( z_i = (S_i, T) \) converges weakly to \( z = (S, T) \), and
\[
\bar{Df}(z)(z_i) - \bar{Df}(z)(z) = D\bar{f}(S, T)(S_i, T) - D\bar{f}(S, T)(S, T)
= \frac{1}{2} (ST + TS + TS_i + S_i T - ST - TS - TS - ST)(y)
= \frac{1}{2} ((S_i T - ST) + (TS_i - TS))(y).
\]
Now, \( S_j T - ST \) converges weakly to 0, so \( D\hat{f}(z)(z_j) \) converges to \( D\hat{f}(z)(z) \) if and only if \( (TS_j)(y) \) converges to \( (TS)(y) \), which is not the case. Hence \( D\hat{f}(z) \) is not weakly continuous at \( z \).

9. Weak continuity of \( Dg(x) \) for all \( x \in E \) is not enough to guarantee \( g = \tilde{f} \), where \( f = g|_E \). Let \( E = A \times A \) as above, and \( g(S, T) = (ST)(y) \). We know from Example 1 that \( \hat{f}(S, T) = \left( \frac{ST + TS}{2} \right)(y) \). Fix \( x = (a, b) \in E \). Then

\[
Dg(x)(U, V) = (aV + Ub)(y) = (Va + Ub)(y),
\]

which is weakly continuous of \( (U, V) \). However, \( g \) is not \( \hat{f} \).

We proceed now with some corollaries of the theorem.

**Corollary 1.** If \( f_1, \ldots, f_n \in H(E), \) and \( G \in H(C_1^n)^k \) is such that \( G(f_1, \ldots, f_n) = 0 \), then \( G(f_1, \ldots, f_n) = 0 \).

**Proof.** Write \( G = (G_1, \ldots, G_k) \), and consider, for \( i = 1, \ldots, k \), the functions \( F_i : E^{**} \to C \) given by

\[
F_i(T) = G_i(f_1(T), \ldots, f_n(T)).
\]

Then \( F_i \in H(E^{**}) \), and for all \( z \in E^{**} \)

\[
DF_i(z) = DG_i(f_1(z), \ldots, f_n(z)) \circ [Df_1(z) \times \cdots \times Df_n(z)]
\]

has the same continuity properties as the \( D\hat{f}_j(z) \). But \( F_i \) is zero over \( E \), so Theorem 2 says that \( F_i \) is the canonical extension of zero to \( E^{**} \). Hence \( F_i = 0 \) for \( i = 1, \ldots, k \); so \( G(f_1, \ldots, f_n) = 0 \). \( \square \)

**Corollary 2.** \( H(E) \to H(E^{**}) \) given by \( f \mapsto \hat{f} \) is an algebra morphism.

**Proof.** We know it is continuous and linear, so we need only prove it is multiplicative. For this, just apply Corollary 1, where the function \( G : C^3 \to C \) is

\[
G(x, y, w) = w - xy
\]

and \( f_1, \ldots, f_n \) are \( f \), \( g \), \( f \cdot g \) for arbitrary \( f \) and \( g \) in \( H(E) \). \( \square \)

We end with a short comment on the relationship between the Aron-Berner extension and an old problem of duality in spaces of holomorphic functions.

Suppose \( \Omega \) is a domain of the complex plane. One has the following duality between functions analytic on \( \Omega \), and germs of analytic functions on \( (S^2 - \Omega) \), where \( S^2 \) is the Riemann sphere.

\[
\langle f, g \rangle = \frac{1}{2\pi i} \int_{\Gamma} f(\lambda)g(\lambda) \, d\lambda,
\]

where \( \Gamma \) is a curve that encircles \( (S^2 - \Omega) \), contained in the domains of both \( f \) and \( g \). This was first observed by Sebastiao e Silva [15] and by Kothe [12]; and there have been various generalizations by Grothendieck [11], Tillman [16], and Gauthier and Rubel [10]. Note that when \( \Omega = C \) one has a correspondence
between $H(C)$ and $O_{\infty}$ (or $H(C)_0$: germs of analytic functions at zero). On a general Banach space $E$, this correspondence generalizes to a map

$$h: H(E)^* \to H(E^*)_0$$

defined as follows: denote by $B_r$ the open ball of radius $r$ in $E$, and by $B_s^*$ the open ball of radius $s$ in $E^*$. For all $r, s$ such that $r \cdot s < 1$, one has

$$h_{rs}: H(B_r)^* \to H(B_s^*)$$

defined by

$$h_{rs}(L)(\gamma) = L(f_{\gamma})$$

where $f_{\gamma}(x) = (1 - \gamma(x))^{-1}$. Letting $r$ grow to infinity and $s$ decrease to zero, one obtains the continuous monomorphism $h: H(E)^* \to H(E^*)_0$. In a completely analogous manner one defines

$$k: (H(E^*)_0)^* \to H(E^{**}).$$

The relationship between these maps and the Aron-Berner extension is given by the commutativity of the diagram

$$\begin{array}{ccc}
H(E) & \xrightarrow{f \mapsto f^*} & H(E^{**}) \\
\downarrow & & \uparrow k \\
H(E)^{**} & \xleftarrow{h^*} & (H(E^*)_0)^*
\end{array}$$

where the vertical arrow on the left is the canonical inclusion.
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