TRANSACTIONS OF THE
AMERICAN MATHEMATICAL SOCIETY
Volume 321, Number 1, September 1990

ON THE EXISTENCE OF CENTRAL SEQUENCES IN SUBFACTORS

DIETMAR H. BISCH

ABSTRACT. We prove a relative version of [Col, Theorem 2.1] for a pair of type
II,-factors N C M . This gives a list of necessary and sufficient conditions for
the existence of nontrivial central sequences of M contained in the subfactor
N . As an immediate application we obtain a result by Bédos [Be, Theorem A},
showing that if N has property I' and G is an amenable group acting freely on
N via some action ¢ , then the crossed product N x_ G has property I'. We
also include a proof of a relative Mc Duff-type theorem (see [McD, Theorems
1, 2 and 3]), which gives necessary and sufficient conditions implying that the
pair N C M is stable.

INTRODUCTION

The property T" for a factor of type II, was introduced by Murray-von Neu-
mann (see [MvN]) to distinguish two different classes of factors. It describes
an asymptotic commutativity property of the algebra. A stronger property was
later considered by Mc Duff (see [McD]) in order to construct more examples
of factors. Both concepts turned out to be essential. Connes used them in his
fundamental papers (see [Col, Co2]), not only to prove the uniqueness of the
hyperfinite II -factor R, but also to classify the automorphisms of R. He
gives some surprising alternative characterizations of these properties in [Col,
Theorem 2.1].

In this paper we study necessary and sufficient conditions for the existence
of nontrivial central sequences in a type II -factor M that are contained in a
subfactor N ¢ M . Our work is motivated by Problem 3 in [Jo] and the related
generating problem for pairs of hyperfinite factors with finite index (see [Po3,
Oc]): Jones asks in [Jo] for conditions implying that the pair N C M is stable,
i.e. isomorphic to the pair NQRC M®R. If N C M are hyperfinite and have
the generating property, then the pair N C M is stable. A necessary condition
for stability and hence for the generating property as well, is the existence of
nontrivial central sequences of M contained in N .

In the first section we prove a relative version of Connes’ Theorem 2.1 in
[Col]. We show that the existence of central sequences for the ambient factor
M that are actually contained in N is equivalent to the existence of a singular
state ¢ of M that is invariant under a finitely generated subgroup of Int M
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118 ON THE EXISTENCE OF CENTRAL SEQUENCES IN SUBFACTORS

and factors through the conditional expectation E, from M onto N . This is

equivalent to saying that there is no nonzero compact operator of B(L2 (M, 1))
contained in the C™-algebra generated by M , M' and ey, where e, denotes
the orthogonal projection from Lz(M , T) onto L2(N , T). The proof of our
theorem closely follows the ideas of Connes’ proof.

In the second section we give some applications to crossed products. We show
that if NV is a separable II,-factor with property I' and G is an amenable group
acting freely on N, then the crossed product N x G also has property I'. Popa
proves this result in [Po2] for G = Z and conjectures it for a general amenable
group, which was shown to be true by Bédos [Be, Theorem A]. Bédos uses a
technique involving the decomposition of the crossed product [Be, Proposition
3]. We derive the result as an immediate application of the main theorem in
§l.

In the third section we prove a relative version of Mc Duff’s theorem (see
[McD, Theorems 1, 2 and 3]. This result, showing that N C M is stable if
and only if N contains noncommuting central sequences of M , was probably
noticed by specialists, but no detailed proof seems to exist in the literature.

Notation. M denotes a separable II,-factor acting on the Hilbert space
Lz(M , T), where 7 is the normal faithful normalized trace on M. N C
M is a subfactor and E,: M — N the unique conditional expectation with
toE, = t. e, denotes the orthogonal projection from L’ (M, 1) onto
LZ(N, T) C LZ(M, 7), and |[x|, = 1'()(“)()'/2 , X € M, is the Hilbert norm
as usual. Furthermore J will be the canonical involution in LZ(M , T), le.
Jx = x" for all x € M. We denote by ® the algebraic tensor product and
by ® the von Neumann algebra tensor product. B(L2 (M, 1)) is the algebra
of bounded linear operators on LZ(M , T).

Acknowledgment. 1 am very grateful to Professor Sorin Popa, who suggested
this problem to me.

1. CENTRAL SEQUENCES IN SUBFACTORS

We recall that M has property T if for given elements x,,...,x, € M
and ¢ > 0 there is a unitary u € M with t(u) = 0 such that ||[x, u]||, < e,
1 <i<n. If Nc M is a subfactor, we are interested in conditions that
asssure that the unitary u is actually contained in N . We obtain the following
theorem:

Theorem 1.1. Let M be a separable 11, -factor with subfactor N C M. Then
the following conditions are equivalent.
1°. For any elements X,s...,X, €M and & >0 there is a unitary u € N
with t(u) =0 and ||[x;, ulll, <€ forall i=1,...,n.
2°. For any finitely generated group G C Int M there is a nonnormal G-
invariant state ¢ € M" with po E, = ¢.
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2°. Let NCMyC M bea | -|,dense *-subalgebra of M .

For any elements x,, ..., x, € M, there is a nonnormal state ¢ € M *
with ¢(xx;) = ¢(x;x) forall xe M, 1<i<n,and goE, =9¢.

3°. For any operators X/ ,...,X, € M there is a sequence (ék)kGN C
L*(N, 1), [1Ell, =1, [(&., 1)] # 1 as k — oo, such that ||[x,, ]I,
— 0

4°. The CT-algebra C*(M,M',e,) generated by M, M', e, in
B(L2 (M, 1)) does not contain any nonzero compact operator, i.e.

C"(M, M, ey)nF (LM, 1)) = {0}.

The proof of this theorem will use the following lemmata.

Lemma 1.2. Let N ¢ M be 11, -factors as in Theorem 1.1, satisfying 2°. Then
for any elements x,,...,x, € M and & > O there is a nonzero projection
e € N with t(e) <¢ and
I, elll, <ellell,,  1<i<n.
Proof. We may assume that the given elements x; are in fact unitaries, denoted
by u,, 1 <i< n. By hypothesis there is a singular state ¢ € M * with
p=¢oAdu,, 1<i<n,
p=9oky.
Then there is a projection f € N with o(f) =1, 7(f) <e, 0<e< % (see
[Tal]). Set
Vi={wstateon M |y(f)>1—-¢e}c M,
Wi={(y-voEy,y—woAdu ...,y —yoAdu,)|yeVnM}.
Identifying as usual (M")" = (M™)", ((M,)")" = M", we conclude that
zero belongs to the a((M™)"', M"*")-closure of W, because ¢ is in the
a(M”, M)-closure of V' N M, . Zero is of course in (M*)"+1 ,and since W isa
(nonempty) convex subset of (M )"+l , a separation argument shows that zero

is in fact in the norm-closure of W in (M*)"‘L1 . Thus thereisa y € VN M,
such that

lw—woEyll, llw-woAdull<e, 1<i<n.

The fact w(f) > 1 —¢ implies that w is basically supported on fM [, ie. if
we set

ooy vUxS)
v(x):= ) XeEM,

we get a normal state ¥ with |y — | < 3¢'/? (as in [Col, Lemma 2.4]).
Define

' (x) = W(Ey(x)),



120 ON THE EXISTENCE OF CENTRAL SEQUENCES IN SUBFACTORS

then v’ is a positive normal state with

. 1/2
ly =¥l <1 — w) o Eyll +1lw —wo Eyl < 362 +6.

Note that y' o E, =y, suppy’ < f. Since y' is positive and normal, there
isaunique € L' (M, 1), £>0 with y'(x)=1(x¢), x€ M. E, extends
to a continuous N — N-bimodule map from L' (M, 1) to LI(N , T), hence

1(x¢) = ¥'(x) = ¥ (Ey(x)) = T(Ep(x)E)
= r(EN(x)EN(é)) = r(xEN(é)), Vxe M.

!

But this shows that & € L'(N, 7). Thus h:=¢"? isin L*(N, )", ||Al, =1,
and
W' (x) = 1(x€) = w,(x) = (xh, h).

We have supp/ < f and by the Powers-Stgrmer inequality
* 2
”u,‘hui - h”z < ”WI - '//, o Ad u,‘”
<l = vl + 1y —woAd ul +i(w - v') o Ad u|

1/2 .
<9¢'?,  1<i<n.

Using Connes’ trick [Col, Theorem 1.2.2], for § = 6}1(38]/4)1/8 <1 (ie. ¢
small enough), we can find a t € R, ¢ > 0, such that the spectral projection
E,(h) € N (E,(h) denotes as usual the spectral projection x(,,co)(h) ) is nonzero
and satisfies

|E,(uhu}) — E (W), < S| E (B, 1<i<n.
Putting e = E, (), we get
;. elll, < dllell,,
since E (uhu;) =ueu;, 1 <i<n.We have clearly
7(e) < t(supph) < 1(f) <e,
and e € N since h € LZ(N, 7). Q.E.D.

We use the following relative version of [Col, Lemma 2.6]—the proof is the
same.

Lemma 1.3. Let M be a 11, -factor, N C M a subfactor, w a free ultrafilter on
N, N® and M® the usual ultrapower algebras and u,, ..., u, unitary opera-
torsin M. Then if the commutant of u,, ..., u, in N is finite dimensional,
we can find unitary operators u ,u_in M such that the commutant of

Ups oo Uy 0N N® is trivial.

n+l " q

Similar to [Col, Lemma 2.5], we need the next lemma for the proof of the
implication 2° (resp. 2°)=1°.
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Lemma 1.4. Let N C M, C M satisfy statement 2'° in Theorem 1.1. Then the
reduced algebras N,CpMp C M, also satisfy 2'°, where p denotes a nontrivial
projection in N .

Proof. We use Connes’ argument: since N is a II -factor there is a projection
feN with f<p, 1(f) = }c-, k € N. It is now easy to construct a type I,-
subfactor P of N with minimal projection f. P is generated by two unitaries
v,,V,EN.

Let x,,...,Xx, € pMyp C M. Then by hypothesis there is a singular state
p €M™ with p(x,x) =p(xx,), 1<i<n, p(vx)=9pxv,), i=1,2, Vxe
M, and ¢ = ¢ o E, . The restriction of ¢ to M, is the desired singular
functional. Q.E.D.

Lemma 1.4 shows in particular that if N ¢ M satisfy 2°, then the reduced
algebras N, C M, also satisfy 2°.

Proof of Theorem 1.1 (see [Col, Proof of Theorem 2.1]).
We prove the following chain of implications: 1° =4° = 3° =2° = 1°,
2°=2"=1°=2°.
1° = 4°: The proof of this implication is based on Connes’ idea.
1.” implies the existence of a nontrivial central sequence of unitaries (u,) e C
N with t(u;) =0, ieN, |[x, u]|l, =0 as i — oo forall x € M. Since M
is a factor, C*(M , M " ey) is irreducible and therefore we have either

ZH)NC (M, M, ey)={0} or F(H)CC'(M, M, e,).

If 4° does not hold, the one-dimensional projection 7 : H — span 1, & —
(¢, 1)1, where 1 is as usual the cyclic and separating vector in L*(M, 1), is

contained in C*(M, M’, ey). Hence there are words a\" --- aflll), a

af:) eC’ (M, M, e,) with a,(j) € MUM U{e,} such that

(1)

<L
2"

k . .
b4 -Za(ll) ...a(l)
i=1

The elements in M commute with those in M’ , but not necessarily with ey .
We suppose that every word is written in a form where all the elements in
M that occur in the word are moved as far to the left as possible. Note that
u; commutes with M " and ey - We can assume that every word contains an
element in M (otherwise the process described below is not necessary) Let
aif) denote the first element of M that occurs in the word a -.a" (from

left to right); then

i (i) ()3
'Zal s ’uj]as-H”.an,.l

-0 as j— oo,
2
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Zaii) a(,')u a" eVl - ujzaii) ~~~aff)i

J s+l n

which implies that

@ (@) (3
(2) Za al ujas+1 a, 1

as j — oo.

k
Q‘Zai”...ag)i

i=1

2 2

(1) shows that

€
—-2<
1 5 <

L (i) (1)

1 1) 3
E a, ~~-anil
i=1 2

This together with (2) implies that we can fix a j, > 1 such that

Za a ua() -a,(:)i

i

>21l—-e, Vj=j,.
2
The idea is now to move u; through the word to the right. u ; commutes with
all a aﬁ’l, , ... until it hits the next element a( in M. Then we repeat

the process 'described above, and we can find an index J; such that for all
J 2= Zjo,wehave
b

() ()3
E al a ua anl
2

This procedure stops after at most n = max{n,, ..., n,} steps, so we get an
index j, > 1 such that for all j > j, , we have

(’) i A () 1 n
Za . . 21—£Z<5> > €,

2 n=0
if 0 <& < 3. On the other hand we get from (1)
(i) Zal' f'l, u.l
2

which contradicts (3) for all j > j, . This shows that C*(M, M, ey) cannot
contain any nonzero compact operator.

4° = 3°: Suppose 3° does not hold. This implies that there are unitaries
U, ..., u, in M such that there is no sequence (§;),cn C Lz(N, ), (&, 1)
=0, [|&ll, =1 with ||(u, — Ju:.‘.l)ékn2 -0, 1<i<n.

We show that C* (M, M, e,) must contain the orthogonal projection from
LZ(M, 1) onto Cl. Consider

n
T := ZeNuiJuiJeN‘
i=1

¢
5

(3)

—>

2
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Then T € C*(M, M, ey) and adjoining u;, 1 <i<n,tothe u,,...,u,
if necessary, we may assume T is selfadjoint. Then |T| = n and T1 =
ni. T—n-1 isinvertible as an operator from the complement of 1 in L2(N , T)
into itself. Indeed, because if we assume 7 — n -1 is not invertible, then there
is a sequence (&), ey C L (N, 1), (&, 1) =0, [|&]l, =1 with

(T —n)é,ll,—-0 ask—oo.

This would imply ||T¢, ||, — n. But

1Tl <

n
Z uJu,Jg,
i=1

<n,
2

and hence || Y7 u,Ju,J¢ |, — n. The strict convexity of LZ(M, 7) implies
then that |[|(u; - Ju;’.l)ékn2 — 0, 1 < i < n, which contradicts the choice of
the u,, ..., u,. Therefore T —n-1 is invertible on the orthogonal comple-

ment of Cl in L2(N , T), hence n 1is an isolated simple point of the spec-
trum of T, so the corresponding spectral projection is one-dimensional and in
C*(M, M, e), which contradicts 4°.

3° = 2°: Given u,,...,u, unitaries in M, we want to show that there is
a nonnormal state ¢ € M~ with ¢ o Ad u;=¢, 1<i<n, poE, =¢. The
proof is the same as Connes’, but for the convenience of the reader we briefly
sketch the argument. Fix a free ultrafilter & of N. By Lemma 1.3 we only
have to consider the following two cases:

(@) {uy,...,u,Y "N =C. Let (&),cn C L*(N, 1) be asin 3°, ie.
€M, =1, (&, 1)=0, keN, |[u,, &1, — 0 as k >o0, 1<i<n.Asin
[Col], using the hypothesis on the relative commutant, there isan ¢ > 0 and a
subsequence (77,), .y Of the sequence (¢;),cn such that r(Ek(|nk|2)[nk|2) >e¢
forall Kk € N. Put ¢, = 1(- |77k|2) and ¢, = Ek(lnk|2). The ¢, are states
on M with ¢, o Ey, = ¢, (since 1, € Lz(N, 7)) and ||[g,, u]ll — O as
k — oo, 1 <i<n.Akemann’s theorem [Ak, Theorem 2.3] shows that (¢, ), N
is not weakly relatively compact in M, since ¢, (e,) > ¢ for all k € N, but
e, — 0 strongly. Any nonnormal ¢ in the weak closure of {¢,}, y In M
will do.

(b) {u;,..., un}' N N? is infinite-dimensional. Thus this commutant con-
tains an infinite-dimensional abelian von Neumann subalgebra and hence con-
tains nonzero projections e, with 7 (¢,) < t,» k € N. Each e, is rep-
resented by a sequence of projections (f, ),y C N with f # 0, t(f,) <

£, Mw,, flll, < 24N, Vis k. Let ¢, = 1( - t—('%—)); then as in (a) we have
¢, = ¢, o E, , and we can find a weak limit of the ¢, with the desired proper-
ties.

2° = 1°: We prove this implication using a maximality argument, slightly

different from the one in [Col], similar to the ones in [CoFW and Po2]. Let
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u;,...,u, beunitaries in M and ¢ > 0. Consider
R:={ f| f projection in N such that:
(1) 7(f) < 3 and
O NA=Nuf = fu(L =Nl <elflly,, 1<isn}.

R is clearly inductively ordered and nonempty, so we can take a maximal
element f € R. We show that 7(f) = 1. If not, thereisa 6 > 0 with 7(f)+d <
I (6 <e). Lemmas 1.4 and 1.2 applied to N_;cM_,, (1-NHu(l-1),
1<i<n,and é > 0, give a nonzero projection e € Nl—f with 7(e) < J and

(L = Nu, (1= 1), elll, < dllell,, I<i<n.
Put f, := f+e, which is a projection in N, strictly larger than /', and satisfies
7(fy) < 1(f) +J < 5. We compute

;s fll3 = (1= f = e)u,f ~ fu,(1 = f —e)+ (1 = Nue —eu,(1 - N3,
= (1 = f = eyu,f — fu,(1 = f—e)ll; + I(L = Nu(1 = 1), el
<= Pupf = fu (L= D3 + L= Nu(1= 1), elll3
=&\l f1; + 8% llells < &S +el; = 14l

Therefore

(1 = fo)ufo = Sfou (1 = folll, < ellfolly s 1<i<n,

which contradicts the maximality of f.

Put u:=2(1-f)—1,then 7(u) =0, u is a unitary in N and ||[u,, u]||, <
2-£=¢,1<i<n.

2° & 2°: 2° = 2'° is trivial. Conversely, we show 2"° = 1°, which is
equivalent to 2°. Using Lemma 1.4 and Lemma 1.2, the same maximality
argument used above works, because the projections in the set R are in N and
N is contained in M,. We get therefore statement 1° with M, in place of

M . This is clearly enough to show 1° since u is bounded. Q.E.D.

2. APPLICATIONS TO CROSSED PRODUCTS

Throughout this section N denotes a separable II,-factor and G a countable
(discrete) amenable group acting freely on N via ¢ : G — Aut N. Applying
Theorem 1.1 to the pair of factors N C N x_ G, we get a simple proof of the
following result due to Bédos [Be, Theorem A]:

Theorem 2.1. Let N be a separable 11, -factor with property T and G an amen-
able group acting freely on N via some action o. Then givenany x,, ..., x, €
N x_G and ¢ >0, there is a unitary u € N with t(u) =0 and ||[u, x;]||l, <e
forall i = 1,...,n. In particular, there are nontrivial central sequences of

N x, G contained in N and N x, G has property T .

Proof. Let M := N x_ G and denote by u < the unitaries implementing the
actionof G on N, i.e. ugxu; =0,(X), X €N . Set My:={¥ 0 X Uy X, €
N}; then with N € M, C M we are in the situation of statement 2° of
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Theorem 1.1. Given unitaries #,,...,u, € N and u , u_ , we have

to construct a nonnormal state ¢ € M~ with o(xu;) =gl(p(uix), k(p(xugj) =
(p(ug/_x), VxeM, Vi,jand poEy=¢.

Let (F,),.n be an increasing sequence of finite subset of G with |J;-, F, =
G. Since G is amenable, given F, and ¢, > 0, there is a finite set K, C G
with |K, F, \ K,| < ¢,|K,|. We choose ¢, \, 0. Given u,...,u,, 0,(4;),
ge K., 1 <i<n,unitaries in N, there is a singular state ¢ ;€ N* which is
invariant under these unitaries [Col, Theorem 2.1]. We put

1 *
(on(x):l—mZ(pjoEN(ugxug ), XEM.

J' gek,
By construction we have ¢Kj(xui) = (/)Kj(uix), Vxe M, | <i<n,and the
@y are clearly singular states on M which factor through E, . The choice of
J
the sets (K|),.n implies that
lok > ulll =0 asj—oco, Vgeq.

Let ¢ be a (M, M)-limit point of {p, } .y then by [Ta2, Chapter III,
J
Proposition 5.8] ¢ is still singular and has, by the construction of the ¢ ,
J

the desired invariance properties. Applying 2'° of Theorem 1.1 gives the re-
sult. Q.E.D.

We also mention here a remark, essentially showing that the set of subfactors
of a given II,-factor M, that contain a fixed subfactor N and have nontrivial
central sequences in N, is inductively ordered.

Proposition 2.2. Let N, M,, M be Il -factors with M separable such that

NcM,cM forall neN and M, /M (ie.\J;., M, = M). If there are
nontrivial central sequences for M, contained in N for all n € N, then there
are nontrivial central sequences for M contained in N .

Proof. The hypothesis imply that 1° of Theorem 1.1 holds for all pairs N C

M, , n€N. We will check condition 1° for N c M. Given x,...,x, e M

and ¢ > 0, thereisan n;, > 1 and x?, ce x,? € M, such that ||x,.—)c?|i2 <,
0

1 <i<n. But for x?, ,xg there is a unitary u € N with 7(u) = 0 and

Ix?, ulll, < &, thus [[x,, ulll, <e, 1<i<n. QE.D.

3. A RELATIVE Mc DUFF-TYPE THEOREM

Mc Duff considers in [McD] separable II -factors M which are isomorphic
to M®R, R the hyperfinite II,-factor. This property is stronger than property
I and is in fact equivalent to the noncommutativity of the algebra M'NM“, w
a free ultrafilter in N. Using Mc Duff’s methods we prove a relative version of
her theorem for a pair of (separable) II,-factors N C M . The theorem gives a
necessary and sufficient condition implying that the pair N C M is isomorphic
tothe pair N RC M ®R.
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Theorem 3.1. Let M be a separable 11, -factor with subfactor N C M. Then
the following conditions are equivalent:

1°. Given x,,...,x, €M and ¢ >0, there is a 1,-subfactor M, , in N
with matrix units {e; he<ij< such that

||[eij,xk]||2<s, 1<k<n, 1<i,j<2

2°. NCM=N®RCMQR, ie. thereis an isomorphism ®: M — MR
(onto) with ®(N)=NQ®R.
3°. M' N N® is noncommutative, where w is a free ultrafilter in N.

Since the proof follows closely Mc Duff’s ideas, we avoid details where our
proof coincides with Mc Duff’s.

Proof. We show 1° < 2° and 1° & 3°.
1° = 2°: In Lemmas 3.2 and 3.3 below we prove two results similar to [McD,
Theorems 1, 2]. The proofs are essentially the ones given by Mc Duff adapted
to the situation N C M .
Lemma 3.2. Let (Mk),f';1 be a sequence of 1 ,-subfactors of N with matrix units
{efj} such that
(i) M; commutes with M, , j#k.
(i1) (e:‘j);il is a central sequence in M for all (i, j) fixed.
Then there is a hyperfinite 11, -factor R C N with

N=R® (R NN), M=R®R nM)
andthus NCM=NQRCM®R.

Proof. We use the following well-known fact: If K C M is a I, -subfactor,
then

3
4 x—E (X)), <k? su e, x1l,,
(4) | kam (X < Jup lile;; » x1ll,

where {e;}, ., ;;, are matrix units in K and Ey/,, is the conditional ex-
pectation M — K'nM .

Let (x,)72, (resp.(v,)m, ) bea ||-|l,-dense sequence in M (resp. N ). Using
(4) and (ii) of the hypothesis, we can find for given x,,..., X, V;, ...,V
and e=2"" a matrix-algebra Mnk €{M,, k=1,2,...} such that

—k .
(5) ”xj_EM’:an(x,‘)sz ”‘yi—EM;kﬁN(yf)HZ <2 s 1 <1 Sk

Notice that M, C N. This provides a subsequence {M, booy of {M, 32,

and we set -
. o0
R:= ®k:1Mnk .

R splits M and N simultaneously. For this it is enough to show that x; €
(RU(R'NM))" (resp. y, € (RU(R'NN))") forall i € N. Similar to [McD,
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inequality (7)], we get

(6) X =Ege 3 yau(®)ll; < Zﬂx Eyp nM(x)Hz, XeEM, neN.

1 n+l
i=n+1

So if we fix X, and Y, » we get from (6) using (5) for n > iy, j;:

i, = g, a0, yome (%3 2 < Z 27> 0 asn—oo,
i=n+1

and similarly for Vi - But E g M, mM(x.) (resp. Eg M, mN(y )) is

contained in (®Q7_, M, U(R'N M))” (resp. (®_, M, R AN))"), which
shows that N = R® (R NN), M= RQR NM). Analyzmg these standard
isomorphisms, we get the desired result, since R = R&® R. This ends the proof
of Lemma 3.2.

As in [McD, Theorem 2], we need a second lemma, which will prove the
implication 1° = 2° together with Lemma 3.2.

Lemma 3.3. Let (M, ),‘:°1 be a sequence of 1,-subfactors of N with matrix
units {e .} forming central sequences in M . Then there is a sequence (Nk),;”;l

of mutually commuting 1,-subfactors in N with matrix units {g; j}, which also
form central sequences in M .
Proof. Mc Duff’s proof of Theorem 2 in [McD] applies completely; her con-
struction never leaves N .

This ends the proof of 1° = 2°.

2° = 1°: The desired I ,-subfactor can be constructed in R and then trans-
ported to N via the given isomorphism.
1° = 3°: Using the separability of N we obtain a sequence of I,-subfactors

of N with matrix units {e -} such that
IIx e,.j]ll2 -0 ask—-o00, VxeM, (i,]) fixed.

But then (e},)(ey,) # (€5,)(e],) and the elements (e}’,) and (e;,) are nontrivial
in N

3° = 1°: The argument is the same as Mc Duff’s. For the sake of complete-
ness we recall briefly the steps.

Let I, = {(x,) € (N, M) | lim,___|x,Il, = 0}, N® = (N, M)/1,. It
is easy to see that M’ N N® is commutative iff M' NN % is commutative. Then
one shows that if M'NN® is noncommutative, there are no abelian projections
in M'NN®,ie. M'NN" is continuous and contains therefore a I,-subfactor.
This proves 1°, since whenever we have matrix units {e; }1< i< in M "nN®

they lift to matrix units {e h<ij<o 0 N with {eu}k | € €;;. In particular
we have that lim,_ ||[el.j ,xll, =0, (i, )) fixed, xe M, Wthh implies 1°.



128 ON THE EXISTENCE OF CENTRAL SEQUENCES IN SUBFACTORS

To prove the result about the nonexistence of abelian projections in a non-
commutative algebra M'NN® , we take a dense sequence (xk),;“;l in (M), and
put

No={xeW), |llx.xll,<1/k, 1<i<k}.

As in [McD, Lemma 6], we get the following result:

Suppose M' N N° is noncommutative. Let f € N,, be a projection of trace
A #0. Then thereisan a(4) >0 and y, z€ N, suchthat y = fyf, z=fzf
and ||[y, z]||, > a(4) . Moreover, a(4) is independent of k.

This completes the proof of the theorem. Q.E.D.
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