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Abstract. By a variational method, the sharp upper bound is obtained for the
second coefficients of normalized univalent functions which map the unit disk
onto regions of prescribed transfinite diameter, or logarithmic capacity.

0. Introduction

Let \( S \) be the usual class of functions \( f(z) = z + a_2 z^2 + \cdots \) analytic and
univalent in the unit disk \( \mathbb{D} \). Many years ago, Pick [7] used Bieberbach’s in-
equality \( |a_2| \leq 2 \) to obtain the sharp bound \( |a_2| \leq 2(1 - 1/M) \) for functions
\( f \in S \) with \( |f(z)| < M \) for some number \( M > 1 \). The extremal functions
map the unit disk onto the disk \( |w| < M \) minus a radial slit of suitable length.

Our purpose is to solve a related problem: to find the maximum of \( |a_2| \)
among all functions \( f \in S \) whose range has a given transfinite diameter \( R \),
\( 1 < R < \infty \). This problem is considerably harder than Pick’s, but we shall see
that for “large” \( R \) the solution is somewhat similar. The sharp inequality is

\[ |a_2| \leq 2 - e^2/4R \]

and the extremal function maps the disk onto a certain Jordan region minus a
radial spire. For small \( R \) the situation is rather different. The sharp bound is
then determined implicitly through elliptic integrals, and the extremal function
maps the disk onto a certain Jordan region with analytic boundary. The division
occurs at the transfinite diameter

\[ R = e^2 \pi^2 / 64 = 1.139 \ldots . \]

This unexpected phenomenon, the dual nature of the solution, gives the problem
a particular interest.

A more detailed summary of our results appears in the theorem stated at
the end of the paper. The proof uses a special variational method devised to
preserve both the class $S$ and the transfinite diameter of the range. It combines the standard methods of interior variation and boundary variation, and it leads ultimately to a quadratic differential for the boundary arcs in the extremal situation. The trajectory structure then allows three possible cases, each of which is eventually seen to occur for suitable values of $R$.

A few preliminary remarks about transfinite diameter (or logarithmic capacity) are in order. We begin by recalling the original definition. For a bounded set $E$ in the complex plane, the $n$th diameter is

$$d_n(E) = \left\{ \sup_{z_1, \ldots, z_n \in E} \prod_{j<k} |z_j - z_k| \right\}^{2/(n(n-1))}.$$ 

It can be shown that $d_{n+1}(E) \leq d_n(E)$. The transfinite diameter of $E$ is defined by $d(E) = \lim_{n \to \infty} d_n(E)$.

The transfinite diameter of a circular disk is its radius. According to a result of Pólya ([8]; see [4, Chapter VII, §2]), the outer area of a set $E$ is bounded above by $\pi R^2$, where $R = d(E)$. Thus for functions $f \in S$ with $f(\mathbb{D})$ of transfinite diameter $R$, Pólya's theorem gives the inequality

$$1 + \sum_{n=2}^{\infty} n|a_n|^2 \leq R^2.$$ 

It follows that $R > 1$ unless $f$ is the identity mapping. Incidentally, Pólya's inequality also gives the crude estimate

$$|a_2| \leq 2^{-1/2}(R^2 - 1)^{1/2}.$$ 

It is important to recall a result of Szegő [13] which equates transfinite diameter with logarithmic capacity. Given a compact set $E$ of positive transfinite diameter in the plane, let

$$g(w) = g(w, \infty) = \log|w| + \gamma + O(1/w)$$

be Green's function of the unbounded component of the complement of $E$. The number $\gamma$ is known as the Robin constant of $E$, and $e^{-\gamma}$ is its logarithmic capacity. Szegő's theorem asserts that $R = e^{-\gamma}$, or $\gamma = -\log R$, where $R = d(E)$. Because of the conformal invariance of Green's function, this basic relation accounts for the natural occurrence of transfinite diameter in function-theoretic problems.

Szegő's theorem also allows the interpretation of the transfinite diameter as a conformal radius. Suppose for simplicity that the compact set $E$ is simply connected. Let

$$\zeta = h(w) = w + c_0 + c_1/w + \cdots$$

map the complementary domain $\tilde{E}$ conformally onto a circular region $|\zeta| > \rho$. Then Green's function of $\tilde{E}$ is

$$g(w, \infty) = \log|h(w)| - \log \rho,$$
which shows that \( \rho = R \). An equivalent statement is that a function of the form

\[
\hat{f}(z) = Rz + b_0 + b_1/z + \cdots
\]

maps \(|z| > 1\) conformally onto \( \hat{E} \).

For basic facts about transfinite diameter and related topics, the reader may consult Goluzin [4, Chapter VII] or Hille [5, Chapter 16]. Further information is in Pólya and Szegö [9, Part IV, Chapter 2]. See also Tsuji [14].

1. The variational method

Let \( S_R \) be the class of functions \( f \in S \) whose range has transfinite diameter \( R < \infty \). Although \( S_R \) is a normal family, it is not compact. Indeed, a “pinching” construction shows that a sequence of functions \( f_n \in S_R \) may converge uniformly on compact sets to a function \( f \in S_Q \) for some \( Q < R \). We claim, however, that \( S_R = \bigcup_{Q \leq R} S_Q \) is a compact normal family. To prove this, let the functions \( f_n \in S_R \) map \( \mathbb{D} \) onto a sequence of regions \( \Delta_n \) with transfinite diameters \( R_n \leq R \). Let \( E_n = \overline{\Delta_n} \), and let

\[
\hat{f}_n(z) = R_n z + b_{0n} + b_{1n}/z + \cdots
\]

map \(|z| > 1\) conformally onto \( \hat{E}_n \). We may choose a subsequence \( \{n_k\} \) such that \( f_{n_k}(z) \to f(z) \) and \( \hat{f}_{n_k}(z) \to \hat{f}(z) \), uniformly on compact sets. Then \( f \in S \) and \( \hat{f} \) maps \(|z| > 1\) onto the complement of a compact set \( E \) with transfinite diameter \( Q \leq R \). Since \( f(\mathbb{D}) \subset E \), it follows that \( f \in S_P \) for some \( P \leq Q \). This proves the compactness of \( S_R \).

The compactness of \( S_R \) ensures that \( \text{Re}\{a_2\} \) attains a maximum within the family. We may safely assume that the maximum occurs for a function \( f \in S_R \), because the extremal value of \( \text{Re}\{a_2\} \) will be seen to increase monotonically with the transfinite diameter of \( f(\mathbb{D}) \).

The extremal functions will be found by applying a variation which preserves the class \( S_R \). Such a variation is constructed as follows. Given \( f \in S_R \), fix three distinct points \( w_1, w_2, w_3 \notin \overline{f(\mathbb{D})} \) and consider the perturbation

\[
w^* = w + \sum_{j=1}^{3} \varepsilon_j \frac{w}{w - w_j},
\]

where the \( \varepsilon_j \) are small complex parameters. If \( \varepsilon = \max |\varepsilon_j| \) is sufficiently small, then clearly

\[
f^*(z) = f(z) + \sum_{j=1}^{3} \varepsilon_j \frac{f(z)}{f(z) - w_j} = \sum_{n=1}^{\infty} a_n^* z^n.
\]
is univalent in \( \mathbb{D} \). Observe that

\[
(3) \quad a_1^* = 1 - \sum_{j=1}^{3} e_j w_j^{-1},
\]

\[
(4) \quad a_2^* = a_2 - \sum_{j=1}^{3} e_j (a_2 w_j^{-1} + w_j^{-2}).
\]

In view of (3), the condition

\[
(5) \quad \sum_{j=1}^{3} e_j w_j^{-1} = 0
\]

will ensure that \( f^* \in S \).

The transfinite diameter \( R^* \) of the region \( f^*(\mathbb{D}) \) can be calculated by the method of interior variation, which gives a formula for Green’s function \( g^*(w, \infty) \) of the complement of \( f^*(\mathbb{D}) \). Let \( g(w, \infty) \) be Green’s function of the complement of \( f(\mathbb{D}) \) with pole at infinity, and let \( p(w) = p(w, \infty) \) be its (multiple-valued) analytic completion. Then we have the variational formula (cf. [11])

\[
R^* = R \left( 1 - \text{Re} \left\{ \sum_{j=1}^{3} e_j w_j p'(w_j)^2 \right\} \right) + O(\varepsilon^2).
\]

In order to have \( R^* = R \), we must first require

\[
(6) \quad \sum_{j=1}^{3} e_j w_j p'(w_j)^2 = 0.
\]

Then under conditions (5) and (6), the variation (2) may be modified by adding a term of order \( \varepsilon^2 \) to achieve \( R^* = R \) while retaining \( a_1^* = 1 \). The modified variation preserves the class \( S_R \) and changes formula (4) for \( a_2^* \) only by the addition of a term of order \( \varepsilon^2 \). (This last step is based on the implicit function theorem and is a standard technique for constrained variation. See [6 or 12] for a more detailed discussion.)

Now hold the \( e_j \) fixed at values (not all zeros) satisfying (5) and (6), and let \( e_j \) be replaced by \( \rho e^{i\theta} e_j \), where \( e^{i\theta} \) is an arbitrary constant of unit modulus and \( \rho \) is a small positive parameter. Note that conditions (5) and (6) are unaffected. After modifying the variation (2) as indicated above, we obtain \( f^* \in S_R \) and

\[
(7) \quad a_2^* = a_2 - \rho e^{i\theta} \sum_{j=1}^{3} e_j (a_2 w_j^{-1} + w_j^{-2}) + O(\rho^2).
\]

Suppose now that \( f \) maximizes \( \text{Re}\{a_2\} \) in \( S_R \). Then \( \text{Re}\{a_2^*\} \leq \text{Re}\{a_2\} \), and (7) gives

\[
\sum_{j=1}^{3} e_j (a_2 w_j^{-1} + w_j^{-2}) = 0.
\]
In view of (5), this reduces to

\[(8) \quad \sum_{j=1}^{3} \varepsilon_j w_j^{-2} = 0.\]

Conditions (5), (6), and (8) constitute a linear homogeneous system of equations with a nontrivial solution \((\varepsilon_1, \varepsilon_2, \varepsilon_3)\). Therefore, the determinant of coefficients vanishes:

\[(9) \quad \begin{vmatrix} w_1^{-1} & w_2^{-1} & w_3^{-1} \\ w_1^{-2} & w_2^{-2} & w_3^{-2} \\ w_1 p'(w_1)^2 & w_2 p'(w_2)^2 & w_3 p'(w_3)^2 \end{vmatrix} = 0.\]

This is a necessary condition for the extremal function \(f\), valid for each choice of distinct points \(w_j\) outside the closure of the range of \(f\).

In order to exploit condition (9), we hold \(w_2\) and \(w_3\) fixed \((w_2 \neq w_3)\) and regard \(w_1 = w\) as variable. Expansion of determinant (9) along the first column gives

\[
\lambda_1 w^{-1} + \lambda_2 w^{-2} + \lambda_3 w p'(w)^2 = 0,
\]

where \(\lambda_j = \lambda_j(w_2, w_3)\) and \(\lambda_3 \neq 0\) since \(w_2 \neq w_3\). Thus we have

\[(10) \quad p'(w)^2 = aw^{-2} + bw^{-3}\]

for some constants \(a\) and \(b\).

Recall now that \(p(w)\) is the analytic completion of Green's function. It has the form

\[p(w) = \log w + c_0 + c_1 w^{-1} + c_2 w^{-2} + \ldots\]

near infinity, and so

\[(11) \quad p'(w)^2 = w^{-2} - 2c_1 w^{-3} + \ldots.\]

A comparison of (10) and (11) shows that \(a = 1\). Thus

\[(12) \quad w^2 p'(w)^2 = 1 + b/w, \quad b \in \mathbb{C}.\]

On the other hand, \(p(w)\) is purely imaginary on the boundary of \(\overline{f(\mathbb{D})}\), and so we may conclude informally that the boundary is composed of arcs \(w = w(t)\) which satisfy the differential equation

\[\left[p'(w(t))w'(t)\right]^2 < 0.\]

In view of (12), this suggests that the outer boundary of \(f(\mathbb{D})\) lies on trajectories of the quadratic differential

\[(13) \quad -\left(1 + \frac{b}{w}\right) \frac{d w^2}{w^2} > 0.\]

In fact, the entire boundary of \(f(\mathbb{D})\) satisfies (13). For a proof which will apply also to internal spires (if any), we now develop a special kind of boundary
variation which preserves the family $S_R$. This is an auxiliary variation which will make use of expression (12) for $p'(w)$.

Let $\Gamma$ be the boundary of $f(\mathbb{D})$. Choosing an arbitrary point $w_0 \in \Gamma$, we begin with the boundary variation (see [10] or [3, Chapter 10])

$$w^* = w + \frac{a \rho^2 w}{w_0 (w - w_0)} + O(\rho^3),$$

which is analytic and univalent outside a small subcontinuum of $\Gamma$ containing $w_0$, and vanishes at the origin. Next we choose distinct points $w_1, w_2 \notin f(\mathbb{D})$ and modify the variation (14) by adding two terms $\varepsilon_j (w - w_j)^{-1}$, where the $\varepsilon_j$ are of order $\rho^2$ and will be specified later. This produces a variation

$$w^* = \varphi_\rho(w) = w + \frac{a \rho^2 w}{w_0 (w - w_0)} + \frac{\varepsilon_1 w}{w - w_1} + \frac{\varepsilon_2 w}{w - w_2} + O(\rho^3)$$

which is analytic and univalent outside a small subcontinuum of $\Gamma$ near $w_0$ except for small disks centered at $w_1$ and $w_2$. Then $f^* = \varphi_\rho \circ f$ is analytic and univalent in $\mathbb{D}$, and $f^*(0) = 0$. In order to make $f^*(0) = 1$, we must require that $\varphi_\rho'(0) = 1$, or

$$a \rho^2 w_0^{-2} + \varepsilon_1 w_1^{-1} + \varepsilon_2 w_2^{-1} = 0.$$  

Then $f^* \in S$.

The transfinite diameter of $f^*(\mathbb{D})$ is

$$R^* = R[1 - \text{Re}\{\varepsilon_1 w_1 \rho'(w_1)^2 + \varepsilon_2 w_2 \rho'(w_2)^2\}] + O(\rho^3).$$

In order to make $R^* = R$, we put a second demand

$$\varepsilon_1 w_1 \rho'(w_1)^2 + \varepsilon_2 w_2 \rho'(w_2)^2 = 0$$

on the variation. We then adjust the error term $O(\rho^3)$ to have $R^* = R$ and $a_1^* = 1$. Thus $f^* \in S_R$.

In view of (12), condition (16) takes the form

$$\frac{\varepsilon_1}{w_1} \left(1 + \frac{b}{w_1}\right) + \frac{\varepsilon_2}{w_2} \left(1 + \frac{b}{w_2}\right) = 0.$$

Combining this with (15), we obtain

$$a \rho^2 w_0^{-2} = (\varepsilon_1 w_1^{-2} + \varepsilon_2 w_2^{-2}).$$

A calculation now gives

$$a_2^* = a_2 - \frac{a \rho^2}{w_0^2} \left(a_2 + \frac{1}{w_0}\right) - \frac{\varepsilon_1}{w_1} \left(a_2 + \frac{1}{w_1}\right) - \frac{\varepsilon_2}{w_2} \left(a_2 + \frac{1}{w_2}\right) + O(\rho^3)$$

$$= a_2 - \frac{a \rho^2}{bw_0^2} \left(1 + \frac{b}{w_0}\right) + O(\rho^3),$$
where (15) and (17) have been used. The assumption that \( b \neq 0 \) is justified by (12). Indeed, if \( w^2 \rho'(w)^2 = 1 \), then Green's function takes the form \( g(w) = \log |w| - \log R \), and the circle \( |w| = R \) is the outer boundary of \( f(D) \). This returns us to Pick's problem (see §0), so the sharp bound would be \( |a_2| \leq 2(1 - 1/R) \). Later, however, it will be apparent that \( |a_2| \) can always be larger for functions in the class \( S'_R \).

Since \( f^* \in S_R \) and \( f \) is extremal, we have \( \operatorname{Re}\{a_2^*\} \leq \operatorname{Re}\{a_2\} \). Thus (18) gives

\[
\operatorname{Re}\left\{ \frac{a_2^2}{b w_0^2} \left(1 + \frac{b}{w_0}\right) + O(\rho^2) \right\} \geq 0
\]

for each \( w_0 \in \Gamma \). It now follows from the fundamental lemma of the method of boundary variation ([10]; see also [3, p. 297]) that \( \Gamma \) consists of analytic arcs which satisfy

\[
-\frac{1}{b} \left(1 + \frac{b}{w}\right) \frac{d w^2}{w^2} > 0.
\]

It will be seen presently that \( b > 0 \), so that (19) and (13) are equivalent.

2. ANALYSIS OF THE QUADRATIC DIFFERENTIAL

The quadratic differential (19) has a simple zero at \(-b\), a triple pole at the origin, and a double pole at infinity. Parametrizing \( \Gamma \) by \( w = f(e^{it}) \), we conclude from (19) that

\[
F(z) = \frac{z^2 f'(z)^2}{b f(z)} [f(z) + b] \geq 0
\]

on \( |z| = 1 \). Since \( f \in S \), it is clear that \( F \) is analytic in \( D \) except for a simple pole at the origin with residue 1. Taking into account all possible singularities of \( \Gamma \) at singular points of the quadratic differential, one shows that \( F \) is analytic and nonvanishing on the unit circle, except perhaps for one double zero. By the Schwarz reflection principle, \( F \) has a meromorphic continuation to the Riemann sphere which satisfies \( F(1/z) = \overline{F(z)} \). Thus \( F \) has the form

\[
F(z) = z + 2c + 1/z
\]

where \( c \geq 1 \). But a short calculation gives \( 2c = a_2 + 1/b \). Since \( 0 < a_2 < 2 \), we conclude that \( b > 0 \). In particular, conditions (19) and (13) are equivalent.

Because \( b > 0 \), the trajectories of (13) are symmetric with respect to the real axis, and the real segment \(-b < w < 0\) is a trajectory. The structure of the trajectories is shown in Figure 1.

There are now three cases to consider.

Case I. \( \Gamma \) is an analytic Jordan curve surrounding the point \(-b\). Then \( F \) is analytic on the unit circle and \( F(z) \neq 0 \) in \( D \) except for a simple zero at the point \(-\eta\) \((0 < \eta < 1)\) where \( f(-\eta) = -b \).
Case II. \( \Gamma \) is a Jordan curve passing through \(-b\). Then \( F \) is analytic and nonvanishing on the unit circle except at the point \(-1\) where \( f(-1) = -b \). A calculation shows that \( F \) has a double zero at \(-1\). Except for the pole at the origin, \( F \) is analytic and nonvanishing in \( \mathbb{D} \).

Case III. \( \Gamma \) consists of a Jordan curve through \(-b\) plus a segment \([-b, \tau]\) of the real axis, where \(-b < \tau < -\frac{1}{2}\). Then we find that \( F \) is analytic and nonvanishing in \( \mathbb{D}\setminus\{0\} \) except for a double zero at the point \(-1\) where \( f(-1) = \tau \).

In Cases II and III, the double zero on the boundary implies that \( c = 1 \) and so

\[
(21) \quad F(z) = z(1 + 1/z)^2
\]

and \( b = (2 - a_2)^{-1} > \frac{1}{2} \). Because of the perfect square, integration of the differential equation is elementary in Cases II and III. This will be carried out in §3, while Case I will be deferred to §§4 and 5.

3. Cases II and III: Corners and Internal Spires

Suppose now that either Case II or III prevails, so that \( F \) is given by (21) and \( b = (2 - a_2)^{-1} \). The differential equation for \( w = f(z) \) may then be expressed in the form

\[
\left(1 + \frac{b}{w}\right)^{1/2} \frac{dw}{w} = \sqrt{b} \left(1 + \frac{1}{z}\right) \frac{dz}{\sqrt{z}}.
\]
Integration of the left-hand side gives

\[ G(w) = \int_{-b}^{w} \left( 1 + \frac{b}{w} \right)^{1/2} \frac{dw}{w} \]

\[ = -2 \left( 1 + \frac{b}{w} \right)^{1/2} + \log \frac{1 + (1 + b/w)^{1/2}}{1 - (1 + b/w)^{1/2}} \]

\[ = \log w + \log(-4/b) - 2 + O(1/w). \]

Recalling that \( \Gamma \) is a trajectory of (13), we see that \( \text{Re}\{G(w)\} = 0 \) on \( \Gamma \). Furthermore, \( G \) is analytic outside \( \overline{f(D)} \) apart from the logarithmic singularity at infinity. It follows that \( \text{Re}\{G(w)\} \) is Green's function

\[ g(w) = \log |w| - \log R + O(1/w) \]

of the complement of \( \overline{f(D)} \), and that

\[ (23) \quad \log R = \log b - \log 4 + 2, \]

or \( R = be^2/4 \). But \( b = (2 - a_2)^{-1} \), so \( a_2 = 2 - e^2/4R \). Because \( f \) maximizes \( \text{Re}\{a_2\} \), this gives the sharp bound

\[ |a_2| \leq 2 - e^2/4R \]

whenever Case II or III occurs.

It remains to determine the values of \( R \) for which Case II or III can occur as an extremal configuration. These will correspond to the values of \( b = 4R/e^2 \) for which the Jordan curve of Case II bounds a region \( \Omega_b \) of inner radius \( r_b \geq 1 \). If \( r_b > 1 \), then \( \Omega_b \) can be modified by the insertion of a radial slit (as in Case III) to reduce its inner radius to 1. If \( r_b < 1 \), however, no admissible modification can change \( \Omega_b \) to the range of a function in \( S \), and Case I must prevail.

It is important, therefore, to calculate the inner radius \( r_b \) of the region \( \Omega_b \). Let

\[ w = \varphi(z) = \alpha z + \beta z^2 + \cdots, \quad \alpha = r_b > 0, \]

map \( D \) conformally onto \( \Omega_b \). Parametrizing the boundary of \( \Omega_b \) by \( w = \varphi(e^{it}) \) and invoking (13), we obtain as in §2

\[ (25) \quad \left( 1 + \frac{b}{w} \right) \frac{dw^2}{w^2} = \frac{b}{\alpha z} \left( 1 + \frac{1}{z} \right)^2 dz^2. \]

For small \( \varepsilon > 0 \), integration of (25) gives

\[ G(f(-\varepsilon)) = \int_{-b}^{f(-\varepsilon)} \left( 1 + \frac{b}{w} \right)^{1/2} \frac{dw}{w} = \left( \frac{b}{\alpha} \right)^{1/2} \int_{-1}^{-\varepsilon} (1 + z)^{-3/2} dz \]

\[ = 2 \left( \frac{b}{\alpha} \right)^{1/2} (\varepsilon^{1/2} - \varepsilon^{-1/2} - 2)i. \]

But by (22),

\[ (26) \quad G(f(-\varepsilon)) = -2i \left( \frac{b}{\alpha \varepsilon} \right)^{1/2} - \pi i + O(\sqrt{\varepsilon}). \]
Comparing the two expressions and letting $\varepsilon$ tend to 0, we obtain

$$r_b = \frac{16b}{\pi^2} = \frac{64R}{e^2 \pi^2}.$$  

Thus $r_b < 1$ precisely when

$$R < e^2 \pi^2 / 64 = 1.139\ldots.$$  

This proves that the extremal function cannot have the form of Case II or III if $1 < R < e^2 \pi^2 / 64$. In other words, each extremal function must have the form of Case I if $1 < R < e^2 \pi^2 / 64$.

So far it is unclear whether Case I or III prevails if $R > e^2 \pi^2 / 64$, or whether Case I or II prevails if $R = e^2 \pi^2 / 64$. In the next two sections we shall show that if an extremal function has the form of Case I, then $1 < R < e^2 \pi^2 / 64$. Since we have just proved the converse, this will imply that Case I prevails if $R < e^2 \pi^2 / 64$, Case II if $R = e^2 \pi^2 / 64$, and Case III if $R > e^2 \pi^2 / 64$.

4. Case I: analytic Jordan curves

Suppose now that Case I describes an extremal function $f \in S_R$ for some $R$. Then $f$ maps $\mathbb{D}$ onto the interior of an analytic Jordan curve $\Gamma$ which is a trajectory of the quadratic differential (13) for some $b > 0$. Furthermore, $f$ satisfies the differential equation

$$F(z) = z + 2c + 1/z$$

for some $c = \frac{1}{2} (a_2 + 1/b) > 1$, where $F$ is defined by (20). The point $-\eta$ where $f(-\eta) = -b$ is a zero of $F$, so the quadratic equation gives $\eta = c - (e^2 - 1)^{1/2}$.

Now consider the function

$$H(w) = \int_{w_0}^{w} \left\{ 1 + \frac{b}{w} \right\}^{1/2} \frac{dw}{w} = G(w) - G(w_0),$$

where $w_0 = f(-1)$ is the point at which $\Gamma$ meets the negative real axis. Because $\Gamma$ satisfies (13), it follows as before that $\text{Re}\{H(z)\}$ is Green's function of the region outside $\Gamma$. Comparison with (22) gives

$$\log R = \log b - \log 4 + 2 + \text{Re}\{G(w_0)\}.$$  

But by (27)

$$G(w_0) = \int_{-b}^{w_0} \left\{ 1 + \frac{b}{w} \right\}^{1/2} \frac{dw}{w} = \sqrt{b} \int_{-\eta}^{-1} \left\{ z + 2c + \frac{1}{z} \right\}^{1/2} \frac{dz}{z}.$$  

Hence

$$\log R = 2 + \log(b/4) + \sqrt{b}I,$$

where

$$I = \int_{\eta}^1 \left\{ 2c - \left(t + \frac{1}{t} \right) \right\}^{1/2} \frac{dt}{t}.$$
A further relation is obtained from the fact that $\Gamma$ must enclose a region of inner radius 1. For small $\epsilon > 0$ we have by (27)

$$b^{-1/2}G(f(-\epsilon)) = \int_{-\eta}^{-\epsilon} \left( t + 2c + \frac{1}{t} \right)^{1/2} \frac{dt}{t}$$

$$= -i \int_{\epsilon}^{\eta} \{ (1 - 2ct + t^2)^{1/2} - 1 \} t^{-3/2} dt + 2i (\eta^{-1/2} - \epsilon^{-1/2}).$$

Referring to (26) with $\alpha = 1$, we conclude that

$$-b^{-1/2} \pi = 2\eta^{-1/2} - J,$$

where

$$J = \int_{0}^{\eta} \{ (1 - 2ct + t^2)^{1/2} - 1 \} t^{-3/2} dt.$$

The integral (31) is easily simplified. Integration by parts gives

$$J = 2\eta^{-1/2} + 2 \int_{0}^{\eta} (1 - 2ct + t^2)^{-1/2} (t - c) t^{-1/2} dt.$$

Observe now that the integrand has an analytic extension to the closed unit disk with a branch cut along the segment from 0 to $\eta$. By Cauchy's integral theorem, the contour may be deformed to the unit circle $\mathbb{T}$. Thus (30) becomes

$$\pi b^{-1/2} = \int_{\mathbb{T}} \left( z - 2c + \frac{1}{z} \right)^{-1/2} \left( z - c \right) \frac{dz}{z},$$

or

$$\int_{0}^{2\pi} (c + \cos \theta)^{1/2} d\theta = \frac{\pi \sqrt{2}}{\sqrt{b}},$$

where

$$2c = a_2 + 1/b > 2.$$ 

Equations (28), (32), and (33) allow the computation of $a_2$ and $R$, with $c$ as a parameter. The computation is facilitated by expressing the integrals in terms of standard elliptic integrals. This will be done in the next section.

5. Elliptic integrals

The integral $I$ defined by (29) may be transformed as follows. Let $k = (1 - \eta)/(1 + \eta)$ and make the substitution $x = (1 - t)/(1 + t)$. Then

$$2I = \int_{\eta}^{1/\eta} \left\{ 2c - \left( t + \frac{1}{t} \right) \right\}^{1/2} \frac{dt}{t}$$

$$= 2\sqrt{2} \int_{-k}^{k} \left\{ \frac{1 + k^2}{1 - k^2} - \frac{1 + x^2}{1 - x^2} \right\}^{1/2} \frac{dx}{1 - x^2},$$
since $2c = \eta + 1/\eta$. Making the further substitution $x = k \sin \theta$, we then obtain

$$I = 4k^2(1 - k^2)^{-1/2} \int_0^{\pi/2} \cos^2 \theta (1 - k^2 \sin^2 \theta)^{-3/2} d\theta,$$

where $0 < k < 1$.

The last integral can be expressed in terms of the standard complete elliptic integrals

$$K = K(k) = \int_0^{\pi/2} (1 - k^2 \sin^2 \theta)^{-1/2} d\theta$$

and

$$E = E(k) = \int_0^{\pi/2} (1 - k^2 \sin^2 \theta)^{1/2} d\theta$$

of the first and second kinds, respectively (see [1] or [2]). It may be verified that

(34) \hspace{1cm} I = \frac{4}{k'}(K - E),

where $k' = (1 - k^2)^{1/2}$ is the complementary modulus. Substituting (34) into (28), we have

(35) \hspace{1cm} \log R = 2 + \log(b/4) + 4\sqrt{b}(K - E)/k'.

The integral in (32) can also be reduced to standard form. The half-angle formula gives

$$\int_0^{2\pi} (c + \cos \theta)^{1/2} d\theta = \frac{4\sqrt{2}}{k'} E',$$

where

$$K' = K'(k) = K(k'); \hspace{1cm} E' = E'(k) = E(k').$$

Thus (32) reduces to

(36) \hspace{1cm} 4E' = \pi k'/\sqrt{b},

while (33) takes the form

(37) \hspace{1cm} a_2 = \frac{2}{1 - k^2} \frac{1 + k^2}{\pi^2 k'^2} - \frac{16E'^2}{\pi^2 k'^2}.

Combining (35) and (36) to eliminate $b$, we obtain the basic relation

(38) \hspace{1cm} \log R = \log(e^2 \pi^2/64) + 2 \log k' - 2 \log E' + \pi(K - E)/E'.

Observe first that for $k = 0$ (a limiting value for Case I), $K = E = \pi/2$ and $E' = 1$, so that (38) gives $R = e^2 \pi^2/64$. For $k = 1$ we have $E = 1$ and $E' = \pi/2$, while

(39) \hspace{1cm} \lim_{k \to 1} \{K(k) - \log(4/k')\} = 0.
Thus a short calculation based on (38) shows that $R \to 1$ as $k \to 1$.

We shall now show on the basis of (38) that $R$ is a strictly decreasing function of $k$, $0 < k < 1$. This will establish our assertion that $1 < R < e^{2\pi^2/64}$ if the extremal function has the form of Case I. It will also show that $R$ uniquely determines $k$, $b$, $c$, and $a_2$ via equations (38), (36), and (37).

In using (38) to calculate the derivative of $\log R$ with respect to $k$, we must use the formulas [2, #710.00 and #710.02]

\begin{equation}
\frac{dK}{dk} = \frac{E - k'^2 K}{kk'^2}; \quad \frac{dE}{dk} = \frac{E - K}{k}.
\end{equation}

Using also the simple formula $dk'/dk = -k/k'$, we find after some manipulation

\begin{equation}
k'^2 E^{-2} \frac{d(\log R)}{dk} = -2kE'K' + \pi k(E'K + EK' - KK')
= k(\pi^2/2 - 2E'K'),
\end{equation}

where Legendre's relation [2, #110.10] was used in the last step. But the Schwarz
inequality shows immediately that \( E'K' > \pi^2/4 \). This completes the proof that

\[
\frac{d(\log R)}{dk} < 0, \quad 0 < k < 1.
\]

Consequently, we have shown that \( 1 < R < e^2\pi^2/64 \) whenever Case I prevails. Hence in view of the results in §3, we have proved the following theorem.

**Theorem.** For all functions \( f \in S \) with range of transfinite diameter \( R \), the sharp inequality \( |a_2| \leq 2 - e^2/4R \) holds if \( R \geq e^2\pi^2/64 \). If \( 1 < R < e^2\pi^2/64 \), the sharp inequality involves elliptic integrals and is implicitly determined by (37) and (38), with \( k \) \((0 < k < 1)\) acting as a parameter. In all cases the extremal function is unique up to a rotation, and the function maximizing \( \text{Re}\{a_2\} \) maps the disk onto a region bounded by trajectories of the quadratic differential (13), as shown in Figure 1, where \( b = 4e^{-2}R \) if \( R \geq e^2\pi^2/64 \) and \( b = \pi^2(1-k^2)E'(k)^{-2}/16 \) if \( 1 < R < e^2\pi^2/64 \). If \( R > e^2\pi^2/64 \), the range of the extremal function is bounded by a Jordan curve which is analytic except for a corner at the point \(-b\), plus a slit along the negative real axis from \(-b\) toward the origin. The length of this linear slit is determined by the requirement that the curves bound a region of inner radius \( 1 \). If \( R = e^2\pi^2/64 \), the slit is not present. If \( R < e^2\pi^2/64 \), the extremal range is bounded by an analytic Jordan curve surrounding the point \(-b\). This trajectory of (13) is determined by the requirement that its interior have inner radius \( 1 \).

The relations (37) and (38), together with a table of complete elliptic integrals, can be used to compute numerical values for the sharp bound on \( |a_2| \) in \( S_R \) for \( 1 < R < e^2\pi^2/64 \). A sample is shown in Table 1, and a graph is plotted in Figure 2. In Figure 2 the vertical dotted line marks the junction of the two curves at \( R = e^2\pi^2/64 \), and the dashes to the left indicate the continuation of the curve \( a_2 = 2 - e^2/4R \). The graph suggests that the two curves have a common tangent line at the junction, and a calculation confirms this. One may compute \( da_2/dk \) from (37), using (40). Equation (41) gives \( dR/dk \). Taking the ratio and letting \( k \) tend to 0, one finds from (39) that

\[
\frac{da_2}{dR} = \frac{1024}{e^2\pi^4} = 1.4222\ldots
\]

at \( R = e^2\pi^2/64 \). The curve \( a_2 = 2 - e^2/4R \) is easily seen to have the same derivative there.

**Note added in proof.** Professor J. A. Jenkins has pointed out to us that the theorem of this paper is implicit in Theorem 7.3 of his book *Univalent functions and conformal mapping* (Springer-Verlag, 1958). His derivation relies on the General Coefficient Theorem. Our variational approach has other applications; for instance, R. Cunningham has applied it to find the maximum of \( |f(\zeta)| \) for fixed \( \zeta \in \mathbb{D} \) as \( f \) ranges over the class \( S_R \).
TABLE 1. Maximum of $|a_2|$ for $1 \leq R \leq e^2\pi^2/64$

| $k^2$ | $R$   | $\max |a_2|$ |
|------|------|---------|
| 1.00 | 1.0000 | 0.0000  |
| 0.90 | 1.0002 | 0.0131  |
| 0.80 | 1.0008 | 0.0278  |
| 0.70 | 1.0020 | 0.0444  |
| 0.60 | 1.0040 | 0.0633  |
| 0.50 | 1.0073 | 0.0853  |
| 0.40 | 1.0124 | 0.1115  |
| 0.30 | 1.0206 | 0.1437  |
| 0.20 | 1.0343 | 0.1856  |
| 0.15 | 1.0448 | 0.2125  |
| 0.10 | 1.0599 | 0.2459  |
| 0.08 | 1.0680 | 0.2622  |
| 0.06 | 1.0779 | 0.2809  |
| 0.04 | 1.0905 | 0.3031  |
| 0.02 | 1.1077 | 0.3315  |
| 0.01 | 1.1198 | 0.3501  |
| 0.00 | 1.1395 | 0.3789  |
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