THE ASSOCIATED ASKEY-WILSON POLYNOMIALS

MOURAD E. H. ISMAIL AND MIZAN RAHMAN

ABSTRACT. We derive some contiguous relations for very well-poised \( _8\phi_7 \) series and use them to construct two linearly independent solutions of the three-term recurrence relation of the associated Askey-Wilson polynomials. We then use these solutions to find explicit representations of two families of associated Askey-Wilson polynomials. We identify the corresponding continued fractions as quotients of two very well-poised \( _8\phi_7 \) series and find the weight functions.

1. Introduction

Throughout this work we shall assume that \( q \) is a fixed number in \((0, 1)\). A \( q \)-shifted factorial \( (a)_n \) is defined by

\[
(a)_0 = 1, \quad (a)_n = (1 - a)(1 - aq) \cdots (1 - aq^{n-1}), \quad n = 1, 2, \ldots.
\]

Following Gasper and Rahman [13] we shall use the notation

\[
(a_1, a_2, \ldots, a_k)_n = \prod_{j=1}^{k} (a_j)_n, \quad n = 0, 1, \ldots.
\]

The value \( n = \infty \) is allowed in (1.1) and (1.2). Normally the dependence on the base \( q \) is indicated by using \( (a; q)_n \) and \( (a_1, \ldots, a_k; q)_n \) instead of \( (a)_n \) and \( (a_1, \ldots, a_k)_n \), respectively. However, since we will be using only one base throughout the paper we decided to delete its explicit display.

A basic hypergeometric series with \( r + 1 \) numerator and \( r \) denominator parameters is defined by

\[
_{r+1}\phi_r \left[ \begin{array}{c}
 a_1, a_2, \ldots, a_{r+1} \\
 b_1, \ldots, b_r
\end{array} ; q, z \right] = \sum_{n=0}^{\infty} \frac{(a_1, a_2, \ldots, a_{r+1})_n}{(b_1, b_2, \ldots, b_r)_n} \frac{z^n}{(q)_n}.
\]

The Askey-Wilson polynomials [7] are the \( _4\phi_3 \) polynomials

\[
p_n(x; a, b, c, d|q) = _4\phi_3 \left[ \begin{array}{c}
 q^{-n}, abcdq^{n-1} \\
 az, a/z
\end{array} ; q, q \right],
\]

\[
x = (z + z^{-1})/2, \quad |z| \leq 1.
\]
Note that the product of the denominator parameters in this \(4\phi_3\) series is \(q\) times the product of the numerator parameters, and the argument of the function is \(q\). Basic hypergeometric series having this property are called balanced [13] (Saalschützian in [9]). It is easy to see that if \(x = \cos \theta\) in (1.4), then \(z = e^{-i\theta}\). The Askey-Wilson polynomials are the most general family of orthogonal polynomials that share the properties of the classical polynomials of Jacobi, Hermite and Laguerre, as pointed out by Andrews and Askey [1]. Andrews and Askey [1] define a family of orthogonal polynomials to be classical if and only if it is a special case or a limiting case of the Askey-Wilson polynomials. The Askey-Wilson polynomials \(\{p_n(x; a, b, c, d|q)\}\) provide a basic generalization or a \(q\)-analog of Wigner's 6–j symbols and the Racah coefficients, [6, 29]. They satisfy the three-term recursion;

\[
2xp_n(x; a, b, c, d|q) = A_np_{n+1}(x; a, b, c, d|q) + B_np_n(x; a, b, c, d|q) + C_np_{n-1}(x; a, b, c, d|q),
\]

\[
A_n = \frac{a^{-1}(1 - abq^n)(1 - acq^n)(1 - adq^n)(1 - abcdq^{n-1})}{(1 - abcdq^{2n-1})(1 - abcdq^{2n} - q^{2n})},
\]

\[
C_n = \frac{a(1 - bcq^{n-1})(1 - bdq^{n-1})(1 - cdq^{n-1})(1 - q^n)}{(1 - abcdq^{2n-1})(1 - abcdq^{2n-2})},
\]

\[
B_n = a + a^{-1} - A_n - C_n.
\]

In general, if a sequence of orthogonal polynomials \(\{p_n(x)\}\) satisfy an initial value problem:

\[
p_0(x) = 1, \quad p_1(x) = (x - b_0)/a_0,
\]

\[
xp_n(x) = a_np_{n+1}(x) + b_np_n(x) + c_np_{n-1}(x), \quad n > 0,
\]

then the associated polynomials \(\{p_n^\alpha(x)\}\) are generated by

\[
p_0^\alpha(x) = 1, \quad p_1^\alpha(x) = (x - b_\alpha)/a_\alpha,
\]

\[
xp_n^\alpha(x) = a_{n+\alpha}p_{n+1}^\alpha(x) + b_{n+\alpha}p_n^\alpha(x) + c_{n+\alpha}p_{n-1}^\alpha(x), \quad n > 0.
\]

This is of interest when \(\alpha\) is not necessarily a positive integer but the sequences \(\{a_{n+\alpha}\}, \{b_{n+\alpha}\}, \{c_{n+\alpha}\}\) are well defined for \(n = 0, 1, \ldots\), and for values of \(\alpha\) in a certain connected subset of \((-\infty, \infty)\) containing \([0, \infty)\). This is particularly the case when \(a_n\)'s, \(b_n\)'s and \(c_n\)'s are rational functions of \(n\) or \(q^n\). The associated polynomials are orthogonal if and only if the positivity condition

\[
a_{n+\alpha}c_{n+\alpha+1} > 0, \quad n = 0, 1, \ldots,
\]

is satisfied, [5, 7]. For recent work on associated polynomials we refer the reader to the articles [5, 8, 10, 14, 15, 19, 25, 33], and their references.
In this paper we introduce two families of associated Askey-Wilson polynomials. Our approach is to use the properties of very well-poised basic hypergeometric series. The basic hypergeometric series in (1.3) is called well-poised if

\[ b_1 = qa_1/a_2, \quad b_2 = qa_1/a_3, \ldots, \quad b_r = qa_1/a_{r+1}; \]

it is called very well-poised if, in addition, \( a_2 = qa_1^{1/2} \) and \( a_3 = -qa_1^{1/2} \). Since the very well-poised \( 8\phi_7 \) and \( 10\phi_9 \) series will be used quite frequently in this paper, we shall use the contracted notation

\[
W_r(a; a_1, \ldots, a_{r-2}; q, z)
\]

In §2 we shall first obtain a set of contiguous relations satisfied by

\[
W_7(bcd/qz; b/z, c/z, d/z, abcdq^{-1}, a^{-1}; q, qz/a),
\]

and use them in §3 to prove that two linearly independent solutions of the functional equation

\[
2xh_\alpha(z) = A_\alpha h_{\alpha+1}(z) + B_\alpha h_\alpha(z) + C_\alpha h_{\alpha-1}(z)
\]

are given by

\[
A_\alpha = a^{-1}(1 - abq^\alpha)(1 - acq^\alpha)(1 - adq^\alpha)(1 - abcdq^{\alpha-1})/(1 - abcdq^{2\alpha-1})(1 - abcdq^{2\alpha})
\]

\[
C_\alpha = a^2(1 - bcq^{\alpha-1})(1 - bdq^{\alpha-1})(1 - cdq^{\alpha-1})(1 - q^\alpha)/(1 - abcdq^{2\alpha-2})(1 - abcdq^{2\alpha-1})
\]

and

\[
B_\alpha = a + a^{-1} - A_\alpha - C_\alpha,
\]

\( \alpha \) is an arbitrary complex parameter such that \( \alpha \neq -1, -2, \ldots \), with \((z + z^{-1})/2 = x\), as in (1.4). When \( \alpha = n \), it can be shown by using the transformation formula of Watson [9, 8.5(2), p. 69] and Sears [26] that \( r_n(x) \) is a multiple of the Askey-Wilson polynomials defined in (1.4). If \( |z| < 1 \) and
\(|a| < 1\) then the \(\phi_7\) series in (1.13) is convergent but the series in (1.12) may not converge. So, to ensure convergence of both these series in the nonterminating case we assume, for the time being, that \(|z| < 1\) and \(|q| < |a| < 1\). The assumption \(|z| < 1\) is equivalent to requiring \(x\) to be in the complex plane cut along \([-1, 1]\).

Masson [20] observed that when \(abcd = q\), or \(q^2\) in the Askey-Wilson polynomials \((\alpha = 0)\), there is an indeterminacy in the expressions (1.14), (1.15), (1.16) for \(A_\alpha, C_\alpha, B_\alpha\), respectively. He pointed out that one can redefine \(A_0, B_0, C_0\) as the limiting values of \(A_n, B_n, C_n\) as \(n \to 0^+\). This leads to a new family of polynomials that Masson called exceptional Askey-Wilson polynomials. Similarly a family of exceptional Jacobi polynomials was introduced and studied in [16]. Masson [20] pointed out that the continued \(J\)-fraction corresponding to the exceptional Wilson polynomials \((q = 1)\) is in Ramanujan's published notebooks. Masson's exceptional Askey-Wilson polynomials correspond to the limiting case \(\alpha \to 0^+\) of \(p_n^\alpha(x; a, b, c, d|q)\) studied in this work.

A sequence of polynomials \(\{p_n(x)\}\) generated by (1.7) is orthogonal with respect to a positive measure with infinite support and finite moments if and only if the positivity condition

\[
(1.17) \quad a_{n-1}c_n > 0, \quad n = 1, 2, \ldots,
\]

holds. Furthermore, if (1.17) holds and \(\{p_n(x)\}\) is orthogonal with respect to a positive measure \(d\mu\) then the orthogonality relation will be

\[
(1.18) \quad \int_{-\infty}^{\infty} p_n(x)p_m(x) d\mu(x) = \xi_n \delta_{m,n},
\]

where

\[
(1.19) \quad \xi_0 = 1, \quad \xi_n = (c_1c_2\cdots c_n)/(a_0a_1\cdots a_{n-1}), \quad n = 1, 2, \ldots
\]

In (1.18) the measure \(d\mu\) has been normalized by

\[
(1.20) \quad \int_{-\infty}^{\infty} d\mu(t) = 1.
\]

To determine the weight function of the associated Askey-Wilson polynomials we found it convenient to use a theorem of Nevai [22, Corollary 36, p. 141, Theorem 40, p. 143] stated below.

**Theorem 1.** Assume that \(\{p_n(x)\}\) is generated by (1.7) and that (1.17) and (1.18) hold. If the series \(\sum_{n=1}^{\infty} \{|b_n| + |\sqrt{a_{n-1}}b_n - 1/2|\}\) converges then \(\{p_n(x)\}\) is orthogonal with respect to a positive measure

\[
d\mu(x) = \mu'(x) dx + dj(x),
\]

where \(j\) is a jump function, with possibly infinitely many jumps, and

\[
(1.21) \quad \lim_{n} \sup \frac{p_n^2(x)\mu'(x)}{\sqrt{1 - x^2}/\xi_n} = \frac{2}{\pi},
\]

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
for almost all $x$ in $(-1, 1)$, where $\xi_n$ is as in (1.19). Furthermore $j(x)$ is constant in $(-1, 1)$.

Polynomials generated by (1.7) are denominators of approximants of positive definite $J$-fractions when (1.17) is satisfied. The numerators of the corresponding approximants of the $J$-fractions, say \{p^*_n(x)\}, are generated by

\begin{equation}
(1.22) \quad p^*_0(x) = 0, \quad p^*_1(x) = 1/a_0, \quad xp^*_n(x) = a_np^*_n+1(x) + b_np^*_n(x) + c_np^*_n-1(x), \quad n > 0.
\end{equation}

If \{a_n\}, \{b_n\} and \{c_n\} are bounded sequences then a theorem of Markov, (Szegö [29, §3.5]) asserts that:

\begin{equation}
(1.23) \quad \lim_{n \to \infty} p^*_n(x)/p_n(x) = \int_{-\infty}^{\infty} \frac{d\mu(t)}{x-t}, \quad x \notin \text{supp}(d\mu),
\end{equation}

uniformly on compact subsets of the complex plane cut along any closed interval containing the support of $d\mu$. Here $d\mu$ is normalized by (1.20). When we consider associated polynomials \{p^*_n(x)\}, as in (1.8), then in view of (1.22) we have

\begin{equation}
(1.24) \quad (p^*_n(x))^{*} = p^{n+1}_n(x)/a_n, \quad n > 0.
\end{equation}

If \{a_{n+\alpha}\}, \{b_{n+\alpha}\}, \{c_{n+\alpha}\} are bounded, and \{p^*_n(x)\} is orthogonal with respect to $d\mu^\alpha$, then (1.23) and (1.24) yield

\begin{equation}
(1.25) \quad \lim_{n \to \infty} p^{n+1}_n(x)/p^*_n(x) = a_0 \int_{-\infty}^{\infty} \frac{d\mu^\alpha(t)}{x-t}, \quad x \notin \text{supp}(d\mu),
\end{equation}

The measure $d\mu^\alpha$ can then be found from (1.25) using the Perron-Stieltjes inversion formula for the Stieltjes transform.

A birth and death process with birth rates \{\lambda_n\} and death rates \{\mu_n\} generates a family of orthogonal polynomials \{Q_n(x)\} via

\begin{equation}
(1.26) \quad Q_0(x) = 1, \quad Q_1(x) = (\lambda_0 + \mu_0 - x)/\lambda_0,
\end{equation}

\begin{equation}
(1.27) \quad -xQ_n(x) = \lambda_n Q_{n+1}(x) + \mu_n Q_{n-1}(x) - (\lambda_n + \mu_n)Q_n(x),
\end{equation}

$n = 1, 2, \ldots$.

It is assumed that

\[ \mu_0 \geq 0, \quad \lambda_n > 0 \quad \text{for} \quad n \geq 0, \quad \mu_n > 0 \quad \text{for} \quad n > 0. \]

When $\mu_n$ is a given function $g(n)$, usually a polynomial or rational function, and $\mu_0 = g(0) \neq 0$ there is usually a companion process with $\mu_0$ redefined as $\mu_0 = 0$. This companion process leads to a second family of orthogonal polynomials \{q_n(x)\} generated by (1.27) and the initial conditions

\begin{equation}
(1.28) \quad q_0(x) = 1, \quad q_1(x) = (\lambda_0 - x)/\lambda_0.
\end{equation}

When $\mu_0 = 0$ one can prove by induction that $Q_n(0) = 1$, so the companion family \{q_n(x)\} always satisfies

\[ q_n(0) = 1, \quad n \geq 0. \]
The Askey-Wilson polynomials of (1.5) are renormalized birth and death polynomials for which \( \mu_0 \) vanishes. The associated Askey-Wilson polynomials arise from (1.11), (1.14), (1.15), (1.16) when \( \alpha \) is replaced by \( n + \alpha \). Since \( \mu_0 = C_0 \neq 0 \), for \( \alpha > 0 \) it makes good sense to introduce a second family of Askey-Wilson polynomials with the initial conditions (1.28). The second family of associated Askey-Wilson polynomials \( \{q_n^\alpha(x)\} \) will be introduced in §5 where we express the \( q_n^\alpha \)'s in terms of \( r_\alpha(x) \) and \( s_\alpha(x) \), the basis of solutions of the recurrence relation (1.11). An explicit formula for \( q_n^\alpha(x) \) which exhibits its polynomial character will be derived in §8.

Note that when \( abcd \) is not equal to \( q^j, j = 1, 2 \), both families of associated Askey-Wilson polynomials tend to the Askey-Wilson polynomials as \( \alpha \to 0^+ \). It is interesting to note that if \( abcd = q \) or \( abcd = q^2 \) then the family \( \{q_n(x)\} \) tends to the Askey-Wilson polynomials while the \( \{p_n^\alpha(x)\} \) tend to the exceptional families discussed by D. Masson [20].

T. Chihara [11] considered the effect of changing initial conditions on the spectral properties of the orthogonal polynomials generated by the same recurrence relation. Chihara considered general initial conditions. The change in initial conditions (1.28) from (1.26) may not be the most general but we believe it to be the most natural.

The presence of a second family of birth and death process polynomials was observed and investigated for linear and asymptotically symmetric quadratic processes in [14 and 15], respectively. Wimp [33] introduced and investigated associated Jacobi polynomials. The exceptional family of Jacobi polynomials was introduced by Ismail and Masson in [16].

In §9 we include miscellaneous results. The first is a complete asymptotic expansion of \( \{p_n^\alpha(x)\} \). The second result, Theorem 4, states that the coefficients \( c_{m,n,k}^\alpha \) in the linearization of products

\[
p_m^\alpha(x; a, b, c, d|q)p_n^\alpha(x; a, b, c, d|q) = \sum_{k=|m-n|}^{m+n} c_{m,n,k}^\alpha(a, b, c, d)p_n^\alpha(x; a, b, c, d|q),
\]

are nonnegative for \( \alpha \geq 0 \), and \( a = -b, c = -d, -q < b, d < q \). The linearization coefficients are usually very difficult to find explicitly, but in many cases of orthogonal polynomials the nonnegativity of the linearization coefficients has interesting implications (see the excellent source [3]). They may also have combinatorial interpretations (see [4]).

The following theorem of Askey [2] is very useful in proving the nonnegativity of linearization coefficients.

**Theorem 2.** Assume that \( \{r_n(x)\} \) is a family of monic polynomials, i.e. \( r_n(x) - x^n \) is a polynomial of degree less than \( n \), and let \( r_0(x) = 1, r_1(x) = x + \alpha_0 \), where \( \alpha_0 \) is a real number. If

\[
r_1(x)r_n(x) = r_{n+1}(x) + \alpha_n r_n(x) + \beta_n r_{n-1}(x), \quad n > 0,
\]
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and \( \alpha_n \geq 0, \beta_{n+1} > 0, \alpha_{n+1} \geq \alpha_n, \beta_{n+2} \geq \beta_{n+1}, \ n = 0, 1, 2, \ldots \), then the coefficients \( d_{m,n,k} \) in the linearization formula

\[
(1.31) \quad r_m(x) r_n(x) = \sum_{k=|m-n|}^{m+n} d_{m,n,k} r_k(x),
\]

are nonnegative.

There is very little known about the location of zeros of hypergeometric functions \( _2F_1 \) or generalized hypergeometric functions \( _pF_q \) when the parameters are complex. There does not seem to be anything known about zeros of basic hypergeometric series (functions). Studying the presence, or absence, of a discrete spectrum for a family of orthogonal polynomials is a problem of determining when a certain transcendental function has, or does not have, zeros. In §4 we shall prove that \( \{p_n(x)\} \) is orthogonal with respect to an absolutely continuous measure when \( \alpha \geq 0, -1 < a, b, c, d < 1, 0 < q < 1 \). In §5 we shall prove that \( \{q_n(x)\} \) is orthogonal with respect to a positive measure with at most one discrete mass which, if it exists, will lie outside \([-1, 1]\). This proves the following theorem.

**Theorem 3.** Let \( \alpha \geq 0, 0 < q < 1 \). If \( -\sqrt{q} < a, b, c, d < \sqrt{q} \) then the \( aW_1 \) in (4.31) will have no zeros in \( \mathbb{C}/[-1, 1] \). On the other hand if \( -1 < a, b, c, d < 1 \) then the \( aW_1 \) in (5.15) will have at most one zero in \( \mathbb{C}/[-1, 1] \).

2. **CONTIGUOUS RELATIONS FOR \( aW_1 \) SERIES**

Let us assume that \( a, d, e \) and \( f \) are fixed parameters and denote

\[
(2.1) \quad \phi(b,c) := aW_1(a; b, c, d, e, f; q, a^2 q^2/bcdef).
\]

We shall use the usual notation of writing \( b \pm \) for \( bq^{\pm 1} \), \ldots, etc. For example \( \phi(b \pm, c) \) stands for \( \phi(bq^{\pm 1}, c) \) and \( \phi(b, c \pm) \) for \( \phi(b, cq^{\pm 1}) \). A contiguous relation is a three term recurrence relation connecting \( \phi(b,c), \phi(b \pm, c \pm) \). We shall first prove the following identities:

\[
(2.2) \quad (b-c)(1-a^2 q^2/bcdef)\phi(b,c) = b\left(\frac{1-aq/bd}{1-aq/b}\right)(1-aq/be)(1-aq/bf)\phi(b-,c) \\
- c\left(\frac{1-aq/cd}{1-aq/c}\right)(1-aq/ce)(1-aq/cf)\phi(b,c-),
\]

and

\[
(2.3) \quad (c-b/q)(1-aq/bc)\phi(b-,c) = (c-1)(1-a/c)\phi(b-,c+) \\
+ (1-b/q)(1-aq/b)\phi(b,c).
\]
To prove (2.2) we shall use Nassrallah and Rahman’s [21] integral representation for an 8, W7 series:

\[ \int_{-1}^{1} v(x; \lambda, \mu, \nu, \rho, \sigma; A) \, dx \]

\[ = \frac{2 \pi (A \lambda, A \mu, A \nu, A \rho, A \sigma, \lambda \mu \nu \rho \sigma A^{-1})_{\infty}}{(q, \lambda \mu, \lambda \nu, \lambda \rho, \lambda \sigma, \mu \nu, \mu \rho, \mu \sigma, \nu \rho, \nu \sigma, \rho \sigma, A^{2})_{\infty}} \cdot 8 W_{7}(A^{2}/q; A/\lambda, A/\mu, A/\nu, A/\rho, A/\sigma; q, \lambda \mu \nu \rho \sigma A^{-1}), \]

provided that

\[ \text{Max}(|\lambda|, |\mu|, |\nu|, |\rho|, |\sigma|, |\lambda \mu \nu \rho \sigma A^{-1}|) < 1, \]

where

\[ v(x; \lambda, \mu, \nu, \rho, \sigma; A) \]

\[ = \frac{h(x; 1, -1, q^{1/2}, -q^{1/2}, A)}{h(x; \lambda, \mu, \nu, \rho, \sigma)} (1 - x^{2})^{-1/2}, \]

with

\[ h(x; a_{1}, a_{2}, \ldots, a_{k}) = \prod_{j=1}^{k} h(x; a_{j}), \]

\[ h(x; a) = \prod_{n=0}^{\infty} (1 - 2a x q^{n} + a^{2} q^{2n}). \]

Since \( 1 - 2Ax + A^{2} = (1 - A/\lambda)(1 - A\lambda) + A(1 - 2\lambda x + \lambda^{2})/\lambda \) and \( h(x; A) = (1 - 2Ax + A^{2})h(x; qA) \), the integral in (2.4) can be split into two parts:

\[ \int_{-1}^{1} v(x; \lambda, \mu, \nu, \rho, \sigma; A) \, dx \]

\[ = (1 - A/\lambda)(1 - A\lambda) \int_{-1}^{1} v(x; \lambda, \mu, \nu, \rho, \sigma; Aq) \, dx \]

\[ + \frac{A}{\lambda} \int_{-1}^{1} v(x; \lambda q, \mu, \nu, \rho, \sigma; Aq) \, dx. \]

This decomposition leads to the following identity involving 8, W7 series:

\[ 8 W_{7}(A^{2}/q; A/\lambda, A/\mu, A/\nu, A/\rho, A/\sigma; q, \lambda \mu \nu \rho \sigma A) \]

\[ = (1 - A/\lambda)^{(1 - A^{2})(1 - qA^{2})(1 - \lambda \mu \nu \rho \sigma/qA)} \]

\[ \cdot 8 W_{7} \left( qA^{2}; Aq/\lambda, Aq/\mu, Aq/\nu, Aq/\rho, Aq/\sigma; q, \frac{\lambda \mu \nu \rho \sigma}{Aq} \right) \]

\[ + \frac{A}{\lambda} \left( 1 - A^{2} \right) (1 - \lambda \mu)(1 - \lambda \nu)(1 - \lambda \rho)(1 - \lambda \sigma) \]

\[ \cdot 8 W_{7} \left( qA^{2}; A/\lambda, Aq/\mu, Aq/\nu, Aq/\rho, Aq/\sigma; q, \frac{\lambda \mu \nu \rho \sigma}{A} \right). \]
We then interchange $\lambda$ and $\mu$ in (2.8) and subtract the result from (2.8). After replacing $A$ by $A/q$ we obtain the functional equation

$$\begin{align*}
(\lambda - \mu)(1 - \lambda \mu \rho \sigma /A) & \cdot \mathcal{W}_7(A^2/q; A/\lambda, A/\mu, A/\nu, A/\rho, A/\sigma; q, \lambda \mu \rho \sigma /A) \\
= & \frac{\lambda(1 - \mu \nu)(1 - \mu \rho)(1 - \mu \sigma)}{1 - A\mu} \\
\cdot \mathcal{W}_7(A^2/q; A/\lambda, A/\mu, A/\nu, A/\rho, A/\sigma; q, \lambda \mu \rho \sigma /A) \\
\cdot \mu(1 - \lambda \nu)(1 - \lambda \rho)(1 - \mu \sigma) \\
\cdot \mathcal{W}_7(A^2/q; A/\lambda q, A/\mu, A/\nu, A/\rho, A/\sigma; q, \lambda \mu \rho \sigma /A).
\end{align*}$$

Identity (2.2) follows from (2.9) by setting $A = (aq)^{1/2}$, $\lambda = (aq)^{1/2}/b$, $\mu = (aq)^{1/2}/c$, $\nu = (aq)^{1/2}/d$, $\rho = (aq)^{1/2}/e$, and $\sigma = (aq)^{1/2}/f$.

To prove (2.3) we observe that for $n = 0, 1, 2, \ldots$, we have

$$\begin{align*}
\frac{(aq^{n+2}/b, aq^{n}/c)_\infty}{(bq^{n-1}, cq^{n+1})_\infty} - \frac{(aq^{n+1}/b, aq^{n+1}/c)_\infty}{(bq^n, cq^n)_\infty} \\
= (aq^{n+2}/b, aq^{n+1}/c)_\infty \\
\cdot \{(1 - aq^n/c)(1 - cq^n) - (1 - aq^{n+1}/b)(1 - bq^{n-1})\} \\
= (b/q - c)(1 - aq/bc)\frac{(aq^{n+2}/b, aq^{n+1}/c)_\infty}{(bq^{n-1}, cq^n)_\infty} q^n.
\end{align*}$$

This establishes the contiguous relation

$$\begin{align*}
\frac{(aq^2/b, a/c)_\infty}{(b/q, c)_\infty} \phi(b-, c+) - \frac{(aq/b, aq/c)_\infty}{(b, c)_\infty} \phi(b, c) \\
= (b/q - c)(1 - aq/bc)\frac{(aq^2/b, aq/c)_\infty}{(b/q, c)_\infty} \phi(b-, c),
\end{align*}$$

which is essentially the same as (2.3).

Let us now rewrite (2.3) in the form

$$\begin{align*}
\phi(b-, c) = & \frac{(1 - c)(1 - a/c)}{(b/q - c)(1 - aq/bc)} \phi(b-, c+) \\
- & \frac{(1 - b/q)(1 - aq/b)}{(b/q - c)(1 - aq/bc)} \phi(b, c).
\end{align*}$$

Interchanging $b$ and $c$ we also have

$$\begin{align*}
\phi(b, c-) = & \frac{(1 - b)(1 - a/b)}{(c/q - b)(1 - aq/bc)} \phi(b+, c-) \\
- & \frac{(1 - c/q)(1 - aq/c)}{(c/q - b)(1 - aq/bc)} \phi(b, c).
\end{align*}$$
We now multiply (2.11) by \( b(1 - aq/bd)(1 - aq/be)(1 - aq/bf)/(1 - aq/b) \), multiply (2.12) by \( c(1 - aq/cd)(1 - aq/ce)(1 - aq/cf)/(1 - aq/c) \), then subtract one from the other and use (2.2) to get the contiguous relation

\[
[(b - c)(1 - aq/bc)(1 - a^2q^2/bcdef) + L + M](f)(b, c) + (b+, c-),
\]

where

\[
L = \frac{c(1 - c/q)(1 - aq/cd)(1 - aq/ce)(1 - aq/cf)}{b - c/q},
\]

and

\[
M = \frac{b(1 - b/q)(1 - aq/bd)(1 - aq/be)(1 - aq/bf)}{b/q - c}.
\]

As we shall see in the next section, (2.13) enables us to show that \( r_\alpha(x) \) defined in (1.12) is a solution of the functional equation (1.11). However, in order to show that \( s_\alpha(x) \) defined in (1.13) also satisfies (1.11) we need a slightly different approach. Let us assume that \( \mu, \nu, \rho, \sigma \) are fixed constants and set

\[
W(A; \lambda) := s_{\lambda}(A^2/q ; A/\lambda, A/\mu, A/\nu, A/\rho, A/\sigma ; q, \lambda\mu\nu\rho\sigma/A).
\]

We then replace \( A, \lambda \) in (2.8) by \( A/q \) and \( \lambda/q \), respectively, and write it in the form

\[
W(A/q ; \lambda/q) - W(A ; \lambda) = \frac{(1 - A/\lambda)(1 - A^2/q^2)(1 - A/\mu)(1 - A/\nu)(1 - A/\rho)(1 - A/\sigma)\lambda\mu\nu\rho\sigma}{(1 - A\lambda/q)(1 - A\mu/q)(1 - A\nu/q)(1 - A\rho/q)(1 - A\sigma/q)} Aq \cdot W(A/q ; \lambda).
\]

By using the definition of the \( s_{\lambda} \) series it can be easily verified that

\[
W(A/q ; \lambda/q) - W(A/q ; \lambda) = \frac{(1 - A^2)(1 - qA^2)(1 - A/\mu)(1 - A/\nu)(1 - A/\rho)(1 - A/\sigma)\lambda\mu\nu\rho\sigma}{(1 - A\lambda/q)(1 - A\mu/q)(1 - A\nu/q)(1 - A\rho/q)(1 - A\sigma/q)} Aq \cdot W(A/q ; \lambda).
\]

Eliminating \( W(A/q ; \lambda/q) \) between (2.17) and (2.18) we find that

\[
W(A/q ; \lambda/q) = \left[ (1 - A/\lambda)(1 - A^2/q^2)(1 - A/\mu)(1 - A/\nu)(1 - A/\rho)(1 - A/\sigma)\lambda\mu\nu\rho\sigma \right] \frac{Aq}{(1 - A\lambda/q)(1 - A\mu/q)(1 - A\nu/q)(1 - A\rho/q)(1 - A\sigma/q)} W(A/q ; \lambda).
\]

Eliminating \( W(A ; \lambda/q) \) between (2.17) and (2.18) we find that

\[
W(A/q ; \lambda/q) = \left[ (1 - A/\lambda)(1 - A^2/q^2)(1 - A/\mu)(1 - A/\nu)(1 - A/\rho)(1 - A/\sigma)\lambda\mu\nu\rho\sigma \right] \frac{Aq}{(1 - A\lambda/q)(1 - A\mu/q)(1 - A\nu/q)(1 - A\rho/q)(1 - A\sigma/q)} W(A/q ; \lambda).
\]
We can now express $W(Aq; \lambda)$ in terms of $W(A; \lambda)$ and $W(Aq; \lambda q)$ by using (2.17) with $A, \lambda$ replaced by $Aq, \lambda q$, respectively. We thus obtain the second independent contiguous relation for the $\mathfrak{g}W_7$ series

\[
(1 - A^2/q^2)(1 - A^2/q) \times \frac{(\cdots)}{(\cdots)} W(A; \lambda)
\]

(2.20)

3. Solutions of the functional equation (1.11)

In (2.13) let us replace $a, b, c, d, e, f$ by $bcd/zq, q^{-a}, abcdq^{a-1}, b/z, c/z$ and $d/z$, respectively, and set

\[
f'_a(z) = \mathfrak{g}W_7(bcd/zq; b/z, c/z, d/z, abcdq^{a-1}, q^{-a}; q, qz/a).
\]

Then (2.13) can be written as

\[
(z + z^{-1} - a/q - q/a + A'_a + C'_a) f'_a(z)
\]

\[
= \frac{q}{az} \left(1 - abcdq^{a-1} \right) A'_a f'_{a+1}(z) + \frac{az}{q} \left(1 - abcq^{a-1} \right) C'_a f'_{a-1}(z),
\]

where

\[
A'_a = \frac{a(1 - bcq^a)(1 - bdq^a)(1 - cdq^a)(1 - q^{a+1})}{q(1 - abcdq^{2a-1})(1 - abcdq^{2a})},
\]

\[
C'_a = \frac{a(1 - abq^{a-1})(1 - acq^{a-1})(1 - adq^{a-1})(1 - abcdq^{a-2})}{q(1 - abcdq^{2a-2})(1 - abcdq^{2a-1})}.
\]

Similarly, replacing $A, \lambda, \mu, \nu, \rho, \sigma$ in (2.20) by $(bcdzq)^{1/2}q^a$, $aq^a(bcd/zq)^{1/2}$, $(dzq/bc)^{1/2}$, $(czq/ad)^{1/2}$, $(bzq/cd)^{1/2}$, and $(bcdz/q)^{1/2}$ respectively, we find that (2.20) can be rewritten as

\[
(z + z^{-1} - a/q - q/a + A'_a + C'_a) g'_a(z)
\]

\[
= \frac{z A'_a C'_{a+1}}{(1 - bcdzq^{2a+1})(1 - bcdzq^{2a+2})} \left(1 - bdq^{a+1}(1 - czq^{a+1})(1 - dzq^{a+1})(1 - bcdzq^a)g'_{a+1}(z)ight)
\]

\[
+ z^{-1} \frac{(1 - bsz^a)(1 - czq^a)(1 - dzq^a)(1 - bcdzq^{a-1})}{(1 - bcdzq^{2a-1})(1 - bcdzq^{2a})} g'_{a-1}(z),
\]
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where
\( g'_a(z) = g_{\omega}(bcdz^{2a} ; bcq^a, bdq^a, cdq^a, q^{a+1}, zq/a ; q, az) \).

If we set
\[
 f_a(z) = \frac{(q^{a+1}, bcdq^a/z)_{\infty}}{(abcdq^{a-1}, azq^a)_{\infty}} \left( \frac{q}{az} \right)^{a} f'_a(z),
\]
and
\[
 g_a(z) = \frac{(abcdq^{2a}, bzo^a, czo^a, dzo^a, bcdzq^a}_{\infty}}{(bcq^a, acq^a, adq^a, abdq^{a-1}, bcdzq^{2a+1})_{\infty}} \left( \frac{qz}{a} \right)^{a} g'_a(z),
\]
then it can be shown that both \( f_a(z) \) and \( g_a(z) \) satisfy the same functional equation, namely,
\[
 (z + z^{-1}) - a/q - q/a + A'_a + C'_a h'_a(z) = A'_a h'_{a+1}(z) + C'_a h'_{a-1}(z).
\]

To deduce the functional equation (1.11) we observe that
\[
 A'_a + C'_a - a/q - q/a = A_a + C_a - a - a^{-1},
\]
where
\[
 A_a = a^{-1} \frac{(1 - abq^a)(1 - acq^a)(1 - adq^a)(1 - abdq^a)}{(1 - abcdq^{2a-1})(1 - abcdq^{2a})},
\]
and
\[
 C_a = a \frac{(1 - bcq^a)(1 - bdq^a)(1 - cdq^{a-1})}{(1 - abcdq^{2a-2})(1 - abcdq^{2a-1})}.
\]

If we now define
\[
 h_a(z) = \frac{(abq^a, acq^a, adq^a, abdq^{a-1})_{\infty}}{(bcq^a, bdq^a, cdq^a, q^{a+1})_{\infty}} \left( \frac{a^2}{q} \right)^{a} h'_a(z),
\]
then it follows that (3.8) reduces to (1.11). Multiplying \( f_a(z) \) and \( g_a(z) \) by the coefficient of \( h'_a(z) \) in (3.12) we find that \( r_a(z) \) and \( s_a(z) \) defined in (1.12) and (1.13), respectively, are indeed solutions of (1.11).

4. The associated Askey-Wilson polynomials

Let \( n \) be a nonnegative integer and let
\[
 p_a^n(x) = p_a^n(x ; a, b, c, d|q) = L_a r_{a+n}(z) + M_a s_{a+n}(z),
\]
be a linear combination of solutions of (1.11) with \( \alpha \) replaced by \( \alpha + n \). The initial conditions to be used are
\[
 p_{a+1}^a(x) = 0, \quad p_0^a(x) = 1.
\]
These initial conditions force the linear combination in (4.1) to depend on \( z \) only through the combination \( (z + z^{-1})/2 = x \) and hence to be a polynomial in \( x \).
From the functional equation (1.11) it clearly follows that

\[(4.3)\quad L_\alpha = W_\alpha^{-1} s_{\alpha-1}(z), \quad M_\alpha = -W_\alpha^{-1} r_{\alpha-1},\]

where the Wronskian-type function \(W_\alpha\) is given by the Casorati determinant

\[(4.4)\quad W_\alpha = r_\alpha(z)s_{\alpha-1}(z) - s_\alpha(z)r_{\alpha-1}(z).\]

The nonvanishing of \(W_\alpha\) provides the guarantee that \(r_\alpha(z)\) and \(s_\alpha(z)\) are linearly independent. To compute \(W_\alpha\) we find from (1.11) that

\[(4.5)\quad W = A_\alpha W_{\alpha+1}/C_\alpha\]

\[= a^{-2}(1 - abq^\alpha)(1 - acq^\alpha)(1 - adq^\alpha)(1 - abcdq^\alpha - 1)(1 - abcdq^{2\alpha - 2})\]

\[(1 - bcq^\alpha - 1)(1 - bdq^\alpha - 1)(1 - cdq^\alpha - 1)(1 - q^\alpha)(1 - abcdq^{2\alpha - 2}) W_{\alpha+1}.\]

Hence, for \(V_\alpha = a^{-2\alpha} W_\alpha\), we obtain

\[(4.6)\quad V_\alpha = (1 - abq^\alpha)(1 - acq^\alpha)(1 - adq^\alpha)(1 - abcdq^\alpha - 1)(1 - abcdq^{2\alpha - 2})\]

\[(1 - bcq^\alpha - 1)(1 - bdq^\alpha - 1)(1 - cdq^\alpha - 1)(1 - q^\alpha)(1 - abcdq^{2\alpha - 2}) V_{\alpha+1},\]

which, on iteration, gives

\[(4.7)\quad V_\alpha = \frac{(abq^\alpha, acq^\alpha, adq^\alpha, abcdq^\alpha - 1)_\infty}{(bcq^\alpha - 1, bdq^\alpha - 1, cdq^\alpha - 1, q^\alpha)_\infty} (1 - abcdq^{2\alpha - 2}) \lim_{n \to \infty} V_{\alpha+n}.\]

From (1.12), (1.13) and (4.4) it follows that

\[(4.8)\quad \lim_{n \to \infty} V_{\alpha+n} = \lim_{n \to \infty} a^{-2(n+\alpha)} \{r_{\alpha+n}(z)s_{\alpha+n-1}(z) - r_{\alpha+n-1}(z)s_{\alpha+n}(z)\}
= a^{-1} \lim_{n \to \infty} \{z^{n+1} W_{\alpha}(bcd/zq; b/z, c/z, d/z, abcdq^{n+1}, q^{-n-1}; q, zq/a)\}
\times\left(\begin{array}{c} bcdq^{n+2\alpha-2}; \quad bcdq^{n+1}, bdq^{n+1}, cdq^{n+1}, q^{n+1}; \quad zq/a; \quad q, az \\ zq/a; \quad q, az \\ zq/a; \quad q, az \\ zq/a; \quad q, az \end{array}\right)\}.

Now, for fixed \(\beta\), the limiting relation

\[(4.9)\quad \lim_{n \to \infty} \frac{W_\alpha(bcd/zq; b/c, c/d, d/z, abcdq^{n+\beta}, q^{n+\beta}; q, az)}{(az)_{\infty}} = \frac{(qz^2)_{\infty}}{(az)_{\infty}}, \quad |az| < 1,\]

follows from the \(q\)-binomial theorem [27, IV.11], or [13, II.3, p. 236], while the limiting relation

\[(4.10)\quad \lim_{n \to \infty} \frac{W_\alpha(bcd/zq; b/c, c/d, d/z, abcdq^{n+\beta}, q^{n-\beta}; q, zq/a)}{(cd, bd, bc, z^2)_{\infty}} = \frac{\phi_5\left(\begin{array}{c} bcd/zq, qbcd/zq^{1/2}, q(bcd/zq)^{1/2}, b/c, c/d, d/z; \quad q, z^2 \\ (bcd/zq)^{1/2}, -(bc/zq)^{1/2}, cd, bd, bc \end{array}\right)}{(cd, bd, bc, z^2)_{\infty}}, \quad |z| < 1,\]
follows from the $_6\phi_5$ summation formula [27, IV.7] or [13, II.20]. This yields
the limiting relation

$$\lim_{n \to \infty} V_{a+n} = \frac{(bz, cz, dz, bcd/z)_{\infty}}{(bc, bd, cd, az)_{\infty}} (az)^{-1}. $$

Thus,

$$W_a = a^{2a} V_a$$

$$= \frac{q^{2a-1} (bz, cz, dz, bcd/z, abq^a, acq^a, adq^a, abcdq^{-1})_{\infty}}{(az, bc, bd, cd, bcdq^{-1}, cdq^{-1}, bdq^{-1}, q^a)_{\infty}} (1 - abcdq^{2a-2}).$$

The associated Askey-Wilson polynomials are then given by the explicit formula

$$p_n^a(x) = \frac{z^a}{1 - abcdq^{2a-2}} \cdot \frac{(bc, bd, cd, bcdq^{-1}, bdq^{-1}, cdq^{-1}, q^a, az)_{\infty}}{(abq^a, acq^a, adq^a, abcdq^{-1}, bz, cz, dz, bcd/z)_{\infty}} \cdot \frac{(bcq^{-2}, bczq, czq^a, dzzq, bcdzzq^{-1}, abq^{a+n})_{\infty}}{(bcq^{-1}, bcdq^{-1}, cdq^{-1}, q^a, bcdq^{2a-1}, bcdq^{a+n})_{\infty}} \cdot \frac{(acq^{a+n}, adq^{a+n}, bcdq^{a+n}/z)_{\infty}}{(bdq^{a+n}, cdq^{a+n}, azq^{a+n})_{\infty}} z^{-n-1} \cdot W_7(bcdq^{2a-2}; bczq^{-1}, bcdq^{-1}, cdq^{-1}, q, za; q, az) \cdot \cdot \cdot W_7(bcdq^{2a-2}; bczq^{-1}, bcdq^{-1}, cdq^{-1}, q, za; q, az).$$

Using (4.1), (4.3) and (4.4) in (1.11) one can also show that $p_n^a(x)$ satisfies the
three-term recurrence relation

$$A_{a+n} + C_{a+n} p_n^a(x) = A_{a+n} p_n^a(1+x) + C_{a+n} p_n^a(1-x).$$

Although (4.13) is the more useful form of $p_n^a(x)$ it is far from clear that it is a
polynomial in $(z + z^{-1})/2$. It is possible, in principle, to use the transformation
theory of basic hypergeometric series to derive an explicit polynomial form of
The associated Askey-Wilson polynomials $p_n^\alpha(x)$ from (4.13), but we shall use a simpler approach in §6 to show that

$$p_n^\alpha(x) = \sum_{k=0}^{n} \frac{(q^{-n}, abcdq^{2a+n-1}, abcdq^{2a-1}, az, a/z)_{k}}{(q, abq^{\alpha}, acq^{\alpha}, adq^{\alpha}, abcdq^{a-1})_{k}} q^k \cdot W_9(abcdq^{2a+k-2}; q^a, bcdzq^{2a}, bcdzq^{a-1}, cdq^{a-1}, q^{k+1}, abcdq^{2a+n+k-1}, q^{k-n}; q, a^2).$$

(4.15)

For $|z| < 1$, that is $x \in \mathbb{C}/[-1, 1]$, and $|a| < 1$, we can deduce the following asymptotic formula for $p_n^\alpha(x)$ from (4.13):

$$\lim_{n \to \infty} \left( \frac{z}{a} \right)^n p_n^\alpha(x) = \frac{(abcdq^{2a-1}, az, bzq^{a}, czq^{a}, dzq^{a}, bcdzq^{a-1})_\infty}{(abcdq^{a-1}, abq^{\alpha}, acq^{\alpha}, adq^{\alpha}, bcdzq^{2a-1}, z^2)_\infty} \cdot W_9(abcdzq^{2a-2}; bcdzq^{a-1}, bdq^{a-1}, cdq^{a-1}, q^a, zq/a; q, az),$$

(4.16)

When we set $\alpha = 0$, (4.16) agrees with the asymptotic formula for the Askey-Wilson polynomials $p_n(x; a, b, c, d|q)$ obtained in Ismail and Wilson [17] and Rahman and Verma [24], when we set $\alpha = 0$ in the above formula.

The asymptotic formula (4.16) enables us to evaluate the Stieltjes transform of the measure of orthogonality of the associated Askey-Wilson polynomials using (1.25). Let

$$\int_{-\infty}^{\infty} d\mu(t; \alpha, 1) = 1, \quad \int_{-\infty}^{\infty} p_n^\alpha(t)p_m^\alpha(t) d\mu(t; \alpha, 1) = 0, \quad m \neq n.$$

(4.17)

The reason we used $1$ in $d\mu(t; \alpha, 1)$ is that we will introduce a second family of associated Askey-Wilson polynomials and will denote the measure they are orthogonal with respect to, by $d\mu(t; \alpha, 2)$. Applying (1.25) and (4.16) yields

$$\int_{-\infty}^{\infty} d\mu(t; \alpha, 1) \frac{2z(1 - bcdzq^{2a-1})(1 - bcdzq^{2a})}{(1 - bzq^{a})(1 - czq^{a})(1 - dzq^{a})(1 - bcdzq^{a-1})} \cdot \frac{8W_9(bcdzq^{2a}; bcdzq^{a}, bcdzq^{a}, cdq^{a}, q^{a+1}, zq/a; q, az)}{8W_9(bcdzq^{2a-2}; bcdzq^{a-1}, bdq^{a-1}, cdq^{a-1}, q^a, zq/a; q, az)},$$

(4.18)

provided that $x$ is in the complex plane cut along $[-1, 1]$.

This relation can also be obtained from the theory of continued fractions in the following manner. The functions $R_n(x)$, $S_n(x)$, $R_n(x) := r_{n+a}(x)$, $S_n(x) := s_{n+a}(x)$, are linearly independent solutions of the three term recurrence relation of the associated Askey-Wilson polynomials. When $|z| < 1$,
$S_n(x)$ is the minimal solution of the above-mentioned recurrence relation, since $S_n(x)/R_n(x) \to 0$ as $n \to \infty$. When $|z| = 1$ it is clear from the explicit representations of $r_{n+\alpha}(x)$ and $s_{n+\alpha}(x)$ that both are oscillatory and their recurrence relation will have no minimal solution. We then apply Pincherle's Theorem, Jones and Thron [18], and conclude that the left-hand side of (4.18) must be a constant multiple of $S_0(x)/S_{-1}(x)$. The constant is then computed by letting $x \to \infty$ and noting that the left-hand side of (4.18) is $x^{-1} + O(x^{-2})$ as $x \to \infty$.

From (4.18) one may invert the Stieltjes transform of $d\mu(t; \alpha, 1)$ and find the measure $d\mu(t; \alpha, 1)$ explicitly. The isolated points in the support of $d\mu(t; \alpha, 1)$ coincide with the poles of the right-hand side of (4.18). Note that the $W_7$'s in (4.18) satisfy the same three term recurrence relation and it is possible to use this fact to prove that the $W_7$'s in (4.18) have no common zeros. We conjecture that the $W_7$ in the denominator of (4.18) has no zeros for $|z| < 1$, $\alpha \geq 0$, and $-q^{\alpha/2} < a, b, c, d < q^{\alpha/2}$. We have been able to prove this conjecture when $\alpha \geq 0$ and $-1 < a, b, c, d < 1$. The proof is given at the end of this section.

We now compute the absolutely continuous components of $d\mu(t; \alpha, 1)$. Recall that the Perron-Stieltjes inversion formula implies

$$
\mu(t; \alpha, 1) = \frac{F(t - i0^+) - F(t + i0^+)}{2\pi i},
$$

where $F(x)$ denotes the right-hand side of (4.18). Since $F(z)$ is single valued for $|z| < 1$ then one can see from (4.19) that $\mu'$ is supported on $[-1, 1]$. Observe that as we cross $[-1, 1]$ from the upper or lower half planes the roles of $z$, $z^{-1}$ are interchanged. Note that

$$
F(x) := \int_{-\infty}^{\infty} \frac{d\mu(t; \alpha, 1)}{x - t} = Cs_{\alpha}(z)/s_{\alpha-1}(z),
$$

$C$ being a constant. From (4.19) and (4.20) it follows that

$$
2\pi is_{\alpha-1}(e^{i\theta})^2 \mu'(\cos \theta; \alpha, 1)
$$

$$
= C\{s_{\alpha}(e^{i\theta})s_{\alpha-1}(e^{-i\theta}) - s_{\alpha}(e^{-i\theta})s_{\alpha-1}(e^{i\theta})\}.
$$

Using (1.13), (1.20) and the fact that the left-hand side of (4.18) is $x^{-1} + O(x^{-2})$ as $x \to \infty$, we get

$$
aC = \frac{2(1 - abcdq^{2\alpha-2})(1 - bcq^{\alpha-1})}{(1 - bdq^{\alpha-1})(1 - cdq^{\alpha-1})(1 - qa)},
$$

since $z \sim x^{-1}$. We now evaluate the right-hand side of (4.21). It readily follows from (1.11) that

$$
A_\alpha\{h_\alpha(z)h_{\alpha+1}(z) - h_\alpha(z)h_{\alpha+1}(\overline{z})\}
$$

$$
= C\{h_{\alpha-1}(\overline{z})h_\alpha(z) - h_{\alpha-1}(z)h_\alpha(\overline{z})\}.
$$

Set

$$
U_{\alpha+1}(x) := h_{\alpha+1}(z)h_\alpha(\overline{z}) - h_{\alpha+1}(\overline{z})h_\alpha(z).
$$
The above functional equation when expressed in term of \( U_\alpha(x) \) is

\[
(4.25) \quad U_\alpha(x) = A_\alpha U_{\alpha+1}(x)/C_\alpha,
\]

which, when iterated, leads to

\[
(4.26) \quad U_\alpha(x) = \frac{(abq^\alpha, acq^\alpha, adq^\alpha, abcdq^{\alpha-1})_\infty}{(bcq^{\alpha-1}, bdq^{\alpha-1}, cdq^{\alpha-1}, q^\alpha)_\infty} (1 - abcdq^{2\alpha-2}) 
\cdot \lim_{n \to \infty} a^{-2n} U_{\alpha+n}(x).
\]

provided that the limit exists. When \( h_\alpha(x) = s_\alpha(x) \), then in view of (1.13), we have

\[
\lim_{n \to \infty} a^{-2n-2\alpha} U_{n+\alpha}(x) = \frac{z - \overline{z}}{a|z|^2} \left| \frac{(qz^2)_\infty}{(az)_\infty} \right|^2.
\]

This implies that

\[
(4.28) \quad \lim_{n \to \infty} a^{-2n} U_{n+\alpha}(x) = -a^{2\alpha-1}(2i \sin \theta) \left| \frac{(qe^{2i\theta})_\infty}{(ae^{i\theta})_\infty} \right|^2,
\]

where \( z = e^{-i\theta} \), \( x = \cos \theta \). We now combine (4.28) with (4.21), (4.22) and (4.26), and find the absolutely continuous component of the spectral measure to have the form

\[
(4.29) \quad d\mu(\cos \theta; \alpha, 1) = \frac{(abq^\alpha, acq^\alpha, adq^\alpha, bcq^\alpha, bdq^\alpha, cdq^\alpha, abcdq^{\alpha-1}, q^{\alpha+1})_\infty}{2\pi(abcdq^{2\alpha-1}, abcdq^{2\alpha})_\infty} 
\cdot \frac{(e^{2i\theta}, bcq^{2\alpha-2}e^{i\theta})_\infty}{(ae^{i\theta}, bq^{\alpha}e^{i\theta}, cq^{\alpha}e^{i\theta}, dq^{\alpha}e^{i\theta}, bcq^{\alpha-1}e^{i\theta})_\infty} 
\cdot |_8 W_7(bcdq^{2\alpha-2}e^{i\theta}; bcq^{\alpha-1}, bdq^{\alpha-1}, cdq^{\alpha-1}, q^{\alpha}, qe^{i\theta}/a; q, ae^{i\theta})|^{-2}.
\]

The above weight function \( d\mu/d\theta \) is symmetric in the parameters \( a, b, c, d \) but this symmetry is not manifested in the expression on the right-hand side of (4.29). In order to exhibit the symmetry in \( a, b, c, d \) we apply the transfor-
mation formula [13, (2.10.1)]

\[ gW_7(a; b, c, d, e, f; q, a^2q^2/bcdef) \]

\[ = \frac{\langle aq, aq/ef, a^2q^2/bcde, a^2q^2/bcdef \rangle_{\infty}}{\langle aq/e, aq/f, a^2q^2/bcd, a^2q^2/bcdef \rangle_{\infty}} gW_7(a^2q/bcd; aq/bc, aq/bd, aq/cd, e, f; q, aq/ef), \]

and establish the symmetric representation

\[ (4.31) \]

\[ d\mu(\cos \theta; \alpha, 1) = \frac{(abq^\alpha, acq^\alpha, adq^\alpha, bcq^\alpha, bdq^\alpha, cdq^\alpha, q^{\alpha+1})_{\infty}}{2\pi(abcdq^{2\alpha})_{\infty}(1 - abcdq^{2\alpha-2})(abcdq^{2\alpha-2})_{\infty}}(1 - abcdq^{2\alpha-2}) \]

\[ \cdot (abcdq^{2\alpha-2})_{\infty} \left| \frac{(e^{2i\theta}, q^{\alpha+1}e^{2i\theta})_{\infty}}{(aq^e e^{i\theta}, bq^e e^{i\theta}, cq^e e^{i\theta}, dq^e e^{i\theta}, q^{2i\theta})_{\infty}} \right|^2 \]

\[ \cdot \langle aq^e e^{i\theta}; qe^{i\theta}/a, qe^{i\theta}/b, qe^{i\theta}/c, qe^{i\theta}/d, q^\alpha; q, abcdq^{2\alpha-2} \rangle_{\infty}. \]

We conclude this section by showing that the discrete spectrum is empty. Since \( A_{n+a}, B_{n+a} \) and \( C_{n+a} \) of (1.11) are bounded, the support of \( d\mu(x; \alpha, 1) \) will be bounded, Chihara [12, Theorem IV 2.2], and the moment problem is determined. Therefore a point \( x = \xi \) supports a discrete mass if and only if

\[ (4.32) \]

\[ \sum_{n=0}^{\infty} [p_n^\alpha(\xi)]^2 / \xi_n \]

converges, Shohat and Tamarkin [26], where \( \xi_n \) is as in (1.7), (1.18) and (1.19). To show that \( x = \pm 1 \) do not support masses we need to show that the series (4.32) diverges at \( \xi = \pm 1 \). To determine the asymptotic behavior of \( p_n^\alpha(\pm 1) \) we use the Birkhoff-Trjitzinsky theory of difference equations, Wimp [32]. We assume

\[ (4.33) \]

\[ p_n^\alpha(\pm 1) \approx r^n n^k \{1 + c_1 n^{-1} + \delta n^{-2} + O(n^{-3})\}, \]

then substitute for \( p_n^\alpha(\pm 1) \) from (4.33) in (4.14) and equate coefficients. The result is \( r = \pm a \) at \( x = \pm 1 \) and the possible values of \( k \) are \( k = 0, 1 \). This shows that there are two linearly independent solutions of (4.14) at \( x = 1 \) and as \( n \to \infty \) they are \( O(a^n) \) and \( O(na^n) \). The solutions at \( x = -1 \) have the same orders of magnitude. In the case under consideration, \( \xi_n \approx Ca^{2n} \), for some \( C \neq 0 \), and the series in (4.32) will diverge at \( \xi = \pm 1 \).

It now remains to show that there are no masses outside \([-1, 1]\), i.e. the true interval of orthogonality is \([-1, 1]\), Chihara [12, p. 29]. Recall that for \( \{p_n(x)\} \) of (1.7), an interval \([r, s]\) contains the true interval of orthogonality if only if \( r < b_n < s, \ n \geq 0 \), and \( \{\beta_n(x)\} \) is a chain sequence at \( x = r \) and \( x = s \), where

\[ (4.34) \]

\[ \beta_n(x) = a_{n-1}e_n/[(x - b_n)(x - b_{n-1})], \quad n > 0, \]
In our case of interest, namely, \( a_n = A_{n+\alpha} \), \( b_n = B_{n+\alpha} \), \( c_n = C_{n+\alpha} \), denote \( \beta_n(x) \) by \( \beta_n(x; \alpha) \). The true interval of orthogonality of the Askey-Wilson polynomials is \([-1, 1]\), thus \( B_n \in (-1, 1) \) and \( \{\beta_n(\pm1; 0)\} \) are chain sequences. When \( \alpha = k \), \( \beta_n(x; k) = \beta_{n+k}(x; 0) \) so \( B_{n+k} \in (-1, 1) \) and \( \{\beta_n(x; k)\}_{1}^{\infty} \) is a chain sequence when \( x = \pm1 \). Therefore,

\[
\int_{-1}^{1} \mu'(x; \alpha, 1) \, dx = 1, \quad \alpha = 0, 1, 2, \ldots.
\]  

Since the left-hand side of (4.35) is analytic in \( w = q^\alpha \) for \( |w| < 1 \), then (4.35) will continue to hold for \( \alpha \geq 0 \), by the identity theorem of analytic functions. On the other hand, \( d\mu \) is a positive measure normalized to have total mass 1, so it cannot have a discrete component. This proves the first part of Theorem 3.

Bustoz and Ismail [10] studied the associated continuous \( q \)-ultraspherical polynomials \( \{C_n^\alpha(x; \beta|q)\} \), which correspond to \( a = -d = \sqrt{q}, \ b = -c = \beta \sqrt{q}, \gamma = q^\alpha \). They proved that the discrete spectrum is empty if \( 0 < \beta < 1, \ 0 < q < 1, \ 0 \leq \alpha < 1 \), or if \( q^2 < \beta < 1, \ 0 < q < 1, \ -1 < \alpha < 0 \). Observe that our result concerning the absence of a discrete spectrum shows that the discrete spectrum of the associated continuous \( q \)-ultraspherical polynomials is empty when \(-1 < \beta < 1, \ 0 < q < 1, \ \text{and} \ \alpha \geq 0 \). This extends some of the results in [10] to much wider range of the parameters.

5. A SECOND SYSTEM OF ASSOCIATED ASKEY-WILSON POLYNOMIALS

Let us now consider the linear combination:

\[
q_n^\alpha(x) = q_n^\alpha(x; a, b, c, d|q) = L'_{\alpha} r_{\alpha+n}(x) + M'_{\alpha} s_{\alpha+n}(z),
\]

subject to the conditions

\[
q_0^\alpha(x) \equiv 1 \quad \text{and} \quad q_1^\alpha(x) = 1 + A_{\alpha}^{-1}(z + z^{-1} - a - a^{-1}).
\]

Use of (1.11) then gives:

\[
L'_{\alpha} = -W_{\alpha}^{-1} A_{\alpha}^{-1} C_{\alpha}(s_{\alpha}(z) - s_{\alpha-1}(z)),
\]

\[
M'_{\alpha} = W_{\alpha}^{-1} A_{\alpha}^{-1} C_{\alpha}(r_{\alpha}(z) - r_{\alpha-1}(z)),
\]

where,

\[
W_{\alpha} = r_{\alpha+1}(z)s_{\alpha}(z) - r_{\alpha}(z)s_{\alpha+1}(z) = A_{\alpha+1} W_{\alpha+1}/C_{\alpha+1}
\]

\[
= \frac{(1 - abq^{\alpha+1})(1 - acq^{\alpha+1})(1 - adq^{\alpha+1})(1 - abcdq^\alpha)(1 - abcdq^{2\alpha})}{(1 - bcq^\alpha)(1 - bdq^\alpha)(1 - cdq^\alpha)(1 - q^{\alpha+1})(1 - abcdq^{2\alpha+2})} \cdot a^{-2} \cdot W_{\alpha+1}.
\]

As in the previous section we can solve this functional equation by iteration.
and obtain

\[ W_\alpha = \frac{a^{2\alpha+1}}{z} (1 - abcdq^{2\alpha}) \]

(5.5)

\[ \frac{(abq^{a+1}, acq^{a+1}, adq^{a+1}, abcdq^a, bz, cz, dz, bcd/z)_\infty}{(bcq^a, bdq^a, cdq^a, q^{a+1}, bc, bd, cd, az)_\infty} \]

Hence we get

\[ q_n^\alpha(x) = W_{\alpha-1}^{-1}\{(r_\alpha(z) - r_{\alpha-1}(z))s_{\alpha+n}(z) - [s_\alpha(z) - s_{\alpha-1}(z)]r_{\alpha+n}(z)\} \]

As for the asymptotics it is clear that for \(|z| < 1\),

\[ \lim_{n \to \infty} \left( \frac{z}{a} \right)^n q_n^\alpha(x) \]

(5.7)

\[ = W_{\alpha-1}^{-1}[s_{\alpha-1}(z) - s_\alpha(z)] \left( \frac{a}{z} \right)^{\alpha} \frac{(bcd/z, bz, cz, dz)_\infty}{(bc, bd, cd, z^2)_\infty} \]

\[ = (az)^{1-\alpha} \frac{(bcq^{a-1}, bdq^{a-1}, cdq^{a-1}, q^a, az)_\infty [s_{\alpha-1}(z) - s_\alpha(z)]}{(abq^a, acq^a, adq^a, abcdq^{a-1}, z^2)_\infty} \left( 1 - abcdq^{2a-2} \right). \]

We will now show that \( s_{\alpha-1}(z) - s_\alpha(z) \) can be expressed as a multiple of an \( \mathcal{W}_7 \) function, namely,

(5.8)

\[ s_{\alpha-1}(z) - s_\alpha(z) = \frac{(abcdq^{2a-2}, bzq^a, czq^a, dzq^a, bcdzq^{a-1})_\infty (az)^{a-1}}{(bcq^{a-1}, bdq^{a-1}, cdq^{a-1}, q^a, bcdzq^{2a-1})_\infty} \]

\[ \cdot \mathcal{W}_7(bcdzq^{2a-2}; bcq^{a-1}, bdq^{a-1}, cdq^{a-1}, q^a, z/a; q, aqz). \]

After we prove (5.8) we will show that \( \{q_n^\alpha(x)\} \) are orthogonal with respect to an absolutely continuous measure \( d\mu(x; \alpha, 2) \) supported on \([-1, 1]\). We will also find \( \mu'(x; \alpha, 2) \) explicitly.

To prove (5.8) observe that (1.13) implies

\[ s_{\alpha-1}(z) - s_\alpha(z) \]

(5.9)

\[ = \frac{(abcdq^{2a-2}, bzq^a, czq^a, dzq^a, bcdzq^{a-1})_\infty (az)^{a-1}}{(bcq^{a-1}, bdq^{a-1}, cdq^{a-1}, q^a, bcdzq^{2a-1})_\infty} \]

\[ + \sum_{k=0}^{\infty} \frac{(abcdq^{2a+k-1}, bzq^{a+1+k}, dzq^{a+1+k}, bcdzq^{a+k})_\infty}{(bcq^{a+k}, bdq^{a+k}, cdq^{a+k}, q^{a+1+k}, bcdzq^{2a+k})_\infty} \]

\[ \cdot (1 - bcdzq^{2a+2k}) \frac{(zq/a)_{k+1}(az)^{a+k}}{(q)_{k+1}} \]

\[ - \sum_{k=0}^{\infty} \frac{(abcdq^{2a+k}, bzq^{a+1+k}, czq^{a+1+k}, dzq^{a+1+k}, bcdzq^{a+k})_\infty}{(bcq^{a+k}, bdq^{a+k}, cdq^{a+k}, q^{a+1+k}, bcdzq^{2a+k})_\infty} \]

\[ \cdot (1 - bcdzq^{2a+2k}) \frac{(zq/a)_k(az)^{a+k}}{(q)_k}. \]
Since
\[
\frac{(abcdq^{2a+k-1})_{\infty} (zq/a)_{k+1}}{(bcdzq^{2a+k-1})_{\infty} (q)_{k+1}} - \frac{(abcdq^{2a+k})_{\infty} (zq/a)_{k}}{(bcdzq^{2a+k})_{\infty} (q)_{k}}
\]
\[
= \frac{(abcdq^{2a+k})_{\infty} (zq/a)_{k}}{(bcdzq^{2a+k-1})_{\infty} (q)_{k+1}}
\cdot \left\{ (1 - abcdq^{2a+k-1})(1 - zq^{k+1}/a) - (1 - q^{k+1})(1 - bcdzq^{2a+k-1}) \right\}
\]
\[
= \frac{q^{k+1}(1 - abcdq^{2a-2})(abcdq^{2a+k})_{\infty} (z/q)_{k+1}}{(bcdzq^{2a+k-1})_{\infty} (q)_{k+1}},
\]
we find that
\[
s_{a-1}(z) - s_{a}(z)
\]
\[
= \frac{(abcdq^{2a-2}, bzu, czq, dzq, bcdzq^{a-1})_{\infty} (az)^{a-1}}{(bcq^{-1}, bdq^{-1}, cdq^{-1}, q^{a}, bcdzq^{2a-1})_{\infty} (a)_{a-1}}
\cdot \left\{ 1 + \sum_{k=1}^{\infty} \frac{(1 - bcdzq^{2a-2})(bcdzq^{2a-2}, bcdzq^{a-1}, bdq^{a-1}, cdq^{a-1}, q^{a}, z/a)_{k}}{(1 - bcdzq^{2a-2})(q, bzu, czq, dzq, bcdzq^{a-1}, abcdq^{2a-1})_{k}} \cdot (aqz)^{k} \right\},
\]
which immediately leads to (5.8).

We now proceed to find \(d\mu(x; \alpha, 2)\) explicitly. It is easy to see that \((q_{n}^{a}(x))^{*} = (p_{n}^{a}(x))^{*}\), hence
\[
\frac{1}{2} A_{a} \int_{-\infty}^{\infty} \frac{d\mu(t; \alpha, 2)}{x-t} = \lim_{n \to \infty} p_{n+1}^{a}(x)/q_{n}^{a}(x),
\]
which follows from (1.23), (1.24) and (1.25). Using (4.16) and (5.7) we find that
\[
\int_{-\infty}^{\infty} d\mu(t; \alpha, 2) = \frac{D_{a}s_{a}(z)}{s_{a-1}(z) - s_{a}(z)},
\]
where,
\[
D_{a} = 2/C_{a}
\]
\[
= \frac{2(1 - abcdq^{2a-1})(1 - abcdq^{2a-2})}{a(1 - bcdq^{a-1})(1 - bdq^{a-1})(1 - cdq^{a-1})(1 - q^{a})}.
\]

Now the Perron-Stieltjes inversion formula, as in (4.19), implies
\[
2\pi i \mu'(x; \alpha, 2)
\]
\[
= D_{a} \left\{ \frac{s_{a}(e^{-i\theta})}{s_{a-1}(e^{-i\theta}) - s_{a}(e^{-i\theta})} - \frac{s_{a}(e^{i\theta})}{s_{a-1}(e^{i\theta}) - s_{a}(e^{i\theta})} \right\}
\]
\[
= D_{a} \left\{ \frac{s_{a}(e^{-i\theta})s_{a-1}(e^{i\theta}) - s_{a}(e^{i\theta})s_{a-1}(e^{-i\theta})}{|s_{a-1}(e^{i\theta}) - s_{a}(e^{i\theta})|^{2}} \right\},
\]
with \( x = \cos \theta \), as usual. Recall that in §4 we proved that
\[
U_\alpha(x) = s_\alpha(e^{-i\theta})s_{\alpha-1}(e^{i\theta}) - s_\alpha(e^{i\theta})s_{\alpha-1}(e^{-i\theta})
\]
\[
= -\frac{(abq^\alpha, acq^\alpha, adq^\alpha, abcdq^{\alpha-1})_\infty}{(bcq^{\alpha-1}, bdq^{\alpha-1}, cdq^{\alpha-1}, q^\alpha)_\infty} (1 - abdq^{2\alpha-2})a^{2\alpha-1}
\]
\[
\cdot 2i \sin \theta \left| \frac{(qe^{2i\theta})_\infty}{(ae^{i\theta})_\infty} \right|^2.
\]
(5.14)

Applying the transformation (4.30) on the \( _8 W_7 \) series on the right-hand side of (5.8) we then obtain from (5.12), (5.13) and (5.14) that
\[
(5.15)
\frac{d\mu(\cos \theta; \alpha, 2)}{d\theta} = \frac{(abq^\alpha, acq^\alpha, adq^\alpha, bcq^\alpha, bdq^\alpha, cdq^\alpha, q^{\alpha+1})_\infty}{2\pi(abcdq^{2\alpha})_\infty} \cdot \frac{(abcdq^{2\alpha-1})_\infty}{(1 - 2axq^\alpha + a^2q^{2\alpha})}
\]
\[
\cdot \frac{(abdq^{\alpha-1})_\infty (1 - 2ax + a^2)}{|(e^{2i\theta}, q^{\alpha+1}e^{2i\theta})_\infty|^2}
\]
\[
\cdot \frac{|(aq^\alpha e^{i\theta}, bq^\alpha e^{i\theta}, cq^\alpha e^{i\theta}, dq^\alpha e^{i\theta}, qe^{2i\theta})_\infty|^2}{(e^{i\theta}/a, qe^{i\theta}/b, qe^{i\theta}/c, qe^{i\theta}/d, q^\alpha; q, abdq^{\alpha-1})_\infty^{-2}}.
\]

Finally we prove that \( d\mu(x; \alpha, 2) \) has at most one discrete mass if \( 0 < q < 1, \alpha \geq 0, -1 < a, b, c, d < 1 \). Nevai's theorem, Theorem 1, shows that \((-1, 1)\) is free of discrete masses. It can be shown, as was done for \( \{p_n^\alpha(x)\} \), that \( x = \pm 1 \) do not support discrete masses. If the zeros of polynomials are arranged in increasing order then the \( j \)th zero of \( q_n^\alpha(x) \) lies between the \( j \)th zero of \( p_n^\alpha(x) \) and the \( j \)th zero of \( p_{n-1}^{\alpha+1}(x) \), since \( (p_n^\alpha(x))^* \) is a constant multiple of \( p_{n-1}^{\alpha+1}(x) \). Thus, with at most one exception the zeros of \( q_n^\alpha(x) \) lie in \((-1, 1)\) for all \( n \) in the appropriate range of the parameters. This proves the part of Theorem 3 concerning the \( _8 W_7 \) in (5.15).

Finally we note that if \( a > 1 \) or \( a < -1 \), the \( d\mu(x; \alpha, 2) \) will have a mass at \((a + a^{-1})/2\). This is the case since \( q_n^\alpha((a + a^{-1})/2) = 1 \), which can be proved by induction, implies the convergence of the series \( \sum_0^\infty [q_n^\alpha((a + a^{-1})/2)]^2/\xi_n \).

6. PROOF OF (4.15)

We shall now give an inductive proof of equation (4.15). Recall that \( p_n^\alpha(x; a, b, c, d|q) \) satisfies the recurrence relation
\[
(6.1)
-a^{-1}(1 - az)(1 - a/z)p_n^\alpha(x; a, b, c, d|q)
\]
\[
= A_{n+n}(a, b, c, d)\{p_{n+1}^\alpha(x; a, b, c, d|q) - p_n^\alpha(x; a, b, c, d|q)\}
\]
\[
- C_{n+n}(a, b, c, d)\{p_n^\alpha(x; a, b, c, d|q) - p_n^{\alpha-1}(x; a, b, c, d|q)\},
\]
where \( p_{-1}^a(x) \equiv 0 \), \( p_0^a(x) = 1 \), and the coefficients are defined in (1.14) and (1.15). Using (6.1) it can be easily verified that

\[
(6.2) \quad p_n^a(x; a, b, c, d|q) = \frac{(bdq^a, cdq^a)_n}{(abq^a, acq^a)_n} (a/d)^n p_n^a(x; d, b, c, a|q).
\]

The proof of (4.15) depends heavily on the use of the following transformation of Sears [26]:

\[
(6.3) \quad 4\phi_3 \left[ q^{-n}, a, b, c, d, e, f \ ; q, q \right] = \frac{(d/a, e/a)_n}{(d, e)_n} 4\phi_3 \left[ q^{-n}, a, f/b, f/c, f, aq^{-1}/d, aq^{-1}/e \ ; q, q \right],
\]

where \( defq^n = abcq \), (see for example, equation (2.10.4) in Gasper and Rahman [13]), Watson's formula,

\[
(6.4) \quad 8W_7(\frac{de}{cq}; a, b, d/c, e/c, q^{-n}; q, deq^n/ab) = \frac{(de/c, de/abc)}{(de/ac, de/bc)} 4\phi_3 \left[ q^{-n}, a, b, c, d, e, abcq^{-1}/de \ ; q, q \right],
\]

(equation (2.5.1) of [13]), and the expansion,

\[
(6.5) \quad 10W_9(a; b, c, d, e, f, g, q^{-n}; q, a^3q^{m+3}/bcdefg) = \frac{(aq, aq/fg)_m}{(aq/f, aq/g)_m} \sum_{j=0}^{m} \frac{(q^{-m}, f, g, aq/de)_j}{(q, aq/d, aq/e, fgq^{-m}/a)_j} q^j 4\phi_3 \left[ q^{-j}, d, e, aq/bc, aq/b, aq/c, deq^{-j}/a \ ; q, q \right],
\]

see Exercise 2.20 in [13].

Assuming (4.15) to be true one can verify that

\[
(6.6) \quad p_{n+1}^a(x) - p_n^a(x) = \frac{a(z + z^{-1} - a - a^{-1})(1 - abcdq^{2a-1})(1 - abcdq^{2a+2n})q^{-n}}{(1 - abq^a)(1 - acq^a)(1 - adq^a)(1 - abdq^{-a})} \sum_{k=0}^{n} \frac{(aq^n, abcdq^{2a+n}, abcdq^{2a}, aqz, aq/z)_k}{(q, abq^{a+1}, acq^{a+1}, adq^{a+1}, abdq^a)_k} q^k.
\]

By (6.5), the \( 10W_9 \) series in (6.6) can be expanded as

\[
\frac{(abcdq^{2a+k}, adq^{k+1})_{-k}}{(abcdq^{a+k}, adq^{a+k+1})_{-k}} \sum_{j=0}^{k} \frac{(q^{k-n}, q^a, bcq^{-a}, aq^{-2}/d)_j}{(q, abq^{a+k+1}, acq^{a+k+1}, q^{-n}/d)_j} q^j 4\phi_3 \left[ q^{-j}, bdq^{-a}, cdq^{-a}, q^{-k-n-2}, aq^{-2}, q^{-n}, d^{-a}, aq^{-k-j-1}/a \ ; q, q \right],
\]
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and the $4\phi_3$ series is, in turn, transformed to

\[
(abq^{a+1+k}, q^{1-a-n}/bd)_j \sum_{q, q} \left( \frac{abcdq^{2a+n+k}, abq^{a-1}, bdq^{a-1}}{abcdq^{2a-2}, abq^{a+1+k}, bdq^{a+n-j}} \right)_j,
\]

by (6.3). Denoting the series on the right-hand side of (6.6) by $S_n$, we then find that

\[
S_n = \frac{(abcdq^{2a}, adq)_n}{(abcdq^a, adq^a+1)_n} \sum_{k=0}^{n} \frac{(q^{-n}, abcdq^{2a+n}, aqz, aq/z)_k q^k}{(q, adq, abq^{a+1}, acq^{a+1})_k} \cdot \sum_{j=0}^{n-k} \frac{(q^k-n, q^a, bcq^{a-1}, q^{1-a-n}/bd)_j q^j}{(q, q^{-n}, q^{-n}/ad, acq^{a+k+1})_j} \cdot \sum_{i=0}^{j} \frac{(q^{-j}, abcdq^{2a+n+k}, abq^{a-1}, bdq^{a-1})_i q^i}{(q, abcdq^{2a-2}, abq^{a+1+k}, bdq^{a+n-j})_i} \cdot 4\phi_3 \left[ \frac{(abcdq^{2a}, adq)_n}{(abcdq^a, adq^a+1)_n} \sum_{j=0}^{n} \frac{(q^{-n}, q^a, bcq^{a-1}, q^{1-a-n}/bd)_j q^j}{(q, q^{-n}, q^{-n}/ad, acq^{a+1})_j} \cdot \sum_{i=0}^{j} \frac{(q^{-j}, abcdq^{2a+n+k}, abq^{a-1}, bdq^{a-1})_i q^i}{(q, abcdq^{2a-2}, abq^{a+1+k}, bdq^{a+n-j})_i} \cdot 4\phi_3 \left[ q^{-j-n}, abcdq^{2a+n+i}, aqz, aq/z ; q, q \right] \right].
\]

Applying (6.3) to the last $4\phi_3$ series in (6.7) and simplifying the coefficients we get

\[
4\phi_3 \left[ q^{-j-n}, abcdq^{2a+n+i}, aqz, aq/z ; q, q \right] = \left( \frac{aq}{d} \right)_n \cdot \left( \frac{cdq^a, bdq^a}{abcdq^{a+1}, acq^{a+1}} \right)_n \cdot \left( \frac{abcdq^{a+1}, bdq^{a+n-j}}{abcdq^a, q^{1-a-n}/bd} \right)_j \cdot \left( \frac{acq^{a+1}, q^{a-n}/ab}{bdq^a, abq^{a+1+n-j}} \right)_i \cdot 4\phi_3 \left[ q^{i-n}, abcdq^{2a+n+i}, dz, d/z ; q, q \right].
\]

Substituting (6.8) into (6.7) and interchanging the order of summation
we obtain

\[
S_n = \frac{(bdq^n, cdq^n, abcdq^{2a}, adq)_n}{(abq^{a+1}, acq^{a+1}, adq^{a+1}, abcdq^a)_n} (aq/d)^n
\]
\[
\cdot \sum_{k=0}^{n} \frac{(q^{-n}, abcdq^{2a+n}, dz, d/z)_k q^k}{(q, adq, bdq^n, cdq^n)_k}
\]
\[
\cdot \sum_{j=0}^{n-k} \frac{(q^{-n}, a^a, bcq^{a-1}, q^{-a-n}/ab)_j q^j}{(q, q^{-n}, q^{-n}/ad, cdq^{a+k})_j}
\]
\[
\cdot \phi_3 \left[ q^{-j}, abcdq^{2a+n+k}, abq^{a-1}, bdq^{a-1},
abdq^{2a-2}, bdq^{a+k}, abq^{a+1+n-j}; q, q \right].
\]

(6.9)

Incredible as it may seem we now have to transform the \(4\phi_3\) series in (6.9) into an \(8W_7\) series by (6.4). Thus we have

\[
\phi_3 \left[ q^{-j}, abcdq^{2a+n+k}, abq^{a-1}, bdq^{a-1},
abdq^{2a-2}, bdq^{a+k}, abq^{a+1+n-j}; q, q \right]
\]
\[
= \frac{(cdq^{a+k}, q^{a-n-1})_j}{(abcdq^{2a+k-1}, q^{-a-n}/ab)_j}
\]
\[
\cdot \phi_3 \left[ cx, abdq^{2a+k-2}, abq^{a-1}, acq^{a-1}, q^{k+1},
abcdq^{2a+n+k}, q^{-j}; q, dq^{j-n-1}/a) \right].
\]

(6.10)

This leads to the following expression for \(S_n\):

\[
S_n = \frac{(cdq^{a}, bdq^{a}, abdq^{2a}, adq)_n}{(abq^{a+1}, acq^{a+1}, adq^{a+1}, abcdq^a)_n} (aq/d)^n
\]
\[
\cdot \sum_{k=0}^{n} \frac{(q^{-n}, abdq^{2a+n}, dz, d/z)_k q^k}{(q, adq, bdq^n, cdq^n)_k}
\]
\[
\cdot \sum_{i=0}^{n-k} \frac{(q^{-n}, abdq^{2a+k-2}, abq^{a-1}, acq^{a-1}, q^{k+1}, abdq^{2a+n+k}, q^{k-n})_i}{(q, cdq^{a+k}, bdq^{a+k}, abdq^{2a-2}, q^{-n}, q^{-n}/ad)_i}
\]
\[
\cdot \frac{(1 - abdq^{2a+k-2})(q^{a}, bcq^{a-1})_i (-1)^i q^{(i)} \left( \frac{aq^n}{d} \right)^{-i}}{(1 - abdq^{2a+k-2})(abcdq^{a+k-1})_{2i}}
\]
\[
\cdot \phi_3 \left[ abdq^{2a+2i+k-1}, q^{i+n}, q^{i-n}/ad; q, q \right].
\]

(6.11)
Since (6.5),

\[
\phi_3^{(i+k-n, a+i, j, 2a+2i+k+l; q, q)} = \frac{(q^{a+1}, adq^{a+1})_n(q^{-n}/ad)_i(qad; q)_{i+k}}{(q, ad; q)_{i+k}(q^{a+1}, adq^{a+1})_i} \cdot \phi_3^{(i+k-n, abcdq^{2a+n+k+i}, adq^{a+i+k}, q^{a+i}; q, q, \ldots)}
\]

(6.12)

we find that

\[
S_n = \frac{(bdq^a, cdq^a, abcdq^{2a}, q^{a+1})_n(aq^{1-\alpha}/d)_n}{(abq^{a+1}, acq^{a+1}, abdq^a, q)_n} \cdot \sum_{k=0}^{n-k} \frac{(dz, d/z)_k}{(q^{a+1}, adq^{a+1}, bdq^a, cdq^a)_k} \frac{(abcdq^{2a+k-2}, abq^{a-1}, acq^{a-1}, q^{k+1}, bcq^{a-1}, q^a)_i}{(q, bdq^{a+k}, cdq^{a+k}, abcdq^{a+k}, abdq^{2a-2}, q^{a+1+k}, adq^{a+1+k})_i} \cdot \frac{(1 - abdq^{2a+k+2l-2})(q^{a+k+1}d^2)_i}{(1 - abdq^{2a+k-2})(abcdq^{2a+k-1})_i} \cdot (-1)^i \frac{(i-1)/2}{(q^{-n}, abdq^{2a+n})_i+k+1}.
\]

(6.13)

We now substitute the above expression into (6.6), use the definition of \(A_{n+a}\) and \(C_{n+a}\) from (1.14), and (1.15), respectively, and simplify the coefficients to get

\[
A_{a+n}\{p_{n+1}^a(x) - p_n^a(x)\} - C_{a+n}\{p_n^a(x) - p_{n-1}^a(x)\}
= (z + z^{-1} - a - a^{-1}) \frac{(bdq^a, cdq^a, q^{a+1})_n}{(abq^a, acq^a, abdq^{a-1})_n} \frac{q^{-a}(a/d)^n}{(abcdq)_n(1 - abdq^{2a+2n-1})(1 - adq^a)} \cdot \sum_k \sum_i \sum_j \ldots \frac{(q^{1-n})_{i+j+k-1}(abcdq^{2a-1})_{n+i+j+k}/(q)_n}{(1 - adq^{a+n})(1 - q^{-n})(1 - abdq^{2a+n+j+k+i-1}) - (1 - q^n)(1 - bcq^{a+n-1})(1 - q^{j+k+i-n})adq^a},
\]

(6.14)

where the summands over \(k, j\) and \(i\) in (6.14) are the terms on the right-hand side of (6.13) that are independent of \(n\). The expression within the curly brackets now factors into \((1 - q^{-n})(1 - abdq^{2a+2n-1})(1 - adq^{a+j+k+i})\). This converts the right-hand side of (6.14) into the following expression:
(6.15) 
\[-a^{-1}(1 - az)(1 - a/z)\frac{(bdq^a, cdq^a, q^{a+1}, abcdq^{2a-1})_n}{(abq^a, acq^a, abcdq^{a-1}, q)_n} \]
\[
\cdot \sum_{k=0}^{n} \frac{(q^{a-k}, abcdq^{2a+n-1}, d z, d/z)_k q^{(a+1)k}}{(q^{a+1}, adq^a, bdq^a, cdq^a)_k} \]
\[
\cdot \sum_{j=0}^{n-k} \frac{(1 - abcdq^{2a+k+2j-2})}{(1 - abcdq^{2a+k-2})} \]
\[
\frac{(abcdq^{2a+k-2}, abq^{a-1}, acq^{a-1}, q^{k+1}, abcdq^{2a+n+k-1}, q^{k-n})}{(q, cdq^{a+k}, bdq^{a+k}, abcdq^{a-2}, q^{a+k+1}, adq^{a+k})} \]
\[
\cdot (q^{a}, bcq^{a-1})_{j}(-1)^j q^{j(j-1)/2}(d^2 q^{a+k+1})_{j} \]
\[
\cdot 3\Phi_2 \left[ \begin{array}{c} q^{j+k-n}, abcdq^{2a+n+k-j-1}, q^{a+j} \\ abcdq^{2a+2j+k-1}, q^{a+k+j}, q \end{array} ; q, q \right]. \]

By the \( q \)-Saalschütz formula [13, (1.7.2)]
\[
3\Phi_2 \left[ \begin{array}{c} q^{j+k-n}, abcdq^{2a+n+k+j-1}, q^{a+i} \\ abcdq^{2a+2i+k-1}, q^{a+1+k+i} \end{array} ; q, q \right] = \frac{(abcdq^{a+i+k-1}, q^{i-n})_{n-i-k}}{(abcdq^{a+2i+k-1}, q^{-a-n})_{n-i-k}} \]
\[
= \frac{q^{an}(abcdq^{a-1}, q)_n}{(abcdq^{a+1})_n} (abcdq^{2a-1})_{k}(q^{a+1})_{i+k} \]
\[
\cdot (-1)^i q^{i(i+1)/2-a(i+k)-ik}. \]

Substituting (6.16) into (6.15) we find that
\[
A_{n+a}\{p_{n+1}^a(z) - p_{n}^a(z)\} - C_{n+a}\{p_{n}^a(z) - p_{n-1}^a(z)\} = (z + z^{-1} - a - a^{-1}) \frac{(bdq^a, cdq^a)_n}{(abq^a, acq^a)_n} \left( \frac{a}{d} \right)^n \]
\[
\cdot \sum_{k=0}^{n} \frac{(q^{a-k}, abcdq^{2a+n-1}, abcdq^{a-1}, d z, d/z)_k q^{k}}{(q, adq^a, bdq^a, cdq^a, abcdq^{a-1})_k} \]
\[
\cdot 10 W_9(abcdq^{2a+k-2}, q^{a}, abq^{a-1}, acq^{a-1}, bcq^{a-1}, q^{k+1}, \]
\[
abcdq^{2a+n+k-1}, q^{k-n}; q, d^2) \]
\[
= (z + z^{-1} - a - a^{-1}) \frac{(bdq^a, cdq^a)_n}{(abq^a, acq^a)_n} \left( \frac{a}{d} \right)^n p_{n}^a(x; d, b, c, a|q) \]
\[
= (z + z^{-1} - a - a^{-1}) p_{n}^a(x; a, b, c, d|q), \]
by (6.2). This completes the proof of (4.15).
7. Associated continuous \( q \)-Jacobi polynomials

Some special cases of the associated Askey-Wilson polynomials are worth noting. One such case is the continuous \( q \)-Jacobi polynomials when we choose

\[
a = \sqrt{q}, \quad b = q^{\alpha+1/2}, \quad c = -q^{\beta+1/2}, \quad d = -\sqrt{q}, \quad \alpha = \lambda
\]

in (4.15). Then (4.15) gives

\[
\begin{align*}
\sum_{k=0}^n &\left( q^{-n}, q^{2k+n+\alpha+\beta+1}, q^{2k+\alpha+\beta+1}, \sqrt{q} z, \sqrt{q} / z \right)_k q^k \\
&= \frac{(q^{\alpha+1+\lambda}, -q^{\beta+1+\lambda}, -q^{1+1}, q^{\alpha+\beta+1+1})_n}{(q, q^{\alpha+1+\lambda}, -q^{\beta+1+\lambda}, -q^{1+1}, q^{\alpha+\beta+1+1})_n} \\
& \cdot 10 W_9(q^{2k+\alpha+\beta+k}; q^\lambda, q^{-\alpha+\beta+\lambda}, q^{-\beta+\lambda}, q^{-\alpha+\lambda}, q^{\beta+\lambda}, q^{k+1}, q^{2k+\alpha+\beta+1+k+n}, q^{k-n}; q, q).
\end{align*}
\]

The continuous \( q \)-ultraspherical polynomials of L. J. Rogers correspond to the case \( \alpha = \beta, \lambda = 0 \). When \( \lambda > 0, \alpha = \beta \) we get the associated continuous \( q \)-ultraspherical polynomials [10]. By (6.2) we also have

\[
\begin{align*}
\sum_{k=0}^n &\left( q^{-n}, q^{2k+n+\alpha+\beta+1}, q^{2k+\alpha+\beta+1}, \sqrt{q} z, \sqrt{q} / z \right)_k q^k \\
&= \frac{(q^{\alpha+1+\lambda}, -q^{\beta+1+\lambda}, -q^{1+1}, q^{\alpha+\beta+1+1})_n}{(q, q^{\alpha+1+\lambda}, -q^{\beta+1+\lambda}, -q^{1+1}, q^{\alpha+\beta+1+1})_n} \\
& \cdot 10 W_9(q^{2k+\alpha+\beta+k}; q^\lambda, q^{-\alpha+\beta+\lambda}, q^{-\beta+\lambda}, q^{-\alpha+\lambda}, q^{\beta+\lambda}, q^{k+1}, q^{2k+\alpha+\beta+1+k+n}, q^{k-n}; q, q).
\end{align*}
\]

In both cases the \( 10 W_9 \) series are terminating and balanced, and hence can be transformed by Bailey's formula, Gasper and Rahman [13, (2.9.1)]. Thus

\[
\begin{align*}
10 W_9(q^{2k+\alpha+\beta+k}; q^{k+1}, q^{\alpha+\lambda}, -q^{\alpha+\beta+\lambda}, -q^{\beta+\lambda}, q^{\lambda}, q^{2k+\alpha+\beta+1+n+k}, q^{k-n}; q, q) \\
&= \frac{(q^{2k+\alpha+\beta+1+k}, -q^{\alpha+1}, -q^{\beta+1+\lambda}, q^{\lambda+1})_n}{(-q^{\alpha+1+\lambda}, q^{\alpha+\beta+1+1}, q^{\alpha+\beta+1+1})_n} \\
& \cdot \frac{(q^{\lambda+1+\alpha+1}, q^{\lambda+\beta+1+1}, q^{\lambda+\beta+1+1})_k}{(q^{2k+\alpha+\beta+1+k}, -q^{\alpha+1}, -q^{\beta+1+\lambda}, q^{\lambda+1})_k} \\
& \cdot 10 W_9(-q^{2k+\beta+k}; q^{k+1-\alpha}, q^{\lambda}, q^{\beta+\lambda}, q^{\beta+\lambda}, q^{\lambda}, q^{2k+\alpha+\beta+1+n+k}, q^{k-n}; q, q).
\end{align*}
\]
Hence it follows from (7.3) and (7.4) that

\[ p_n^\lambda(x; \sqrt{q}, q^{\alpha+1/2}, -q^{\beta+1/2}, -\sqrt{q}) = \frac{(q^{2\lambda+\alpha+\beta+1}, -q^{\alpha+1}, q^{\lambda+\beta+1}, q^{\lambda+1})_n(-1)^n}{(q^{\alpha+\lambda+1}, q^{\lambda+\alpha+\beta+1}, q^{\lambda+1}, -q^{2\lambda+\beta+1})_n} \cdot \sum_{k=0}^{n} \frac{(q^{-n}, q^{2\lambda+\alpha+\beta+1+n}, -q^{2\lambda+\beta+1}, -\sqrt{q}z, -\sqrt{q}/z)^k}{(q^{\beta+\lambda+1}, -q^{\beta+\lambda+1}, -q^{\alpha+1}, q^{\lambda+1}, -q^{\lambda+1})_k} \cdot W_{q^2}(q^{\lambda+\beta+k}; -q^{k+1-\alpha}, -q^\lambda, q^{\beta+k}, -q^{\beta+k}, q^\lambda, q^{2\lambda+\alpha+\beta+1+n+k}, q^{k-n}; q, q). \]

The explicit representation (7.5) is a \( q \)-analogue of a formula Wimp [33] obtained for associated Jacobi polynomials.

8. Explicit Form of \( q_n^\alpha(x; q, b, c, d|q) \)

It is obvious that \( p_n^\alpha(x) \) and \( q_n^\alpha(x) \) both satisfy the same recurrence relation, namely

\[ (z + z^{-1} - a - a^{-1} + A_{\alpha+n} + C_{\alpha+n})y_n^\alpha(x) = A_{\alpha+n}y_{n+1}^\alpha(x) + C_{\alpha+n}y_{n-1}^\alpha(x), \text{ for } n = 0, 1, \ldots. \]

They, of course, satisfy two different initial conditions, namely

\[ p_0^\alpha(x) = 1, \quad p_{-1}^\alpha(x) = 0, \]

and

\[ q_0^\alpha(x) = 1, \quad q_{1}^\alpha(x) = 1 + A_\alpha^{-1}(z + z^{-1} - a - a^{-1}). \]

We shall prove that

\[ q_n^\alpha(x) = p_n^\alpha(x) - \frac{C_\alpha}{A_\alpha} p_{n-1}^\alpha(x). \]

It is clear that \( q_1^\alpha(x) = p_1^\alpha(x) - C_\alpha/A_\alpha \), so (8.2) holds for \( n = 0, 1 \). Since \( p_n^\alpha(x) \) and \( p_{n-1}^\alpha(x) \) satisfy (8.1) it follows that the right-hand side of (8.2) is a solution of (8.1) which agrees with \( q_n^\alpha(x) \) initially. Thus (8.2) holds.
Hence, by (4.15)

\[ q_n^\alpha(x; a, b, c, d | q) = \sum_{k=0}^n \frac{(q^{-n}, abcdq^{2a+n-1}, abcdq^{2a-1}, az, a/z)_k q^k}{(q, abq^\alpha, acq^\alpha, adq^\alpha, abcdq^{a-1})_k} \]

\[ \cdot W_9(abcdq^{2a+k-2}; q^\alpha, bcq^{a-1}, bdq^{a-1}, cdq^{a-1}, q^{k+1}, \]

\[ abcdq^{2a+n+k-1}, q^{k-n}; q, a^2) \]

\[ \frac{(1 - bcq^{a-1})(1 - bdq^{a-1})(1 - cdq^{a-1})(1 - q^a)(1 - abcdq^{2a})}{(1 - abq^\alpha)(1 - acq^\alpha)(1 - adq^\alpha)(1 - abcdq^{2a-2})}q^2 \]

\[ \sum_{k=0}^{n-1} \frac{(q^{1-n}, abcdq^{2a+n}, abcdq^{2a+1}, az, a/z)_k q^k}{(q, abq^{a+1}, acq^{a+1}, adq^{a+1}, abcdq^{a})_k} \]

\[ \cdot W_9(abcdq^{2a+k}; q^a, bcq^a, bdq^a, cdq^a, q^{k+1}, \]

\[ abcdq^{2a+n+k}, q^{k-n+1}; q, a^2) \]

for \( n = 1, 2, \ldots \). We shall now combine the two double series on the right-hand side of (8.3) and express \( q_n^\alpha(x) \) as a linear combination of \( W_9 \)'s. First, let us rewrite (8.3) in the expanded form

\[ q_n^\alpha(x) = \sum_{k=0}^{n-1} \sum_{j=0}^{n-k} \frac{(abcdq^{2a-1}, az, a/z)_k q^k}{(q)_k} \]

\[ \cdot \frac{(1 - abcdq^{2a+k-2})j(abcdq^{2a+k-2}, q^a, bcq^{a-1}, bdq^{a-1}, cdq^{a-1})}{(1 - abcdq^{2a+k-2})j(abdq^{a-1}, abq^a, acq^a, adq^a)_j+k} \]

\[ \cdot \frac{(q^{k+1})j(q^{-n}, abdq^{2a+n-1})_{j+k}a^{2j}}{(abcdq^{2a-2})j(q^{-n}, abdq^{2a+n})_j} \]

\[ \sum_{k=0}^{n-1} \sum_{j=0}^{n-1-k} \frac{(abcdq^{2a+1}, az, a/z)_k q^k}{(q)_k} \]

\[ \cdot \frac{(1 - abcdq^{2a})(1 - abdq^{2a+k+2})j(abdq^{2a+k}, q^{k+1})j(q^a, bcq^{a-1})}{(1 - abdq^{2a-2})(1 - abdq^{2a+k})j(abq^a, acq^a)_{j+k+1}} \]

\[ \cdot \frac{(bdq^{a-1}, cdq^{a-1})_{j+1}(q^{1-n}, abdq^{2a+n})_{j+k}a^{2(j+1)}}{(adq^a, abdq^{a-1})_{j+k+1}(q^{1-n}, abdq^{2a+n})_j} \]

The key step now is to separate the \( j = 0 \) term from the first term on the right-hand side and combine the rest of the term with the second term. Thus
we find that

\[
q_n^\alpha(x) = \sum_{k=0}^{n} \frac{(q^{-n}, abcdq^{2\alpha+n-1}, abcdq^{2\alpha-1}, az, a/z)_k q^k}{(q, abq^\alpha, acq^\alpha, adq^\alpha, abcdq^{\alpha-1})_k}
\]

\[
+ \sum_{k=0}^{n-1} \sum_{j=0}^{n-1-k} \frac{(az, a/z)_k q^k (q^\alpha, bcq^{\alpha-1}, bdq^{\alpha-1}, cdq^{\alpha-1})_j}{(q)_k (abcdq^{\alpha-1}, abq^\alpha, acq^\alpha, adq^\alpha)_j + k + 1}
\]

\[
\cdot \frac{(q^{1-n}, abcdq^{2\alpha+n})_{j+k} (1 - abcdq^{2\alpha+k+2j})^{2j+2}}{(q^{1-n}, abcdq^{2\alpha+n})_j}
\]

where

\[
E_{j, k} = \frac{(abcdq^{2\alpha-1})_k (abcdq^{2\alpha+k-2}, q^{k+1})_{j+1}}{(1 - abcdq^{2\alpha-2+k})(q, abcdq^{2\alpha-2})_{j+1}}
\]

\[
- \frac{(abcdq^{2\alpha+1})_k (1 - abcdq^{2\alpha})(abcdq^{2\alpha+k}, q^{k+1})_{j}}{(1 - abcdq^{2\alpha-2})(1 - abcdq^{2\alpha+k})(q, abcdq^{2\alpha})_{j}}
\]

\[
= \frac{(abcdq^{2\alpha-1})_{j+k} (q^{k+1})_{j+1}}{(q, abcdq^{2\alpha-2})_{j+1}} - \frac{(abcdq^{2\alpha})_{j+k} (q^{k+1})_{j}}{(1 - abcdq^{2\alpha-2})(q, abcdq^{2\alpha})_{j}}
\]

Using the factorization

\[
(1 - q^{j+k+1})(1 - abcdq^{2\alpha+j-1}) - (1 - q^{j+1})(1 - abcdq^{2\alpha+j+k-1})
\]

\[
= q^{j+1}(1 - q^k)(1 - abcdq^{2\alpha-2}),
\]

it follows that

\[
E_{j, k} = \frac{(abcdq^{2\alpha-1})_{j+k} (q^k)_{j+1}}{(q, abcdq^{2\alpha-1})_{j+1}} q^{j+1}.
\]

Substituting (8.7) into (8.5) we obtain

\[
q_n^\alpha(x) = \sum_{k=0}^{n} \frac{(q^{-n}, abcdq^{2\alpha+n-1}, abcdq^{2\alpha-1}, az, a/z)_k q^k}{(q, abq^\alpha, acq^\alpha, adq^\alpha, abcdq^{\alpha-1})_k}
\]

\[
+ \sum_{k=0}^{n-1} \sum_{j=0}^{n-1-k} \frac{(az, a/z)_k q^k (abcdq^{2\alpha-2}, q^{-n}, abcdq^{2\alpha+n-1})_{j+k+1}}{(q)_k (abcdq^{\alpha-1}, abq^\alpha, acq^\alpha, adq^\alpha)_{j+k+1}}
\]

\[
\cdot \frac{(q^\alpha, bcq^{\alpha-1}, bdq^{\alpha-1}, cdq^{\alpha-1}, q^k)_{j+1} (1 - abcdq^{2\alpha+k+2j})^{2j+2}}{(q^{-n}, abcdq^{2\alpha+n-1}, abcdq^{2\alpha-1}, q)_{j+1} (1 - abcdq^{2\alpha-2})^{(qd^2)_{j+1}}}
\]
It is obvious that the single series on the right-hand side is the one that one would obtain by setting \( j + 1 = 0 \) in the second series. So, after replacing \( j + 1 \) by \( j \) in the second series we may combine the two terms to obtain the following expression

\[
q_n^\alpha(x; a, b, c, d|q) = \sum_{k=0}^{n} \frac{(q^{-n}, abcq^{2a-n-1}, abcdq^{2a-1}, az, a/z)_k q^k}{(q, abq^\alpha, acq^\alpha, adq^\alpha, abcdq^{a-1})_k} \cdot _{10}W_9(abcdq^{2a-2-k}; q^{\alpha}, bcq^{\alpha-1}, bdq^{\alpha-1}, cdq^{\alpha-1}, q^k, abcdq^{2a+n+k-1}, q^{k-n}, q, qa^2).
\]

(8.9)

When \( a = q^{1/2} \), the \(_{10}W_9 \) series on the right-hand side of (8.9) is not balanced and hence cannot be transformed directly into another \(_{10}W_9 \) series as we did in (7.4). However, we could use the representation (8.3) where both \(_{10}W_9 \) series are balanced when \( a = q^{1/2} \) and hence can be transformed in the same way as in (7.4). It can then be shown by the same procedure as used in the previous section that as \( q \to 1 \),

\[
q_n^{\lambda}(x; q^{1/2}, q^{\alpha+n/2}, -q^{\beta+1/2}, -q^{1/2}|q)
\]

approaches the formula (3.4) in Ismail and Masson [16].

**9. Miscellaneous results**

We mentioned before that for \(|z| < 1\), the \(_8W_7 \) series in the expression (4.13) for \( p_n^\alpha(x; a, b, c, d|q) \) are convergent provided \( 0 < q < |a| < 1 \). This restriction can be weakened if we use the transformation

\[
_{8}W_7(bcd/az; b/z, c/z, d/z, abcdq^{\alpha+n-1}, q^{-a-n}; q, qz/a) = \frac{(bcd/z, bq/a, dq/a)_\infty}{(bc, bd, qz/a, cdq/az)_\infty} \cdot _{8}W_7(cd/az; c/z, d/z, q/az, cdq^{\alpha+n}, q^{1-a-n}/ab; q, bz),
\]

(9.1)

which follows by applying (4.30). Since the left-hand side is symmetric in \( b, c, d \) the right-hand side must have the same property, which means that there are two other forms of the expression on the right-hand side with \( b, c, d \) interchanged. The use of (9.1) gives the following alternative form of (4.13)
\[ p_n^\alpha(x; a, b, c, d|q) = \frac{(cd, cq/a, dq/a, bcq^{\alpha-1}, bdq^{\alpha-1}, q, az)_\infty}{(abq^{\alpha}, acq^{\alpha}, adq^{\alpha}, abcdq^{\alpha-1}, qz/a, cz, dz, cdq/az)_\infty (1 - abcdq^{2\alpha-2})} \cdot \left\{ \frac{(bcdq^{\alpha+n}/z)_\infty}{(azq^{\alpha+n})_\infty} z^{-n-1} \cdot \frac{(abcdq^{2\alpha-2}, bzq^{\alpha}, czq^{\alpha}, dq^{\alpha}, bcdzq^{\alpha-1}, abdq^{\alpha+n}, acdq^{\alpha+n}, adq^{\alpha+n+1}_\infty}{(bcq^{\alpha-1}, bdq^{\alpha-1}, q^\alpha, bcdzq^{2\alpha-1}, bcdq^{\alpha+n}, bdq^{\alpha+n}, cdq^{\alpha+n+1})_\infty} \cdot 8 W_7(bcdzq^{2\alpha-2}; bzq^{\alpha-1}, cdq^{\alpha-1}, q^\alpha, zq/a; q, az) \right. \\
\left. - 8 W_7(cd/az; c, d/az, q/az, cdq^{\alpha+n}, q^{1-\alpha-n}/ab; q, bz) \right. \\
\left. - \frac{(abcdq^{2\alpha+2n}, bzq^{\alpha+n+1}, czq^{\alpha+n+1}, dq^{\alpha+n+1}, bcdzq^{\alpha+2n+1}, bcdq^{\alpha+n+1}, bdq^{\alpha+n+1})_\infty}{(bcq^{\alpha-1}, bdq^{\alpha+n}, cdq^{\alpha+n+1}, bcdzq^{2\alpha+2n+1}, bcdq^{\alpha+n+1}, bdq^{\alpha+n+1})_\infty} \cdot \frac{(acq^{\alpha-1}, adq^{\alpha-1}, q^{\alpha+n}, azq^{-1}; q, az)_\infty}{(cdq^{\alpha-1}, azq^{-1})_\infty} \cdot 8 W_7(bcdzq^{2\alpha+2n}; bcq^{\alpha+n}, bdq^{\alpha+n}, cdq^{\alpha+n}, q^{\alpha+n+1}, zq/a; q, az) \right. \\
\left. - 8 W_7(cd/az; c, d/az, q/az, cdq^{\alpha-n}, q^{2-\alpha}/ab; q, bz) \right\}.
\]

Note that the \( 8 W_7 \) series in (9.2) are convergent when \(|z| < 1 \) and \( \max(|a|, |b|) < 1 \), and hence (9.2) constitutes an analytic continuation of (4.13).

Now we will show how to obtain a complete asymptotic expansion of \( p_n^\alpha(x; a, b, c, d|q) \) from (4.13), when \(|z| < 1 \). The important step is to use Bailey's formula [9, 8.5(3), p. 69] that expresses a very well-poised \( 8 \phi_7 \) series in terms of two balanced nonterminating \( 4 \phi_3 \) series. Thus, we have

\[ 8 W_7(bcd/zq; b/z, c/z, d/z, abdq^{\alpha+n-1}, q^{1-\alpha-n}/az; q, qz/a) = \left( \frac{bcd/z, bz, cz, dz}{bc, bd, cd, z^2}_\infty \right)_4 \phi_3 \left[ \frac{b/z, c, d, q/az}{q/z^2, bcdq^{\alpha+n}/z, q^{1-\alpha-n}/az; q, q} \right] + \left( \frac{bcd/z, b/z, c/z, d/z, q/az}{cd, bd, bc, bcdq^{\alpha+n}/z, q^{1-\alpha-n}/az, qz/a, z^{-2}} \right)_\infty \cdot 4 \phi_3 \left[ \frac{b/z, c, d, qz/a}{qz^2, bcdq^{\alpha+n}, q^{1-\alpha-n}/a; q, q} \right], \]

and

\[ 8 W_7(bcdzq^{2\alpha+2n}; bcq^{\alpha+n}, bdq^{\alpha+n}, cdq^{\alpha+n}, q^{\alpha+n+1}, zq/a; q, az) = \left( \frac{bcdzq^{2\alpha+2n}, azq^{\alpha+n+1}, qz^2}{bcdzq^{2\alpha+2n} \cdot abdq^{\alpha+n-1}, azq^{\alpha+n+1}, qz^2}_\infty \right)_4 \phi_3 \left[ \frac{zq/a, zq/b, zq/c, zq/d, q^{\alpha+n+1}}{az, z^2, q^{\alpha+n+2}; q, abdq^{\alpha+n-1}} \right]. \]
by (4.30). Thus the left-hand side of (9.4) is given by

\[
\text{L.H.S. of (9.4)} = \frac{(bcq^{a+n}, bdq^{a+n}, cdq^{a+n})_\infty}{(bq^{a+n+1}, czq^{a+n+1}, dzq^{a+n+1})_\infty} \cdot \frac{(bcdzq^{2a+2n+1}, abcdq^{a+n-1}, azq^{a+n+1}, qz^2)_\infty}{(bcdzq^{a+n}, abcdq^{2a+2n}, az, bcdq^{a+n-1}/z)_\infty} \cdot 4\phi_3 \left[ \frac{zq/b, zq/c, zq/d, az}{aq^{a+n+1}, qz^{2-a-n}/bcd ; q, q} \right] + \frac{(bq^{a+n+1}, czq^{a+n+1}, dzq^{a+n+1}, qz^{1-a-n}/bcd)_\infty}{(bq^{a+n}, czq^{a+n}, dzq^{a+n}, qz^{1-a-n})_\infty} \cdot 4\phi_3 \left[ \frac{bcq^{a+n}, bdq^{a+n}, cdq^{a+n}, abcdq^{a+n-1}}{bcdq^{a+n}/z, bcdzq^{a+n}, abcdq^{2a+2n}; q, q} \right]
\]

Using (9.3), (9.4), and (9.5) in (4.13) and simplifying the coefficients we obtain the complete asymptotic expansion

\[
p_n^a(x; a, b, c, d|q) = \frac{(abcdq^{2a-1}, bc, bd, cd, az, bczq^a, czq^a, dczq^a, bcdzq^{2a-1}, bcdq^{a}/z)_\infty}{(abdq^{a-1}, bcq^a, bdq^a, cdq^a, azq^a, bcdzq^{2a-1}, bz, cz, dz, bcd/z)_\infty} \cdot (bcq^a, bdq^a, cdq^a, azq^a)_n \cdot \frac{(abq^a, acq^a, adq^a, bcdq^a/z)_n}{(aq/z, b/c, b/d, cd, q/z^2, bcd/z, zq/a)} \\
\cdot \frac{8W_7(bcdqz^{2a-2}; bcq^{a-1}, bdq^{a-1}, cdq^{a-1}, q^a, zq/a, q, az)}{(bc, bd, cd, d^2, bcd/z)_\infty} \cdot 4\phi_3 \left[ \frac{b/z, c/z, d/z, q/az}{q/z^2, bcdq^{a+n}, q^{1-a-n}/az ; q, q} \right] + \frac{(bq/a, d^2, bcdq^a/z, q^{1-a}/az, qz/a, az)_\infty}{(bz, cz, dq^a/z, aq^a/z)_n} \cdot 4\phi_3 \left[ \frac{b/z, c/z, d/z, qz/a}{q/z^2, bcdzq^{a+n}, qz^{1-a-n}/a ; q, q} \right] \right] \\
\frac{(1 - abq^{a-1})(1 - acq^{a-1})(1 - adq^{a-1})}{1 - abcdq^{2a-2}} \\
\cdot \frac{(abcdq^{a-1}, bcq^{a}, bdq^{a}, cdq^{a}, q^{a+1}, azq^{a+1})_\infty}{(bq^{a+1}, czq^{a+1}, dczq^{a+1}, bcdzq^{a+1}/z)_\infty} \cdot \frac{(bcq^a, bdq^a, cdq^a, q^{a+1})_n(bcdzq^{2a+1})_2n}{(bq^{a+1}, czq^{a+1}, dczq^{a+1}, bcdzq^a)_n(abcdq^{a/2})_2n} \cdot a^nz^{n+2}
\]
We conclude this section by proving a theorem concerning the positivity of linearization coefficients for a special family of associated Askey-Wilson polynomials.

**Theorem 4.** If \( a = -b \), \( c = -d \) then the linearization coefficients

\[
c_m,n,k(-b,b,-d,d)
\]

in (1.29) are nonnegative when \(-q < b, d < q\) and \(a > 0\).

**Proof.** We apply Askey’s theorem, Theorem 2. In the present cases, \( \alpha_n \) and \( \beta_n \) of (1.30) are \( \alpha_n = 0 \), \( \beta_n = A_{n+\alpha-1}C_{n+\alpha} \), with \( A_{\alpha}, C_{\alpha} \) as in (1.14) and (1.15). We have

\[
\beta_n = \frac{(1-y)(q + b^2 y)(q + d^2 y)(q^2 - b^2 d^2 y)}{(q - b^2 d^2 y^2)(q^3 - b^2 d^2 y^2)}, \quad y := q^{n+\alpha}.
\]

To show that \( \beta_n \) increases with \( n \) we show that \( \beta_n \) decreases with \( y \) for \( 0 < y < 1 \). Let \( D \) and \( N \) be the denominator and numerator of \( \beta_n \), respectively. MACSYMA was used to prove that

\[
D \frac{dN}{dy} - N \frac{dD}{dy} = Ay^6 + By^5 + Cy^4 + Dy^2 + Ey + F,
\]

with

\[
A = b^6 d^6 (q - b^2)(q - d^2), \quad F = -q^6 (q - b^2)(q - d^2),
\]

\[
B = 2q^4 b^4 d^4 H, \quad E = -2q^5 G,
\]

\[
G = -b^2 d^2 q^2 + d^2 q^2 + b^2 q^2 - 2b^2 d^2 q + b^2 d^4 + d^2 b^4 - b^2 d^2,
\]

\[
C = q b^4 d^4 H, \quad D = -q^3 b^2 d^2 H,
\]
\[ H = q^4 - q^3(b^2 + d^2) + 3q^3 + q^2b^2d^2 - 3q^2(b^2 + d^2) \\
+ q^2 + 3q^2d^2 - q(b^2 + d^2) + b^2d^2. \]

Simple manipulations lead to
\[ G = b^2(1 - d^2)(q^2 - d^2) + a^2(1 - b^2)(q^2 - b^2) + b^2d^2(1 - q^2), \]
\[ H = (q - b^2)(q - d^2)(1 + 3q + q^2), \]
and we find that \( \frac{d\beta}{dy} \) is a negative multiple of the positive quantity
\[ (q - b^2)(q - d^2)(q^6 - b^6d^6) + y^2q^2b^2d^2H(q^2 - y^2b^2d^2) + 2yqG(q^4 - b^4d^4y^4), \]
since \( 0 < y < 1 \). This shows that \( \beta_n \) increases with \( n \) and Theorem 4 follows from Theorem 2.

**Remark.** We believe that the coefficients \( c_{m,n,k}^{\alpha}(-b, b, -d, d) \) in (1.29) are nonnegative in the region \( -q^{1/2} < b, d < q^{1/2} \) and \( \alpha \geq 0 \) but the method of proof of Theorem 4 does not seem to be sharp enough to prove this stronger result.
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