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ABSTRACT. For a linear subspace \( \mathcal{U}_n = \text{span}[\varphi_1, \ldots, \varphi_n] \) in \( C[a, b] \) we introduce general Chebyshev polynomials as solutions of the minimization problem

\[
\min_{a_i} \left\| \varphi_n - \sum_{i=1}^{n-1} a_i \varphi_i \right\|_{C}.
\]

For such a Chebyshev polynomial we study the distribution of its extremal points (maximum and minimum points) in terms of structural and approximative properties of \( \mathcal{U}_n \).

INTRODUCTION

Consider a sequence of linear subspaces \( \mathcal{U}_1, \mathcal{U}_2, \ldots, \mathcal{U}_n, \ldots \) with \( \dim \mathcal{U}_n = n \) in the real space \( C[a, b] \). For a basis \( [\varphi_1, \ldots, \varphi_n] \) in \( \mathcal{U}_n \) we can set the minimization problem:

\[
\min_{a_i} \left\| \varphi_n - \sum_{i=1}^{n-1} a_i \varphi_i \right\|_{C},
\]

where \( \|f\|_C \) denotes the usual supremum norm. (Note that we do not assume that \( \mathcal{U}_n \subset \mathcal{U}_{n+1} \) and that the choice of the basis in \( \mathcal{U}_n \) is arbitrary.)

For the classical case of algebraic polynomials the solution of (1) is given by the Chebyshev polynomial of first kind. In accordance with this we shall call a solution \( T_n = \varphi_n - \sum_{i=1}^{n-1} a_i \varphi_i \) of (1) a general Chebyshev polynomial with respect to the basis \( [\varphi_1, \ldots, \varphi_n] \) of \( \mathcal{U}_n \). (Note that in general the solution of (1) is not unique.) Apart from the case of algebraic (or trigonometric) polynomials not much is known about the distribution of the points where a solution \( T_n \) of (1) attains its maximal or minimal value. (In what follows we shall call such points extremal points of \( T_n \).

M. v. Golitschek raised the question whether the extremal points of \( T_n \) are dense in \( [a, b] \) as \( n \to \infty \), if we assume that \( \mathcal{U}_n \) is a \( T \)-space, \( n = 1, 2, \ldots \). (Recall that \( \mathcal{U}_n \) is called a \( T \)-space if the elements of \( \mathcal{U}_n \) have at most \( n - 1 \) zeros on \( [a, b] \).) It turned out that the \( T \)-property is not enough to guarantee the density but adding the assumption \( \text{Cl}(\bigcup_{n=1}^{\infty} \mathcal{U}_n) \) has finite codimension in \( C[a, b] \) we can obtain the desired result. Moreover the assumption that \( \mathcal{U}_n \) is a
$T$-space can be essentially weakened and in addition we can obtain quantitative estimates of the density.

The paper is organized as follows. First we formulate and prove our main positive results. Then we proceed with giving some applications. Finally, in the third part of the paper we provide different counterexamples showing that the assumptions we impose in order to get positive results are in general necessary.

**Positive results**

Let us give some additional notations and definitions. For linear subspaces $\mathcal{V}_n$ ($n = 1, 2, \ldots$) in $C[a, b]$, a function $f \in C[a, b]$ and a set $G \subset C[a, b]$ we set

$$E(f, \mathcal{V}_n) = \inf\{\|f - p_n\| : p_n \in \mathcal{V}_n\},$$

$$E(G, \mathcal{V}_n) = \sup\{E(f, \mathcal{V}_n) : f \in G\}.$$

Furthermore,

$$W^1 = \left\{ f \in C[a, b] : \|f\|_C \leq 1, \omega(f, h) \leq \frac{h}{b - a} \right\},$$

$$\mathcal{V} = \left\{ f \in C[a, b] : \lim_{n \to \infty} E(f, \mathcal{V}_n) = 0 \right\},$$

where $\omega(f, h) = \max\{|f(x_1) - f(x_2)| : x_1, x_2 \in [a, b], |x_1 - x_2| \leq h\}$.

For a solution $T_n$ of (1) let $A(T_n) = \{x \in [a, b] : |T_n(x)| = \|T_n\|_C\}$ and $Z(T_n) = \{x \in [a, b] : T_n(x) = 0\}$ be the set of its extremal points and zeros, respectively. If $B \subset [a, b]$ is an arbitrary subset of $[a, b]$ then its distance from $[a, b]$ is measured by the quantity

$$\rho(B) = \sup\{d - c : [c, d] \subset [a, b], [c, d] \cap B = \emptyset\}.$$

For a function $g \in C[a, b]$ we say that it has $r$ sign changes in $[a, b]$ if there are points $a \leq x_1 < \cdots < x_{r+1} \leq b$ such that $g(x_i)g(x_{i+1}) < 0$, $1 \leq i \leq r$. (Recall, that a linear subspace $\mathcal{V} \subset C[a, b]$ is called a WT-space if its elements have at most $n - 1$ sign changes in $[a, b]$.) Furthermore, $g$ has $r$ equioscillations if for some $a \leq x_1 < \cdots < x_r \leq b$ we have $g(x_i) = \xi(-1)^i\|g\|_C$, where $\xi = 1$ or $-1$ and $1 \leq i \leq r$.

**Theorem 1.** Assume that $\mathcal{V}$ has finite codimension $r \in \mathbb{Z}_+$ in $C[a, b]$ and suppose that for a given $n \in \mathbb{N}$ the elements of $\mathcal{V}_n = \text{span}[\varphi_1, \ldots, \varphi_n]$ have at most $n + s_n - 1$ sign changes ($s_n \in \mathbb{Z}_+$). Then for any solution $T_n$ of (1) having at least $n - k_n$ equioscillations ($0 \leq k_n < n$) $x_1, \ldots, x_{n-k_n}$ it holds that

$$\max_{0 \leq i \leq n-k_n} (x_{i+1} - x_i) \leq 4(b - a)(r + 1)(k_n + s_n + 2)E(\mathcal{V} \cap W^1, \mathcal{V}_n)$$

where $a = x_0, b = x_{n-k_n+1}$.

**Corollary 1.** Under the assumptions of Theorem 1 we have

$$\rho(A(T_n)) \leq 4(b - a)(r + 1)(k_n + s_n + 2)E(\mathcal{V} \cap W^1, \mathcal{V}_n),$$

$$\rho(Z(T_n)) \leq 8(b - a)(r + 1)(k_n + s_n + 2)E(\mathcal{V} \cap W^1, \mathcal{V}_n).$$

**Remark.** It is clear that $\mathcal{V}$ is a closed linear subspace of $C[a, b]$ and therefore by the Arzela-Ascoli theorem $\mathcal{V} \cap W^1$ is a compact set. Therefore

$$\lim_{n \to \infty} E(\mathcal{V} \cap W^1, \mathcal{V}_n) = 0.$$
Thus if \( s_n \) and \( k_n \) grow not faster than \( 1/E(\mathcal{U} \cap W^1, \mathcal{U}_n) \) then (2) implies density of the extremal points and the zeros of general Chebyshev polynomials as \( n \to \infty \). Theorem 1 holds for those general Chebyshev polynomials which have sufficiently large number of equioscillations. In our next theorem we replace this assumption by some sufficient conditions which ensure existence of general Chebyshev polynomials with 'many' equioscillations.

**Theorem 2.** Let \( \mathcal{U} \) have finite codimension \( r \in \mathbb{Z}_+ \) in \( C[a, b] \) and assume that for a given \( n \in \mathbb{N} \) the space \( \mathcal{U}_n = \text{span}[\varphi_1, \ldots, \varphi_n] \) satisfies the following properties:

(i) the \( \text{span}[\varphi_1, \ldots, \varphi_{n-1}] \) contains an \((n-k_n-1)\)-dimensional \( WT \)-subspace \((0 \leq k_n < n-1)\);

(ii) elements of \( \mathcal{U}_n \) have at most \( n+s_n-1 \) sign changes \((s_n \geq 0)\).

Then there exists a solution \( T_n \) of (1) with at least \( n-k_n \) equioscillations for which (3) and (4) hold.

Moreover, if we replace (i) by the stronger assumption

(i') the \( \text{span}[\varphi_1, \ldots, \varphi_{n-1}] \) contains an \((n-k_n-1)\)-dimensional \( T \)-subspace \((0 \leq k_n < n-1)\) then (3) and (4) hold for every solution \( T_n \) of (1).

Let us consider a sequence of functions \( \varphi_1, \varphi_2, \ldots, \varphi_n, \ldots \) in \( C[a, b] \) and set \( \mathcal{U}_n = \text{span}[\varphi_1, \ldots, \varphi_n], \ n = 1, 2, \ldots \). Then our original problem (1) reduces to the special case when the spaces are imbedded, \( \mathcal{U}_n \subset \mathcal{U}_{n+1} \), \( n = 1, 2, \ldots \), and (1) is considered with respect to a certain basis. If we assume that \( \mathcal{U}_n \) is a \( WT \)-space for every \( n \in \mathbb{N} \) then conditions (i) and (ii) of Theorem 2 hold with \( k_n = s_n = 0 \). Thus we obtain the following

**Corollary 2.** Let \( \varphi_1, \ldots, \varphi_n, \ldots \) be a sequence of functions in \( C[a, b] \) such that \( \mathcal{U}_n = \text{span}[\varphi_1, \ldots, \varphi_n] \) is a \( WT \)-space for every \( n = 1, 2, \ldots \) and \( \mathcal{U} \) has finite codimension \( r \in \mathbb{Z}_+ \) in \( C[a, b] \). Then there exists a solution \( T_n \) of (1) \((n \in \mathbb{N})\) such that

\[
\rho (A(T_n)) \leq 8(b-a)(r+1)E(\mathcal{U} \cap W^1, \mathcal{U}_n)
\]

and

\[
\rho (Z(T_n)) \leq 16(b-a)(r+1)E(\mathcal{U} \cap W^1, \mathcal{U}_n).
\]

If, in addition, the sequence \( \{\varphi_i\}_{i=1}^{\infty} \) is closed in \( C[a, b] \) (i.e. \( \mathcal{U} = C[a, b], \ r = 0 \)) then for every \( n \in \mathbb{N} \)

(6) \[ \rho (A(T_n)) \leq 8(b-a)E(W^1, \mathcal{U}_n), \]

(7) \[ \rho (Z(T_n)) \leq 16(b-a)E(W^1, \mathcal{U}_n). \]

Note that if in the above corollary \( \mathcal{U}_n \)'s are \( T \)-spaces then the general Chebyshev polynomial is unique for each \( n \in \mathbb{N} \). In particular (6) and (7) hold for the general Chebyshev polynomials with respect to a closed Markov system \( \{\varphi_i\}_{i=1}^{\infty} \).

**Proof of Theorem 1.** Let \( T_n \) be a solution of (1) with equioscillations \( T_n(x_i) = \xi((-1)^i \|T_n\|_C, \text{where} \ \xi = 1 \text{ or } -1 \text{ and } x_i \in [a, b], \ 1 \leq i \leq n-k_n \). Furthermore set \( \tilde{T}_n = T_n \|T_n\|_C \text{ and let } (\alpha, \beta) \subset [a, b] \text{ be such that } x_i \notin (\alpha, \beta), \ 1 \leq i \leq n-k_n \). Let \( (\alpha, \beta) = \bigcup_{i=1}^{r+1} (\alpha_i, \beta_i) \) be the partition of \( (\alpha, \beta) \) to \( r+1 \) equal intervals. Then we can construct piecewise linear functions \( f_i \in C[a, b] \)
such that \( \|f_i\|_C = 1 \) for \( x \in [a, b] \setminus (\alpha_i, \beta_i) \), \( f_i \) equioscillates \( k_n + s_n + 2 \) times and

\[
\omega(f_i, h) \leq \frac{2(k_n + s_n + 2)}{\beta_i - \alpha_i} h = \frac{2(r + 1)(k_n + s_n + 2)}{\beta - \alpha} h
\]

for every \( 1 \leq i \leq r + 1 \). In addition we assume that the sign of the first oscillation of \( f_i \) is opposite to the sign of the last oscillation of \( T_n \) not exceeding \( \alpha \) (if there is any), \( 1 \leq i \leq r + 1 \). Since functions \( f_1, \ldots, f_{r+1} \) are linearly independent and \( \text{codim} \mathcal{W} = r \) there exist \( \lambda_1, \ldots, \lambda_{r+1} \) such that

\[
\max_{1 \leq i \leq r+1} |\lambda_i| = \lambda_j = \frac{2}{r+1} \quad (1 \leq j \leq r + 1) \quad \text{and} \quad f = \sum_{i=1}^{r+1} \lambda_i f_i \in \mathcal{U}.
\]

Consider the function \( f^* = f - T_n \). Since \( f = 0 \) on \( [a, b] \setminus (\alpha, \beta) \), we have \( f^*(x) = 2f_j(x) + T_n(x) \) for \( x \in (\alpha_j, \beta_j) \), where \( \|f_j\|_C = \|T_n\|_C = 1 \) and \( f_j \) equioscillates \( k_n + s_n + 2 \) times on \( (\alpha_j, \beta_j) \) with the sign of its first oscillation being opposite to the sign of the last oscillation of \( T_n \) not exceeding \( \alpha \). Thus for some distinct points \( y_1, \ldots, y_m \in [a, b] \), \( m = n + s_n + 1 \) we have

\[
(8) \quad \eta(-1)^i f^*(y_i) \geq 1 \quad (1 \leq i \leq n + s_n + 1, \eta = \pm 1).
\]

Now we claim that \( E(f^*, \mathcal{W}_n) \geq 1 \). Assume that to the contrary \( \|f^* - p_n\|_C < 1 \) for some \( p_n \in \mathcal{W}_n \). Then in view of (8) we have

\[
\eta(-1)^i p_n(y_i) > 0, \quad 1 \leq i \leq n + s_n + 1,
\]

i.e., \( p_n \) has at least \( n + s_n + 1 \) sign changes, contradicting the assumption of the theorem. Hence \( E(f, \mathcal{W}_n) = E(f^*, \mathcal{W}_n) \geq 1 \). On the other hand,

\[
\|f\|_C \leq \max_{1 \leq i \leq r+1} |\lambda_i| = 2, \quad \omega(f, h) \leq \frac{4(r + 1)(k_n + s_n + 2)}{\beta - \alpha} h.
\]

Therefore, setting \( \tilde{f} = M f \), where

\[
M = \frac{\beta - \alpha}{4(b - a)(r + 1)(k_n + s_n + 2)} < \frac{1}{4}
\]

we obtain

\[
\|\tilde{f}\|_C \leq \frac{\|f\|_C}{4} / \frac{1}{2}, \quad \omega(\tilde{f}, h) \leq M \omega(f, h) \leq \frac{h}{b - a}.
\]

Thus \( \tilde{f} \in W^1 \cap \mathcal{W} \) and, evidently,

\[
E(W^1 \cap \mathcal{W}, \mathcal{W}_n) \geq E(\tilde{f}, \mathcal{W}_n) = ME(f, \mathcal{W}_n) \geq M.
\]

Taking into account (9) this immediately implies (2). \( \square \)

**Proof of Theorem 2.** It is clear that Theorem 2 will follow from Theorem 1 by verifying that under condition (i) (respectively, (i')) there exists a general Chebyshev polynomial (solution of (1)) having \( n - k_n \) equioscillations (respectively, every general Chebyshev polynomial has \( n - k_n \) equioscillations).

First, let us assume that (i) holds, i.e., \( G_{n-1} = \text{span}[\varphi_1, \ldots, \varphi_{n-1}] \) contains an \( (n - k_n - 1) \)-dimensional \( WT \)-subspace \( (0 \leq k_n < n - 1) \). Then we can write \( G_{n-1} = P \oplus M \), where \( P \) is an \( (n - k_n - 1) \)-dimensional \( WT \)-space and \( M \) is a \( k_n \)-dimensional linear subspace of \( G_{n-1} \). Consider now an arbitrary \( f \in C[a, b] \) and let \( g \in G_{n-1} \), \( g = p + t \) \( (p \in P, t \in M) \) be a best approximant
of \( f \) in \( G_{n-1} \). Set \( \bar{f} = f - t \). Obviously, \( p \) is a best approximant of \( \bar{f} \) in \( P \). Now we shall use the following result of Jones-Karlovitz [5]: if \( M_k \) is a \( k \)-dimensional \( WT \)-space, then for every \( f \in C[a, b] \) there exist a best approximant \( p^* \) of \( f \) in \( M_k \) such that \( f - p^* \) equioscillates \( k + 1 \) times. In view of this theorem \( \bar{f} \) has a best approximant \( \bar{p} \) in \( P \) such that \( \bar{f} - \bar{p} \) has \( n - k_n \) equioscillations. Since both \( p \) and \( \bar{p} \) are best approximants of \( \bar{f} \) in \( P \) it follows that

\[
\|f - (\bar{p} + t)\|_C = \|\bar{f} - \bar{p}\|_C = \|\bar{f} - p\|_C = \|f - g\|_C.
\]

This yields that \( \bar{p} + t \in G_{n-1} \), is also a best approximant of \( f \) in \( G_{n-1} \) where \( f - (\bar{p} + t) = \bar{f} - \bar{p} \) has \( n - k_n \) equioscillations. Therefore each \( f \in C[a, b] \) has such a best approximant \( g \) in \( G_{n-1} \) for which \( f - g \) has \( n - k_n \) equioscillations.

Assume now that \((i')\) holds, and let \( T_n \) be an arbitrary solution of (1). Then (see [15, p. 178]) there exist points \( x_1, \ldots, x_k \) and numbers \( a_1, \ldots, a_k \neq 0 \) (1 \( \leq k \leq n \)) such that \( T_n(x_i) = \text{sgn } a_i \|T_n\|_C \) (1 \( \leq i \leq k \)) and \( \sum_{i=1}^{k} a_i p(x_i) = 0 \) for every \( p \in G_{n-1} = \text{span}[\varphi_1, \ldots, \varphi_{n-1}] \). If there are less than \( n - k_n - 1 \) sign changes in the set \([a_1, \ldots, a_k]\) then using that \( G_{n-1} \) contains an \((n - k_n - 1)\)-dimensional \( T \)-subspace we can find \( a \in G_{n-1} \) for which \( \text{sgn } p(x_i) = a_i \) (1 \( \leq i \leq k \)), a contradiction. Thus the set \([a_1, \ldots, a_k]\) contains at least \( n - k_n - 1 \) sign changes i.e., \( T_n \) has at least \( n - k_n \) equioscillations.

### Applications

Now we turn to different applications of Theorems 1 and 2.

**Müntz polynomials.** Let us consider first the easier case when \( 0 < a < b \). Then for arbitrary integers \( 0 = m_1 < \cdots < m_n < \cdots \) the space of Müntz polynomials \( \mathcal{U}_n = \{x^{m_1}, \ldots, x^{m_n}\} \) satisfies the \( T \)-property on \([a, b] \). If we add the condition \( \sum_{n=2}^{\infty} 1/m_n = \infty \) then by the classical Müntz theorem \( \mathcal{U} = \text{Cl}(\bigcup_{n=1}^{\infty} \mathcal{U}_n) = C[a, b] \) and Corollary 2 is applicable. Thus estimates (6) and (7) hold, that is extremal points and zeros of general Chebyshev polynomials are dense in \([a, b] \) as \( n \to \infty \). Moreover, using Jackson-Müntz type theorems (see [11] for details) we can obtain some explicit estimates of the density.

Now we turn to the more difficult case of the interval \([-1, 1] \). The difficulty here is caused by the fact that Müntz polynomials in general do not satisfy the \( T \)-property on \([-1, 1] \). For an arbitrary sequence of integers \( 0 = m_1 < \cdots < m_n < \cdots \) denote by \( \gamma(m) \) the number of integers not exceeding \( m \) which do not belong to the above sequence and set \( \mathcal{U}_n = \text{span}[x^{m_1}, \ldots, x^{m_n}], n = 1, 2, \ldots \). It can be easily seen that if the Müntz condition (sum of reciprocals is infinite) is fulfilled by both even and odd integers in the above sequence then \( \text{Cl}(\bigcup_{n=1}^{\infty} \mathcal{U}_n) = C[-1, 1] \). Moreover, it is known (see [12]) that in order for \( \mathcal{U}_n \) to satisfy the \( T \)-property on \([-1, 1] \) it is necessary and sufficient, that \( m_{i+1} - m_i \) is odd for every \( 1 \leq i \leq n - 1 \). Since \( \mathcal{U}_n \) contains at most \( \gamma(m_n) \) "gaps" this result implies that \( \mathcal{U}_{n-1} \) has an \((n - \gamma(m_n) - 1)\)-dimensional \( T \)-subspace and \( \mathcal{U}_n \) belongs to a \( n + \gamma(m_n) \)-dimensional \( T \)-subspace (see [6, p. 386] for details), if \( \gamma(m_n) < n - 1 \). Thus we can apply Theorem 2 with \( s_n = k_n = \gamma(m_n) \) and
$r = 0$, and hence for every solution $T_n$ of the extremal problem

$$\min_{a_i} \left\| x_{n-1} - \sum_{i=1}^{n-1} a_i x_i \right\|_C$$

it holds that

$$\rho(A(T_n)) \leq 8(2\gamma(m_n) + 2)E(W^1, \mathcal{U}_n),$$
$$\rho(Z(T_n)) \leq 16(2\gamma(m_n) + 2)E(W^1, \mathcal{U}_n).$$

Now restricting in suitable way the rate of growth of $\gamma(m)$ (as $m \to \infty$) we can achieve that $E(W^1, \mathcal{U}_n) = o(1/\gamma(m_n))$ (here we can use again Jackson-Münz type theorems). This leads to the density of extremal points and zeros of every solution of (10) as $n \to \infty$.

**Restricted approximation.** Consider a sequence of functions $\varphi_1, \varphi_2, \ldots, \varphi_n,$ ... in $C[a, b]$ such that $\mathcal{U}_n = \text{span} [\varphi_1, \ldots, \varphi_n]$ is a $T$-space for every $n \geq 1$ and $\text{Cl}(\bigcup_{n=1}^{\infty} \mathcal{U}_n) = C[a, b]$. Let $L_1, \ldots, L_r$ be bounded linear functionals from $C[a, b]$ to $\mathbb{R}$ which are linearly independent on $\mathcal{U}_r$. Set $\mathcal{U}_n^* = \{ p \in \mathcal{U}_{n+r}: L_i(p) = 0, 1 \leq i \leq r \}$, $n = 1, 2, \ldots$. Since $\mathcal{U}_{n+1}^* \supset \mathcal{U}_n^*$ ($n \geq 1$) there exists a sequence of functions $\varphi_1^*, \ldots, \varphi_n^*$, ... in $C[a, b]$ such that $\mathcal{U}_n^* = \text{span} [\varphi_1^*, \ldots, \varphi_n^*]$. Now consider the extremal problem

$$\min_{a_i} \left\| \varphi_n^* - \sum_{i=1}^{n-1} a_i \varphi_i^* \right\|_C$$

It is an easy exercise to verify that

$$E(f, \mathcal{U}_n^*) \leq K_r E(f, \mathcal{U}_{n+r})$$

for every $f \in G = \{ g \in C[a, b]: L_i(g) = 0, 1 \leq i \leq r \}$, where $K_r > 0$ is independent of $f$ and $n$. In particular, $\text{Cl}(\bigcup_{n=1}^{\infty} \mathcal{U}_n^*) = G$ and $\text{codim} G = r$ (in $C[a, b]$). Furthermore, the elements of $\mathcal{U}_n^*$ have at most $n + r - 1$ zeros. Thus using Theorem 1 with $s_n = r$ we obtain by (12) that for every solution $T_n$ of (11) with $n - k_n$ equioscillations

$$\rho(A(T_n)) \leq 4(b - a)(r + 1)(k_n + r + 2)E(G \cap W^1, \mathcal{U}_n^*)$$
$$\leq 4K_r(b - a)(r + 1)(k_n + r + 2)E(W^1, \mathcal{U}_{n+r}).$$

For example, if $L_i(f) = f(x_i), 1 \leq i \leq r$, for some $x_1, \ldots, x_r \in [a, b]$ then any solution $T_n$ of (11) should have at least $n - r$ equioscillations. Indeed, there exists a $p \in \mathcal{U}_{n-1}^*$ having nonnodal zeros at $x_1, \ldots, x_r$ (zeros without sign change), changing its sign at prescribed points $y_1, \ldots, y_k$, $1 \leq k \leq n - r - 2$ ($y_i \neq x_j$), and having no other zeros in $(a, b)$ (see [4, p. 30]). This and the argument used in the proof of Theorem 2 imply that any solution of (11) has at least $n - r$ equioscillations. Hence $k_n = r$ in this case and by (13)

$$\rho(A(T_n)) \leq 8K_r(b - a)(r + 1)^2 E(W^1, \mathcal{U}_{n+r}).$$

**Distribution of zeros and extremal points of error functions.** Let $f \in C[a, b]$ and consider a sequence of linear subspaces $G_n$ ($n = 1, 2, \ldots$) in $C[a, b]$. If $p_n(f) \in G_n$ is a best approximant of $f$ in $G_n$ ($n = 1, 2, \ldots$) then an interesting question consists in studying the distribution of zeros and extremal points of the error functions $R_n(f) = f - p_n(f)$ as $n \to \infty$. (In what follows we
shall discuss only the distribution of extremal points, all statements hold true for zeros, as well). For the case $G_n = P_n = \text{span}[1, x, \ldots, x^{n-1}]$ this question was studied in [3 and 16]. Kadec [3] showed that for every $f \in C[-1, 1]$ (which is not a polynomial) and $[\alpha, \beta] \subset [-1, 1]$: 

$$\limsup_{n \to \infty} \frac{A_n(f, [\alpha, \beta])}{n} \geq \frac{\arccos \alpha - \arccos \beta}{\pi}$$

(14) 

where $A_n(f, [\alpha, \beta])$ denotes the number of extremal points of $R_n(f)$ lying in $[\alpha, \beta]$. Tashev [16] proved that for every $f \in C[-1, 1]$ 

$$\liminf_{n \to \infty} \frac{n}{\ln n} \rho(A(R_n(f))) < \infty.$$ 

(15) 

Thus by (14) and (15) for every $f \in C[a, b]$ there is a "good" subsequence of $n$'s for which extremal points of $R_n(f)$ are nicely distributed. Lorentz [10] verified that the above statements can not hold for every $n$. He constructed an entire function $f$ for which $A(R_n(f)) \cap [0, 1] = \emptyset$ for infinitely many $n$'s. (The extremal problem being considered on $[-1, 1]$.) This raises the natural question (first posed by Lorentz [10]) for what classes of functions the results of Kadec and Tashev hold for every $n$. 

We shall use our results for giving a certain answer to the above question. For a sequence of linear subspaces $G_n = \text{span}[g_1, \ldots, g_n] \subset C[a, b]$ ($n = 1, 2, \ldots$) and a given $f \in C[a, b]$ set $\mathcal{W}_n = \text{span}[G_{n-1}, f]$ and consider the extremal problem 

$$\min_{a_i} \left\| f - \sum_{i=1}^{n-1} a_i g_i \right\|_C.$$ 

(16) 

In order to apply our results we need the following quantity 

$$\tau(f, G_{n-1}) = \sup_{p \in G_{n-1}} \{\text{number of sign changes of } f + p\} - n + 1.$$ 

(Evidently, $\tau(f, G_{n-1}) \geq 0$ for every $f$.) Any solution $T_n$ of (16) can be written as $T_n = f - p^*_n(f) = R_{n-1}(f)$, where $p^*_n(f)$ is a best approximant of $f$ in $G_{n-1}$. 

If we assume now that $G_n$ ($n = 1, 2, \ldots$) are $WT$-spaces and $\text{Cl}(\bigcup_{n=1}^{\infty} G_n) = C[a, b]$ then applying Theorem 2 with $r = 0$, $k_n = 0$, $s_n = \tau(f, G_{n-1})$ and $\mathcal{W}_n = \text{span}[g_1, \ldots, g_{n-1}, f]$ we obtain 

**Theorem 3.** Let $G_n = \text{span}[g_1, \ldots, g_n]$, $n = 1, 2, \ldots$, be a sequence of $WT$-spaces in $C[a, b]$ such that $\text{Cl}(\bigcup_{n=1}^{\infty} G_n) = C[a, b]$ and consider an arbitrary $f \in C[a, b]$. Then for every $n \in \mathbb{N}$ there exists a best approximant $p^*_n(f)$ of $f$ in $G_{n-1}$ such that 

$$\rho(A(R_{n-1}(f))) \leq 4(b - a)(\tau(f, G_{n-1}) + 2)E(W^1, G_{n-1}),$$

where $R_{n-1}(f) = f - p^*_n(f)$. 

**Corollary 3.** Let $G_n = \text{span}[g_1, \ldots, g_n]$, $n = 1, 2, \ldots$, be a sequence of $T$-spaces in $C[a, b]$ such that 

$$E(W^1, G_n) = O(1/n).$$
Then for every $f \in C[a, b]$ and $n \in \mathbb{N}$ we have

$$p(A(R_n(f))) = O\left(\frac{\tau(f, G_n)}{n}\right).$$

Thus by the above corollary we can ensure that $\lim_{n \to \infty} p(A(R_n(f))) = 0$ if $\tau(f, G_n) = o(n)$. Moreover, if $\tau(f, G_n) = O(1)$ then $p(A(R_n(f))) = O(1/n)$. This presents a certain class of functions, for which Tashev’s result can be extended for every $n$.

**Example 1.** If $f$ is a rational function or a trigonometric polynomial, then $\tau(f, P_n) = o(1)$.

**Example 2.** If $f \in C[a, b]$ is a generalized convex function, i.e. $f^{(k)}(x) \geq 0$ (or $\leq 0$), $k = 1, 2, \ldots$, then $\tau(f, P_n) = 0$. (In the special case, when $\tau(f, P_n) = 0$ the density of extremal points of $R_n(f)$ as $n \to \infty$ also follows from an “interlacing” type result of Pinkus and Ziegler [13].)

By Corollary 3 $\lim_{n \to \infty} p(A(R_n(f))) = 0$ if $\tau(f, G_n) = o(n)$. For the special case when $G_n = P_n$ we can even prove the uniform distribution (with respect to Chebyshev measure) of extremal points of $R_n(f)$ for every $n$ if the condition $\tau(f, G_n) = o(n)$ holds, i.e., under this latter condition Kadec’s theorem is valid for every $n$.

**Theorem 4.** If for a given $f \in C[-1, 1]$ which is not a polynomial $\tau(f, P_n) = o(n)$ then

$$\lim_{n \to \infty} A_n(f, [-a, b]) = \frac{\arccos \alpha - \arccos \beta}{\pi}$$

for every $[\alpha, \beta] \subset [-1, 1]$.

**Proof.** Let $p_n^*(f)$ be the best approximant of $f$ in $P_n$ and let $x_1, \ldots, x_{n+1} \in [-1, 1]$ be such that

$$f(x_i) - p_n^*(f, x_i) = \xi(-1)^{i} E(f, P_n) \quad (\xi = \pm 1, \ 1 \leq i \leq n + 1).$$

Choosing an integer $s \in \mathbb{N}$ satisfying $\sqrt{n} < s < 2\sqrt{n}$ we consider the function

$$g(x) = \frac{f(x) - p_n^*(f, x)}{E(f, P_n)} + \frac{1}{2} (x + 1 - b)^s \cos(n - s) \arccos x,$$

where $-1 < b < 1$. Since $|x + 1 - b| \leq 1$ for $x \in [-1, b]$ it follows that $\xi(-1)^i g(x_i) \geq \frac{1}{2}$ for $x_i \in [-1, b]$. This means that $g$ has at least $\tilde{A}_n(f, [-1, b]) - 1$ sign changes in $[-1, b]$ where $\tilde{A}_n(f, [\alpha, \beta])$ denotes the number of $x_i$'s, $1 \leq i \leq n + 1$, belonging to $[\alpha, \beta] \subset [-1, 1]$. Moreover, for every $\tilde{x} \in [b + 1/\sqrt{n}, 1]$ such that $|\cos(n - s) \arccos \tilde{x}| = 1$

$$\left|\frac{1}{2} (\tilde{x} + 1 - b)^s \cos(n - s) \arccos \tilde{x}\right| \geq \frac{1}{2} \left(1 + \frac{1}{\sqrt{n}}\right)^s > \frac{1}{2} \left(1 + \frac{1}{\sqrt{n}}\right)^{\sqrt{n}} > 1.$$ 

Thus $g$ has at least

$$\frac{\arccos(b + 1/\sqrt{n})(n - s) + o(1)}{\pi} \geq \frac{n \arccos b}{\pi} + o(n)$$

sign changes in $(b, 1]$. Therefore in total $g$ should have at least

$$\tilde{A}_n(f, [-1, b]) + \frac{n \arccos b}{\pi} + o(n)$$
sign changes in $[-1, 1]$. On the other hand $g(x) = c(f(x) + p_n(x))$ for some $c \in \mathbb{R}$ and $p_n \in P_n$, i.e., by the assumption of the theorem $g$ may have at most $	au(f, P_n) + n = n + o(n)$ sign changes. This yields that

$$\tilde{A}_n(f, [-1, b]) + \frac{n \arccos b}{\pi} \leq n + o(n)$$

that is

$$(17) \quad \tilde{A}_n(f, [-1, b]) \leq \frac{\arccos(-1) - \arccos b}{\pi} + o(1).$$

Analogously,

$$(18) \quad \tilde{A}_n(f, [b, 1]) \leq \frac{\arccos b}{\pi} + o(1).$$

Combining (17) with $\tilde{A}_n(f, [-1, 1]) \geq n + 1$ we have

$$\tilde{A}_n(f, [b, 1]) \geq \frac{\arccos b}{\pi} + o(1).$$

Thus and by (18)

$$\tilde{A}_n(f, [b, 1]) = n \frac{\arccos b}{\pi} + o(n)$$

for every $-1 < b < 1$. Analogously,

$$\tilde{A}_n(f, [-1, b]) = n \frac{\arccos(-1) - \arccos b}{\pi} + o(n)$$

for every $-1 < b < 1$. This completes the proof of the theorem.

Let us conclude this part of the paper by remarking that all results presented above with minor modifications are also valid for approximating on finite union of disjoint intervals.

**Counterexamples**

Now we turn to the discussion of the necessity of different assumptions used in order to obtain positive results. Theorems 1 and 2 provided some estimates for the density of extremal points and zeros of general Chebyshev polynomials (with respect to $\mathcal{U}_n = \text{span}[\varphi_1, \ldots, \varphi_n]$) under the following condition:

(a) the limit of $\mathcal{U}_n$'s has finite codimension in $C[a, b]$;

(b) general Chebyshev polynomials have a sufficiently large number of equi-oscillations;

(c) elements of $\mathcal{U}_n$ have a limited number of sign changes.

We shall verify in this section that all three conditions are in general necessary for the density of extremal points and zeros.

Most of our counterexamples are based on the so-called incomplete polynomials. Following [14] we call a polynomial $p(x) = \sum_{i=0}^{n} a_i x^i$ $\theta$-incomplete $(0 < \theta < 1)$ if $a_i = 0$ for $0 \leq i \leq s - 1$ and $s/n \geq \theta$. It is known [14, p. 226] that if $p$ is $\theta$-incomplete and $|p(\xi)| = \max_{x \in [0, 1]} |p(x)| \neq 0$, then $\xi \geq \theta^2$. Moreover, a uniformly bounded sequence of $\theta$-incomplete polynomials of growing degrees tends to 0 for every $x \in [0, \theta^2]$. 
Example A. Set for \( n \in \mathbb{N} \)
\[
\mathcal{V}_n = \text{span}[x^{\theta_n}, \ldots, x^{n+\theta_n-1}] \quad (x \in [0, 1])
\]
where \( \theta_n \in \mathbb{N} \) and \( \theta_n \geq \frac{\theta(n - 1)}{1 - \theta} \), \( 0 < \theta < 1 \). Then elements of \( \mathcal{V}_n \) are \( \theta \)-incomplete polynomials. Evidently, \( \mathcal{V} \) has infinite codimension in this case and the unique solution of
\[
\min_{a_i} \left\| x^{n+\theta_n-1} - \sum_{i=\theta_n}^{n+\theta_n-2} a_i x^i \right\|_C
\]
has no extremal points in \([0, \theta^2]\). This shows that density may fail in the case when \( \mathcal{V}_n \)'s are \( WT \)-spaces \((k_n = s_n = 0)\), but \( \mathcal{V} \) has infinite codimension.

Let now the sequence of subspaces \( \mathcal{V}_n, n = 1, 2, \ldots, \) in \( C[a, b] \) satisfy relations
\[
E(W^1, \mathcal{V}_n) \leq K/n,
\]
where \( K > 0 \) is a given constant. In addition, we also assume that elements of \( \mathcal{V}_n \) have at most \( n + s_n - 1 \) sign changes in \([a, b]\). Then by Theorem 1 for any solution \( T_n \) of (1) with at least \( n - k_n \) equioscillations we have
\[
\rho(A(T_n)) \leq 4K(b - a) \frac{k_n + s_n + 2}{n}.
\]
Hence, in particular, the conditions
\[
k_n = o(n), \quad s_n = o(n)
\]
yield density of extremal points as \( n \to \infty \). This raises the natural question if we can get density under weaker assumptions on \( k_n \) and \( s_n \). Our next two examples show that density may fail if at least one of the conditions (21) does not hold.

Example B. We shall construct subspaces \( \mathcal{V}_n, n = 1, 2, \ldots, \) in \( C[0, 1] \) such that (20) holds, \( s_n = 0 \) (i.e. elements of \( \mathcal{V}_n \) have at most \( n - 1 \) sign changes) and density fails for a sequence of general Chebyshev polynomials having \( n - k_n \) equioscillations with \( k_n \geq n \theta, 0 < \theta < 1/2 \) (i.e. condition \( k_n = o(n) \) does not hold). Let \( T_n^* \) be the solution of
\[
\min_{a_i} \left\| x^{n-1} - \sum_{i=k_n}^{n-2} a_i x^i \right\|_C, \quad n \theta \leq k_n \leq \frac{n}{2}, \quad 0 < \theta < \frac{1}{2}.
\]
Then \( T_n^* \) is uniquely defined and has \( n - k_n \) equioscillations \( x_1, \ldots, x_{n-k_n} \) which do not belong to \([0, \theta^2]\) (since \( T_n^* \) is \( \theta \)-incomplete). Let \( G_{k_n} = \{ p \in P_n : p(x_i) = 0, 1 \leq i \leq n - k_n \} = \text{span}[\phi_i, n - 1 \geq i \geq n - k_n] \) and set \( \mathcal{V}_n = \text{span}[\phi_1, \ldots, \phi_n] \), where \( \phi_i(x) = x^{i-1}, 1 \leq i \leq n - k_n - 1; \phi_i(x) = \phi_i(x), n - k_n \leq i \leq n - 1, \phi_n(x) = T_n^*(x) \). Evidently, \( \mathcal{V}_n = P_n \), i.e. our construction consists in just choosing a special basis in \( P_n \). In particular, \( s_n = 0 \) and (20) holds. Now we claim that
\[
\min_{a_i} \left\| \phi_n - \sum_{i=1}^{n-1} a_i \phi_i \right\|_C = \|\phi_n\|_C = \|T_n^*\|_C.
\]
That is $T_n^*$ is a general Chebyshev polynomial with respect to the above basis in $P_n$. Assume that

\[ (22) \quad \|T_n^* - p\|_C < \|T_n^*\|_C \]

for some $p = \sum_{i=1}^{n-1} a_i \varphi_i = p_1 + p_2$, where $p_1 \in P_{n-k_n-1}$ and $p_2 \in G_{k_n}$. Since $T_n^*(x_i) = \xi(-1)^i\|T_n^*\|_C$, $\xi = \pm 1$, $1 \leq i \leq n - k_n$, it follows from (22) that

\[ \xi(-1)^i p(x_i) > 0 \quad \text{for every} \quad 1 \leq i \leq n - k_n. \]

But $p_2(x_i) = 0$, $1 \leq i \leq n - k_n$, hence $\xi(-1)^i p_1(x_i) > 0$, $1 \leq i \leq n - k_n$. This means that $p_1 \in P_{n-k_n-1}$ has at least $n - k_n - 1$ zeros, i.e., $p_1 \equiv 0$. Thus $p(x_i) = p_2(x_i) = 0$ $(1 \leq i \leq n - k_n)$, contradicting (22). Therefore $T_n^*$ is a general Chebyshev polynomial having $n - k_n$ equioscillations not belonging to $[0, \theta^2]$.

**Example C.** Finally, we construct subspaces $U_n$, $n = 1, 2, \ldots$, in $C[0, 1]$ such that (20) holds and general Chebyshev polynomials have $n$ equioscillations (i.e. $k_n = 0$), but density fails because elements of $U_n$ may have $n + s_n - 1$ sign changes with $s_n \geq \alpha n$, $0 < \alpha < 1$ (condition $s_n = o(n)$ does not hold). Let $T_n$ be the solution of (19) $(\theta_n \geq \frac{\theta}{1-\theta}(n-1))$ and set $U_n = \text{span}[1, x, \ldots, x^{n-2}, T_n]$. Since $T_n$ has $n$ equioscillations it is also the general Chebyshev polynomial for $U_n$ with the above basis. Thus (20) holds and $k_n = 0$. On the other hand $T_n$ is a $\theta$-incomplete polynomial and therefore density of extremal points fails. This failure is due to the fact that $s_n = \theta_n \geq \frac{\theta}{1-\theta}(n-1)$, that is $s_n \neq o(n)$.

**Remark.** It can be easily seen that all above examples of nondensity of extremal points also hold with respect to the zeros of general Chebyshev polynomials.

It is more difficult to obtain counterexamples in the case when we have an infinite Markov system of functions $\varphi_1, \varphi_2, \ldots, \varphi_n, \ldots$ in $C[a, b]$, that is $U_n = \text{span}[\varphi_1, \ldots, \varphi_n]$ is a $T$-space for every $n = 1, 2, \ldots$, and we consider extremal problem (1) with respect to the basis $[\varphi_1, \ldots, \varphi_n], n = 1, 2, \ldots$.

We want to show now that even in the case of an infinite Markov system density of extremal points (zeros) of general Chebyshev polynomials may fail if the closure of the system has infinite codimension. (Here we have, of course, $k_n = s_n = 0$.) We shall give our statement in a more general form of an $L_p$-extremal problem ($1 \leq p \leq \infty$).

For given numbers $\alpha_j \in \mathbb{R}\setminus[-1, 1]$, $j = 1, 2, \ldots$, set $U_{n+1} = R(\alpha_1, \ldots, \alpha_n) = \text{span}[1, 1/(x-\alpha_1), \ldots, 1/(x-\alpha_n)]$ and denote by $r_{n,p}(\alpha_1, \ldots, \alpha_n)$ the corresponding general $L_p$-Chebyshev polynomial:

\[ (23) \quad \|r_{n,p}(\alpha_1, \ldots, \alpha_n)\|_p = \min_{\alpha_0} \left\| \frac{1}{x-\alpha_n} - \left( \sum_{j=1}^{n-1} \frac{\alpha_j}{x-\alpha_j} + \alpha_0 \right) \right\|_p \quad (1 \leq p \leq \infty). \]

(We consider here the $L_p$-norm on $[-1, 1]$ if $1 \leq p < \infty$, for $p = \infty$ the norm in (23) is the supremum norm on $[-1, 1]$.)

**Theorem 5.** For any $-1 < c < -1/2$ there exists a sequence $1 < \alpha_j < 1 + 1/j^4$, $j = 1, 2, \ldots$, such that $r_{n,p}(x, \alpha_1, \ldots, \alpha_n)$ has no zeros in $[-1, c]$ for every $n \in \mathbb{N}$ and $1 \leq p \leq \infty$.

In the case when $p = \infty$ the above statement was proved (by a different method) in [2].
We shall need some additional notations. For the sequence \( \alpha_j \in \mathbb{R}\setminus[-1, 1], \ j = 1, 2, \ldots, \) set
\[
(24) \quad q_n(x) = \prod_{j=1}^{n} (\alpha_j - x), \quad q_n \in P_{n+1}.
\]
Obviously,
\[
R(\alpha_1, \ldots, \alpha_n) = \left\{ \frac{p(x)}{q_n(x)} : p \in P_{n+1} \right\}
\]
is an \((n+1)\)-dimensional \(T\)-space on \([-1, 1]\). Furthermore, for \( t_j \in (-1, 1) \) defined by \((1 + t_j^2)/2t_j = \alpha_j \ (j \in \mathbb{N})\) set \( g_n(z) = \prod_{j=1}^{n} (z - t_j) \). Then
\[
(25) \quad q_n(\cos \varphi) = c|g_n(e^{i\varphi})|^2, \quad \varphi \in [0, \pi],
\]
where \( c \in \mathbb{R}\setminus\{0\} \). In what follows \( q_n \) and \( g_n \) will always denote polynomials defined by \( \alpha_j \)'s as above. Let us note that it follows from [1, p. 255] that if \( 1 - t_j = O(j^{-\beta}) \) with some \( \beta > 1 \) (i.e. \( \alpha_j - 1 = O(j^{-2\beta}) \)) then \( \text{Cl}(\bigcup_{n=1}^{\infty} R(\alpha_1, \ldots, \alpha_n)) \) has infinite codimension in \( C[-1, 1] \). Finally, set
\[
(26) \quad \tilde{S}_n(x) = \tilde{S}_n(x, \alpha_1, \ldots, \alpha_{n-1}) = \text{Im}\{z^{-(2n-5)/2}g_{n-1}^2(1/z)\}/\sin \frac{\varphi}{2},
\]
where \( z = e^{i\varphi}, \ x = \cos \varphi \). It is easy to verify that \( \tilde{S}_n \) is a polynomial of degree \( n \). It follows from [1, p. 253] that
\[
(27) \quad \int_{-1}^{1} x^j |\tilde{S}_n(x)|^{p-1} \text{sgn} \tilde{S}_n(x) \bar{w}(x) \, dx = 0 \quad (1 \leq p < \infty, 0 \leq j \leq n-1)
\]
where \( \bar{w}(x) = (1 - x)^{(p-1)/2}/(1 + x)^{1/2}q_n^{p-1} \).

Proof of Theorem 5. First we claim that there exists a sequence of numbers \( 1 < \alpha_j < 1 + 1/j^4 \ (j \in \mathbb{N}) \) such that \( \tilde{S}_n(x) \) has no zeros in \([-1, c]\) \((c \in (-1, -1/2))\). We just give a sketch of the proof of this claim since it is similar to the proof of Lemma 3 in [8]. Set \( \alpha = \arccos c \in (2\pi/3, \pi) \) and let \( \varepsilon_j \in \mathbb{R}_+, \ j = 1, 2, \ldots, \) satisfy
\[
(28) \quad \sum_{j=1}^{\infty} \varepsilon_j < \frac{3}{2}\alpha - \pi.
\]
Now we can choose \( t_j \in (1 - \frac{1}{2}j^{-2}, 1) \) such that
\[
(29) \quad \pi - \varepsilon_j \leq \arg \left( \frac{e^{i\alpha} - t_j}{1 - t_je^{i\alpha}} \right) \quad (j \in \mathbb{N}).
\]
Setting \( g_{n-1}(z) = \prod_{j=1}^{n-1} (z - t_j), \ g_{n-1}^*(z) = z^n g_{n-1}(1/z) \), and using (28), (29) and the fact that \( \arg[g_{n-1}(z)/g_{n-1}^*(z)] \) is monotone increasing in \( \varphi \) \((\varphi = \arg z)\) we get for \( \varphi \in [\alpha, \pi) \)
\[
(30) \quad \arg z^{3/2} + \arg \frac{g_{n-1}(z)}{g_{n-1}^*(z)} \geq \frac{3}{2}\alpha + \sum_{j=1}^{n-1} (\pi - \varepsilon_j) > n\pi.
\]
Since \( \varphi_0 \) is a zero of \( \text{Im}\{e^{-i\varphi(2n-5)/2}g_{n-1}^2(e^{i\varphi})\} \) if and only if
\[
\arg e^{3i\varphi_0/2} + \arg \frac{g_{n-1}(e^{i\varphi_0})}{g_{n-1}^*(e^{i\varphi_0})} = k\pi, \quad k = 1, 2, \ldots,
\]
it follows from (30) that $\hat{S}_n(x) = \hat{S}_n(\cos \varphi)$ has all zeros in $(0, \alpha)$. Since $\alpha_j = (1 + t_j^2)/2t_j$ the relations $1 - 1/2j^2 < t_j < 1$ imply $\alpha_j < 1 + 1/j^4$.

Thus we have verified our claim.

We can represent the solution of (23) as

$$r_{n,p}(x, \alpha_1, \ldots, \alpha_n) = \frac{p_{n,p}^*(x)}{q_n(x)}$$

where $p_{n,p}^*(x) \in P_{n+1}$. Using the well-known orthogonality property of best $L_p$-approximants we have

$$\int_{-1}^{1} \frac{x^j}{q_{n-1}(x)} \left| \frac{p_{n,p}^*(x)}{q_n(x)} \right|^{p-1} \text{sgn} \ p_{n,p}^*(x) \, dx = 0, \quad 0 \leq j \leq n - 1.$$ 

Since $q_n(x) = (\alpha_n - x)q_{n-1}(x)$ it follows that

$$\int_{-1}^{1} \frac{x^j}{q_{n-1}(x)}(\alpha_n - x)^{p-1} |p_{n,p}^*(x)|^{p-1} \text{sgn} \ p_{n,p}^*(x) \, dx = 0,$$

$$0 \leq j \leq n - 1.$$ 

Thus writing $p_{n,p}^*(x) = a_n x^n + \cdots$ we have

$$\|p_{n,p}^* w\|_p = \min_{a_0, \ldots, a_{n-1}} \|(a_n x^n + a_{n-1} x^{n-1} + \cdots + a_0) w\|_p$$

where $w(x) = 1/q_{n-1}(x)(\alpha_n - x)^{p-1}$. Set $\bar{w}(\tau, x) = (1-\tau)\bar{w}(x) + \tau w(x)$, where $\bar{w}(x) = (1-x)^{p-1}/(1+x)^{1/2}q_{n-1}^{p-1}$, and (27) holds with this weight. Obviously $\frac{\partial \bar{w}}{\partial \tau}/\bar{w}$ is an increasing function of $x \in (-1, 1)$ for every $0 \leq \tau < 1$ (since $\frac{d}{dx} \frac{\partial \bar{w}}{\partial \tau} < 0$) and therefore by Theorem 1 of [9] the zeros of the polynomials of minimal $L_p$-norm with respect to the weight $\bar{w}(\tau, x)$ are increasing functions of $\tau$. Thus using (27) and (31) we obtain that $j$'s zero of $\hat{S}_n(x)$ is smaller, than $j$'s zero of $p_{n,p}^*(x)$. Since $\hat{S}_n(x)$ has no zeros in $[-1, c]$ we get that $p_{n,p}^*$ and $r_{n,p}(x, \alpha_1, \ldots, \alpha_n)$ have no zeros in $[-1, c]$ for $1 \leq p < \infty$. Moreover, $r_{n,p}(x, \alpha_1, \ldots, \alpha_n)$ uniformly tends to $r_{n,\infty}(x, \alpha_1, \ldots, \alpha_n)$ as $p \to \infty$ which extends the above statement for every $1 \leq p \leq \infty$. This completes the proof of the theorem.

Remark. Since points $\pm 1$ are oscillation points for $r_{n,\infty}$ it follows immediately from Theorem 5 that $r_{n,\infty}$ has no oscillation points in $(-1, c]$.

Let us also note that by the methods used in [7] it can be easily shown that if we replace the $C$-norm in (1) by the $L_1$-norm and assume that $C(\bigcup_{n=1}^{\infty} \mathcal{Z}_n) = L_1[a, b]$ then $\rho(Z(T_n)) = O(\varepsilon(W^1, \mathcal{Z}_n))$ for any solution $T_n$ of (1) (the closure of $\mathcal{Z}_n$'s and $W^1$ are considered for $L_1$-norm and $L_1$-modulus of continuity, respectively).
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