ESTIMATES OF THE CACCIOPPOLI-SCHAUDER TYPE IN WEIGHTED FUNCTION SPACES
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Abstract. We deal with imbeddings of certain weighted function spaces as well as with the corresponding norm estimates for solutions to second order elliptic problems. We redemonstrate some results of Gilbarg and Hörmander by a technique, entirely different from theirs, which enables us to cover a range of parameters excluded by them.

0. Introduction

Consider the Dirichlet problem

\( Lu = f \) in \( \Omega \), \( u|_{\partial \Omega} = \phi \),

where \( \Omega \) is a bounded open subset of \( \mathbb{R}^N \), \( \partial \Omega \) its boundary, and \( L \) a linear second order uniformly elliptic differential operator with coefficients defined on \( \overline{\Omega} \). The classical Caccioppoli-Schauder approach to (0.1) provides, under suitable regularity assumptions about \( \partial \Omega \) and the coefficients of \( L \), a priori bounds on norms \( |u|_{C^{m,\delta}(\Omega)} \) when \( f \) is in \( C^{m-2,\delta}(\Omega) \) and \( \phi \) in \( C^{m,\delta}(\partial \Omega) \), the space of traces on \( \partial \Omega \) of functions from \( C^{m,\delta}(\overline{\Omega}) \) (see the notations in §1). Here \( m = 2, 3, \ldots \) and \( 0 < \delta < 1 \): well-known examples show that for the validity of the theory it is essential to exclude the values \( \delta = 0 \) and \( \delta = 1 \), hence to require

\[ m + \delta \notin \mathbb{N}. \]

What happens now if we weaken our assumption about \( \phi \) by requiring that it belong to \( C^{m',\delta'}(\partial \Omega) \) for some \( m' = 0, 1, \ldots \) and \( \delta' \in [0, 1] \) such that \( \alpha = m + \delta - (m' + \delta') > 0 \)? This question was tackled by Gilbarg and Hörmander [7], who (to put it roughly) showed that \( \text{dist}(\partial \Omega, \partial \Omega') \) \( |u|_{C^{m,\delta}(\overline{\Omega}')} \) is then bounded independently of \( \Omega' \subseteq \Omega \) under the assumptions (0.2),

\[ m + \delta - \alpha > 0 \]

—which is natural for the problem at hand—and

\[ m + \delta - \alpha \notin \mathbb{N}. \]
Note that, for what correspondingly concerns $f$, the natural regularity requirement is now only that $[\text{dist}(\partial \Omega, \partial \Omega')]^\alpha |f|_{C^{m-2, \delta}(\Omega)}$ be bounded independently of $\Omega' \Subset \Omega$.

Let us give an idea of the motivations of (0.4).

We begin by sketchily reviewing the classical method through which the crucial estimates for solutions of (0.1) are reduced to their counterparts for functions $u$ having compact supports and satisfying

\[(0.5)\quad \Delta u = f \quad \text{for} \quad x_N > 0, \quad u = 0 \quad \text{for} \quad x_N = 0.\]

First of all, a partition of unity and local changes of coordinates which flatten (portions of) the boundary show that it suffices to investigate (0.1) when $\Omega$ is replaced by the half-space where $x_N > 0$, $\partial \Omega$ by the hyperplane where $x_N = 0$, and $u$ has compact support. Next, a local perturbation argument leads from the general case of variable coefficients to that of $L = \Delta$. Finally, a suitable extension of $\phi$ from the hyperplane to the entire half-space provides the equivalence between the previous inhomogeneous problem and (0.5) (with a free term $f$ correspondingly modified, although within the original function class).

The three steps above are performed, in the optimal generality of assumptions about the regularity of $\partial \Omega$ and the coefficients of $L$, respectively by Theorem 5.1, Proposition 4.3 and Lemma 2.3 of [7]. For what concerns (0.5) the approach of [7] (in Theorem 3.1) utilizes the integral representation of $u$ by means of Green's function. This makes it necessary to bound a term

$$\sup_{x_N > 0} x_N^{-(m + \delta - \alpha)} |u(x)|$$

(where, we recall, $u = 0$ for $x_N = 0$), and it is at this point that (0.4) comes to play an essential role.

In the present paper we develop a different approach to (0.5). We put weights into Campanato, instead of Hölder, function spaces, and utilize variational estimates instead of Green's function. This enables us to redemonstrate the bound provided by Theorem 3.1 of [7] under the restrictions (0.2) (as in the Caccioppoli-Schauder theory for $\alpha = 0$) and (0.3), without requiring (0.4). It is the case when the latter is violated, of course, that poses greater difficulties in the proofs. With our techniques we can also tackle the case when (0.2) is violated; for some elucidations concerning the scope of the results we obtain then, see Remark 2 after the proof of Theorem 2.

It is probably worth mentioning here that the different roles of, as well as the interplay between, the parameters $\alpha$ and $\delta$ lead us to introduce, in the next section, the notation $C^{m, \delta}_\alpha$ for the function classes denoted in [7] by $H^{(\alpha)}_b$ with $b = m + \delta$, $a + b = \alpha$. The parameter $m + \delta - \alpha$ measures, so to speak, the maximal global regularity which is attained without weight: when $\alpha = h + \delta$ for some $h = 0, \ldots, m$ such a regularity does not go as far as $C^{m-h, 0}$ (see Lemmas 1.3 and 1.4 below).

We do not work our way from (0.5) back to (0.1). When (0.2) holds, that is, when $0 < \delta < 1$, this would amount to our verifying that the corresponding steps of [7] can be repeated without requiring (0.4). When (0.2) is violated, say for $\delta = 0$, the regularity assumptions about $\partial \Omega$ and the coefficients of
$L$ would be those corresponding to the case when $\delta$ is instead some positive number, no matter how small.

The results of the present article were announced in [13].

1. Function spaces

Some basic notations:

$x = (x_1, \ldots, x_N) \equiv (x', x_N)$, the variable point of $\mathbb{R}^N$,

$\nabla \equiv (\partial/\partial x_1, \ldots, \partial/\partial x_N)$,

$D^\mu \equiv \partial|\mu|/\partial x_1^{\mu_1}, \ldots, \partial x_N^{\mu_N}$ when $\mu$ is a multi-index $(\mu_1, \ldots, \mu_N)$ of non-negative integers, $|\mu| \equiv \mu_1 + \cdots + \mu_N$,

$B_r(y) \equiv \{x \in \mathbb{R}^N \mid |x - y| < r\}$, $B \equiv B_1(0)$,

$B^+_r(y) \equiv \{x \in B_r(y) \mid x_N > y_N\}$, $B^+_r \equiv B^+_r(0)$, $B^+ \equiv B^+_1$,

$S_r(y) \equiv \{x \in B_r(y) \mid x_N = y_N\}$, $S_r \equiv S_r^0(0)$, $S^0 \equiv S^0_1$.

Let $\omega$ be a bounded open subset of $\mathbb{R}^N$. If $k$ is a nonnegative integer $C^k(\omega)$ denotes the space of functions $u : \omega \to \mathbb{R}$ having uniformly continuous derivatives of order $\leq k$, normed by

$$|u|_{C^k(\omega)} \equiv \sum_{|\mu| \leq k} \sup_{\omega} |D^\mu u|.$$  

If in addition $0 < \delta \leq 1$ $C^{k,\delta}(\omega)$ denotes the space of functions $u$ such that

$$|u|_{C^{k,\delta}(\omega)} \equiv |u|_{C^k(\omega)} + \sum_{|\mu| = k} \sup_{x,y \in \omega, x \neq y} \frac{|D^\mu u(x) - D^\mu u(y)|}{|x - y|^\delta}$$  

is finite; instead of adopting $C^{k,0}(\omega) \equiv C^k(\omega)$ as is usual in the literature, here we find it convenient to have $C^{k,0}(\omega) \equiv C^{k-1,1}(\omega)$ for $k \in \mathbb{N}$ and $C^{0,0} \equiv L^\infty(\omega)$, the space of measurable functions $u : \omega \to \mathbb{R}$ such that

$$|u|_{L^\infty(\omega)} \equiv \text{ess sup}_{\omega} |u|$$  

is finite. For $1 \leq p < \infty$ $L^p(\omega)$ denotes the Lebesgue space of exponent $p$, normed by

$$|u|_{L^p(\omega)} \equiv \left( \int_\omega |u|^p \, dx \right)^{1/p},$$  

$H^{k,p}(\omega)$ the Sobolev space of order $k$ and exponent $p$, normed by

$$|u|_{H^{k,p}(\omega)} \equiv \left( \sum_{|\mu| \leq k} |D^\mu u|_{L^p(\omega)}^p \right)^{1/p},$$  

and $H^{1,p}_0(\omega)$ the closure in $H^{1,p}(\omega)$ of

$$C_{c,\infty}^\infty(\omega) \equiv \left\{ u \in \bigcap_{m \in \mathbb{N}} C^m(\omega) \mid \text{supp } u \subset \omega \right\}.$$  

As is customary, $H^k(\omega) \equiv H^{k,2}(\omega)$ and $H^{1}(\omega) \equiv H^{1,2}(\omega)$; moreover we write $L^p \equiv L^p(B^+)$, $H^{k,p} \equiv H^{k,p}(B^+)$ and $H^{1,p}_0 \equiv H^{1,p}_0(B^+)$. Finally, for $0 \leq \lambda \leq N + p$ $L^{p,\lambda}(\omega)$ denotes the space of functions $u \in L^p(\omega)$ such that

$$[u]_{L^{p,\lambda}(\omega)} \equiv \sup_{y \in \omega} \inf_{c \in \mathbb{R}} \int_{\omega \cap B_r(y)} |u - c|^\lambda \, dx$$  

for $0 < r \leq \text{diam } \omega$. If $u \in C^k(\omega)$, then $[u]_{L^{p,\lambda}(\omega)} \equiv 0$. If $u \in H^{k,p}(\omega)$, then $[u]_{L^{p,\lambda}(\omega)} \equiv 0$ for $\lambda < k$. Similarly, $[u]_{L^{p,\lambda}(\omega)} \equiv 0$ for $\lambda < k$, $u \in H^{k,p}(\omega)$.

When $\omega$ is supported in $B(y, \delta)$, we define

$$[u]_{L^{p,\lambda}(\omega)} \equiv \sup_{r < \delta} \inf_{c \in \mathbb{R}} \int_{\omega \cap B_r(y)} |u - c|^\lambda \, dx,$$  

if $u \in C^k(\omega)$, then $[u]_{L^{p,\lambda}(\omega)} \equiv 0$. If $u \in H^{k,p}(\omega)$, then $[u]_{L^{p,\lambda}(\omega)} \equiv 0$ for $\lambda < k$. Similarly, $[u]_{L^{p,\lambda}(\omega)} \equiv 0$ for $\lambda < k$, $u \in H^{k,p}(\omega)$.
is finite, normed by
\[ |u|_{L^p,\delta}^\omega \equiv (|u|^p_{L^p(\omega)} + [u]^p_{L^p,\delta(\omega)})^{1/p}. \]

When \(0 < \delta \leq 1\), \(L^{p,N+p\delta}(\omega)\) is isomorphic to \(C^{0,\delta}(\bar{\omega})\) provided \(\partial \omega\) is regular enough [2]. \(L^{p,N}(\omega)\) is instead a BMO (acronym of Bounded Mean Oscillation) space: introduced in [8] for \(p = 1\), it plays a relevant role as a "good substitute" of \(L^\infty(\omega)\) in PDE's [3], Harmonic Analysis [6], Probability [11]...

Now let \(0 < \alpha < \infty\). \(C^{k,\delta}_\alpha\) denotes the space of functions \(u\) such that
\[ |u|_{C^{k,\delta}_\alpha} \equiv \sup_{0<s<1} s^\alpha |u|_{C^{k,\delta}(B_{\alpha}^s)}, \]
with \(B_{[\alpha]} \equiv \{x \in B^+ | x_N > s\}\), is finite. (When \(\alpha < 0\) the right-hand side of (1.1) is finite only for \(u = 0\).) Of course, \(C^{0,\delta}_0 = C^{k,\delta}(B^+)\). In [7, Lemma 2.1] the continuous imbedding
\[ C^{0,\delta'}_{\alpha + \delta'} \hookrightarrow C^{0,0}_{\alpha}, \]
is proven for \(0 < \delta' \leq 1\) and \(\alpha > 0\), then extended as
\[ C^{k,k',\delta + \delta'}_{\alpha + k' + \delta'} \hookrightarrow C^{k,\delta}_{\alpha}, \]
for \(k, k'\) nonnegative integers, \(0 \leq \delta < 1, -\delta \leq \delta' \leq 1 - \delta, k' + \delta' \geq 0\) and \(\alpha \geq 0\), provided that \(k + \delta - \alpha\) is not a nonnegative integer. The last restriction is illustrated through one-dimensional example of the function \(x \rightarrow x^h \log x\), which, whenever \(h\) is a nonnegative integer, belongs to all spaces \(C^{k,\delta}_{\alpha}\) with \(k + \delta - \alpha \leq h\) except \(C^{0,0}_0\). This, however, shows only that (1.3) is false when \(\delta = \alpha = 0\): what about the nonnegative integer values of \(k + \delta - \alpha\) for \(\delta + \alpha > 0\)? We shall see below (Lemma 1.4) that they provide no exception to the validity of (1.3); our technique, centered around the function spaces we are going to describe now, will also enable us (Lemma 1.3) to handle the exceptional case \(\delta = \alpha = 0\).

For \(1 < p < \infty\) let \(L^p_\alpha\) be the space of measurable functions \(u : B^+ \rightarrow \mathbb{R}\) such that \(|u|_{L^p_\alpha} \equiv |x_N^\alpha u|_{L^p}\) is finite. For \(1 \leq p < \infty\), \(N \leq \lambda \leq N + p\) we set
\[ [u]^p_{L^p_\lambda} \equiv \sup_{y \in B^+} \inf_{0 < r \leq 2} r^{-\lambda} \int_{B^+ \cap B_r(y)} x_N^{\lambda} |u - c|^p \, dx \]
and define \(L^p_{\lambda,\alpha}\) as the space of functions \(u \in L^p_\alpha\) with \([u]_{L^p_{\lambda,\alpha}} < \infty\), normed by
\[ |u|_{L^p_{\lambda,\alpha}} \equiv ([u]^p_{L^p_\alpha} + [u]^p_{L^p_{\lambda,\alpha}})^{1/p}. \]
Clearly, \(L^0_{0,\lambda} = L^{0,\lambda}(B^+)\) whereas all functions from \(L^{p,\lambda}(B^+)\) which vanish near \(S^0\) are in \(L^{p,\lambda}_{\alpha}\) whatever \(\alpha\). Here we are interested only in \(\alpha \geq 0\), which we assume to be the case throughout.

Take \(\beta\) in \([0, \infty[\) and let \(\omega \neq \emptyset\) be a bounded open subset of \(\mathbb{R}^N\) which, in addition, lies in the upper half-space if \(\beta > 0\). We set
\[ (u)_{\omega, \beta} \equiv \left( \int_\omega x_N^\beta \, dx \right)^{-1} \int_\omega x_N^\beta u \, dx \]
as well as

\begin{equation}
(1.4) \quad (\cdot)_{y, r; \beta} \equiv (\cdot)_{B, (y); \beta}, \quad (\cdot)_{y, r; +; \beta} \equiv (\cdot)_{B, + (y); \beta}.
\end{equation}

**Lemma 1.1.** If \( \beta \geq \alpha \) there exists a constant \( C \) such that, whenever \( u \in L^p_\alpha \),

\[
\int_{B^+ \cap B, (y); \beta} x^\alpha_N |u - (u)_{B^+ \cap B, (y); \beta}|^p \, dx 
\leq C \inf_{c \in \mathbb{R}} \int_{B^+ \cap B, (y)} x^\alpha_N |u - c|^p \, dx
\]

for \( y \in \overline{B^+} \) and \( 0 < r \leq 2 \).

**Proof.** Let \( \int \) stand for \( \int_{B^+ \cap B, (y)} \). We need only prove the existence of a constant \( C \) such that

\[
\int x^\alpha_N |(u - c)_{B^+ \cap B, (y); \beta}|^p \, dx \leq C \int x^\alpha_N |u - c|^p \, dx
\]

as \( c \) varies in \( \mathbb{R} \). But for \( p > 1 \) (the case \( p = 1 \) is only simpler) the left-hand side above is majorized by the product of

\[
I \equiv \int x^\alpha_N \, dx \left( \int x^\beta_N \, dx \right)^{-p} \left( \int x^{(\beta - \alpha)p/(p-1)}_N \, dx \right)^{p-1}
\]

and

\[
\int x^\alpha_N |u - c|^p \, dx.
\]

Since there exist positive constants \( C_1, C_2 \) such that, if \( t \geq 0 \),

\[
C_1 r^{N+t} \leq \int x^t_N \, dx \leq C_2 r^{N+t} \quad \text{when} \quad y_N \leq 2r
\]

and

\[
C_1 r^{N} y_N t \leq \int x^t_N \, dx \leq C_2 r^{N} y_N^t \quad \text{when} \quad y_N > 2r,
\]

we have \( I \leq C \), whence the desired result. \( \square \)

**Lemma 1.2.** For \( 0 < \delta \leq 1 \) \( L^p_\alpha, N + p\delta \) is isomorphic to \( C^0_{\alpha, \delta} \).

**Proof.** Let \( u \in C^0_{\alpha, \delta} \). For \( y \in B^+ \) and \( 0 < r \leq 2 \) we denote by \( \hat{y} \) the top point of \( B^+ \cap B_r, (y) \), which satisfies \( \hat{y}_N > x_N \) whatever \( x \in B^+ \cap B_r, (y) \). Thus,

\[
x^\alpha_N |u(x) - u(\hat{y})|^p \leq x^\alpha_N |u|^p_{C^0_{\alpha, \delta}(B^+ \cap B_r, (y))} |x - \hat{y}|^p \delta \leq |u|^p_{C^0_{\alpha, \delta}} |x - \hat{y}|^p \delta,
\]

and therefore

\[
\inf_{c \in \mathbb{R}} \int_{B^+ \cap B_r, (y)} x^\alpha_N |u - c|^p \, dx
\leq |u|^p_{C^0_{\alpha, \delta}(2r)^p \delta |B^+ \cap B_r, (y)|} \leq C r^{N+p\delta} |u|^p_{C^0_{\alpha, \delta}}.
\]

Moreover,

\[
\int_{B^+} x^\alpha_N |u|^p \, dx \leq \int_{B^+} x^\alpha_N |u|^p_{C^0_{\alpha, \delta}(B^+ \cap B_r, (y))} \, dx \leq |B^+||u|^p_{C^0_{\alpha, \delta}}.
\]

This proves \( C^0_{\alpha, \delta} \hookrightarrow L^p_\alpha, N + p\delta \).
Vice versa, let \( u \in L^{p,N+p\delta}_\alpha \). For any \( s \in [0, 1] \), \( u|_{B[s]} \) belongs to \( L^{p,N+p\delta}(B[r^s]) \) with

\[
sp^\alpha \left| u \right|^p_{L^{p,N+p\delta}(B[r^s])} \leq \int_{B[r^s]} x^\alpha_N |u|^p \, dx
\]

\[
+ \sup_{y \in B[r^s]} \inf_{0<\tau<2} \int_{B[r^s] \cap B(y)} x^\alpha_N |u - c|^p \, dx
\]

\[
\leq |u|^p_{L^{p,N+p\delta}_0}.
\]

But the regularity of \( \partial B[r^s] \) is sufficient to yield \( L^{p,N+p\delta}(B(r^s)) \rightarrow C^0,\delta(B[r^s]) \), indeed even with a constant of injection \( C \) independent of \( s \) if the latter is, say, \( \leq 1/2 \) [2]. Hence,

\[
\sup_{0<s \leq 1/2} sp^\alpha \left| u \right|^p_{C^0,\delta(B[r^s])} \leq |u|^p_{L^{p,N+p\delta}_0},
\]

and the conclusion follows. \( \square \)

We have thus obtained, for \( 0 < \delta \leq 1 \), equivalence of the norms \( \cdot |_{C^0,\delta} \) and \( \cdot |_{L^{p,N+p\delta}_0} \); the latter becomes instead a (weighted) BMO norm in the limit case \( \delta = 0 \), and this circumstance plays a role in the next result.

**Lemma 1.3.** For \( 0 \leq \delta < 1 \) and \( 0 < \delta' \leq 1 - \delta \) the continuous imbedding

(1.5)

\[
L^{p,N+p(\delta+\delta')}_{\alpha+\delta'} \hookrightarrow L^{p,N+p\delta}_\alpha
\]

holds true.

**Proof.** We fix \( y \in \overline{B^r}, r \in [0, 2] \) and write \( f \) for \( \int_{B^r \cap B(y)} \). If \( y_N > 2r \) then \( x_n > r \) whenever \( x \in B_r(y), \) and

\[
\int_{B_r(y)} x^\alpha_N |u - c|^p \, dx
\]

\[
\leq \int_{B^r(y)} x^\alpha_N |u - c|^p \, dx
\]

\[
\leq |u|^p_{L^{p,N+p\delta}_{\alpha+\delta'}},
\]

If instead \( 0 \leq y_N < 2r \) we first assume \( \delta' < 1/p \). Then, if \( q \in [0, \infty[ \) is such that \( \delta' q/(q-p) < 1 \), Hölder's inequality yields

\[
\int x^\alpha_N |u - c|^p \, dx \leq \left( \int x^q(\alpha+\delta') |u - c|^q \, dx \right)^{p/q} \left( \int x^{-\delta' q/(q-p)} \, dx \right)^{1-p/q},
\]

and the second factor on the right-hand side is

\[
\leq C r^{N-\delta' q/(q-p)(1-p/q)} = C r^{N(1-p/q)-\delta' p}
\]

because now \( B^r \cap B(y) \subset B^r_{3r}(\overline{y}) \), \( \overline{y} \) being the projection of \( y \) over \( S^0. \)
Therefore,

\[ r^{-(N+p\delta)} \inf_{c \in \mathbb{R}} \int x_N^{p\alpha} |u - c|^p \, dx \]

\[ \leq C \left( r^{-(N+p\delta-N)(1-p/q)+\delta'} |x_N^{q(\alpha+\delta')}| \inf_{c \in \mathbb{R}} \int x_N^{q(\alpha+\delta')} |u - c|^q \, dx \right)^{p/q} \]

\[ = C \left( r^{-(N+q(\delta+\delta'))} \inf_{c \in \mathbb{R}} \int x_N^{q(\alpha+\delta')} |u - c|^q \, dx \right)^{p/q} \]

\[ \leq C [u]_{L_{\alpha+\delta'}^{q, N+q(\delta+\delta')}}^p. \]

But, since

\[ [u]_{L_{\alpha+\delta'}^{q, N+q(\delta+\delta')}} \leq C |u|_{C^{0, \delta+\delta'}} \leq C |u|_{L_{\alpha+\delta'}^{p, N+p(\delta+\delta')}} \]

by Lemma 1.2, we have proved

\[ [u]_{L_{\alpha+\delta'}^{q, N+q(\delta+\delta')}} \leq C |u|_{L_{\alpha+\delta'}^{p, N+p(\delta+\delta')}}. \]

On the other hand, for \( c = (u)_{0, 1; \alpha+\delta'} \) (see (1.4)) we have

\[ \int_{B^+} x_N^{p\alpha} |u|^p \, dx \leq C \left( \int_{B^+} x_N^{p\alpha} |u - c|^p \, dx + |c|^p \right) \]

\[ \leq C \left( [u]_{L_{\alpha+\delta'}^{p, N+\delta'}} + \int_{B^+} x_N^{p(\alpha+\delta')} |u|^p \, dx \right) \]

by Lemma 1.1, and finally

\[ |u|_{L_{\alpha+\delta'}^{p, N+\delta'}} \leq C |u|_{L_{\alpha+\delta'}^{p, N+p(\delta+\delta')}}. \]

There remains only to relinquish the restriction \( \delta' < 1/p \), which can be done in a finite number of steps. \( \Box \)

The imbedding (1.5) for \( \delta = 0 \), i.e.,

\[ (1.6) \quad L_{\alpha+\delta'}^{p, N+\delta'} \hookrightarrow L_{\alpha}^{p, N} \]

is optimal if \( \alpha = 0 \), as the already mentioned one-dimensional example \( x \to \log x \) clearly shows. If instead \( \alpha > 0 \) then (1.6) is weaker than (1.2).

We can finally extend [7, Lemma 2.1] as follows.

**Lemma 1.4.** Let \( k, k' \) be nonnegative integers, \( 0 \leq \delta < 1 \) with \( \alpha + \delta > 0 \), \( -\delta \leq \delta' \leq 1 - \delta \) with \( k' + \delta' > 0 \). Then (1.3) holds true.

**Proof.** When \( k = k' = 0 \) (1.3) is nothing but (1.5) for \( \delta > 0 \), (1.2) for \( \delta = 0 \) (and \( \alpha > 0 \)).

If \( k' = 0 \) we obtain (1.3) for \( k \in \mathbb{N} \) through induction, since \( |u|_{C^{k, \delta}} \) is equivalent to \( \sum_{|\mu| \leq 1} |D^\mu u|_{C^{k-1, \delta}} \) and \( |u|_{C^{k, \delta+\delta'}} \) to

\[ \sum_{|\mu| \leq 1} |D^\mu u|_{C^{k-1, \delta+\delta'}}. \]

From the above it follows that

\[ C^{1, \delta+\delta'}_{\alpha+1+\delta'} = C^{1, \delta+\delta'}_{\alpha+1-\delta+\delta'} \hookrightarrow C^{1, 0}_{\alpha+1-\delta}. \]
since $\alpha + 1 - \delta \geq 1 - \delta > 0$, and also that

$$C^{1,0}_{\alpha + 1 - \delta} = C^{0,\delta + 1 - \delta}_{\alpha + 1 - \delta} \hookrightarrow C^{0,\delta}_{\alpha}.$$  

hence

(1.7)  

$$C^{1,\delta + \delta'}_{\alpha + 1 + \delta'} \hookrightarrow C^{0,\delta}_{\alpha}.$$  

Since $|u|_{C^{k+k',\delta+\delta'}_{\alpha+k'+\delta'}}$ is equivalent to

$$\sum_{|\mu| \leq k+k'-1} |D\mu u|_{C^{\delta+\delta'}_{\alpha+k'+\delta'}}$$

and $|u|_{C^{k+k'-1,\delta}_{\alpha+k'-1}}$ to

$$\sum_{|\mu| \leq k+k'-1} |D\mu u|_{C^{0,\delta}_{\alpha+k'-1}},$$

(1.7) yields

$$C^{k+k',\delta+\delta'}_{\alpha+k'+\delta'} \hookrightarrow C^{k+k'-1,\delta}_{\alpha+k'-1}$$

for $k$ nonnegative integer and $k' \in \mathbb{N}$, so that in the general case (1.3) follows after a finite number of steps.

2. Preliminary $L^p$ estimates

In the present section $p$, unless otherwise specified, is arbitrarily fixed in $]1, \infty[\), and $p = p/(p - 1)$; moreover, $y \in \mathbb{R}^N$ and $0 < d < \infty$. Here and throughout we adopt the summation convention.

Lemma 2.1. Let $g^1, \ldots, g^N, g$ be given in $L^p(B_d(y))$ and let $v$ be any function from $H^1,B_d(y)$ such that

(2.1)  

$$\int_{B_d(y)} v x_i \phi_i, dx = \int_{B_d(y)} (g^i \phi_i + g \phi) dx \quad \forall \phi \in H^1_0,B_d(y).$$

Then we have

$$\int_{B_p(y)} |\nabla u|^p dx \leq C \left( \frac{p}{r} \right)^N \int_{B_r(y)} |\nabla u|^p dx$$

$$+ \sum_{i=1}^{N} \int_{B_r(y)} |g^i|^p dx + r^p \int_{B_r(y)} |g|^p dx$$

(2.2)

for $0 < p \leq r \leq d$

with $C = C(p)$, as well as

$$\sum_{i=1}^{N} \int_{B_p(y)} |v x_i - (v x_i)_{y, \rho}; \rho|^p dx$$

(2.3)  

$$\leq C \left( \frac{p}{r} \right)^{N+p} \sum_{i=1}^{N} \int_{B_r(y)} |v x_i - (v x_i)_{y, \rho}; \rho|^p dx$$

$$+ \left( \sum_{i=1}^{N} \int_{B_r(y)} |g^i - (g^i)_{y, \rho}|^p dx + r^p \int_{B_r(y)} |g|^p dx \right)$$

for $0 < p \leq r \leq d$
if $0 \leq \beta < \infty$ (provided $B_d(y)$ lies in the upper half-space when $\beta > 0$), with $C = C(p, \beta)$.

**Proof.** The Dirichlet problem

$$V \in H^{1,p}_0(B_r(y)),$$

$$\int_{B_r(y)} V_{x_i} \phi_{x_i} \, dx = \int_{B_r(y)} (g^i \phi_{x_i} + g \phi) \, dx \quad \forall \phi \in H^{1,p}_0(B_r(y))$$

is uniquely solvable, with norm estimate

$$\int_{B_r(y)} |\nabla V|^p \, dx \leq C \left( \sum_{i=1}^N \int_{B_r(y)} |g^i|^p \, dx + r^p \int_{B_r(y)} |g|^p \, dx \right).$$

Let $z \equiv v|_{B_r(y)} - V$, so that

$$\int_{B_r(y)} z_{x_i} \phi_{x_i} \, dx = 0 \quad \forall \phi \in H^{1,p}_0(B_r(y)),$$

whenever $\eta \in C_c^\infty(B_r(y))$ the function $Z \equiv \eta z$ satisfies

$$Z \in H^{1, p}_0(B_r(y)),$$

$$\int_{B_r(y)} Z_{x_i} \phi_{x_i} \, dx = \int_{B_r(y)} (\eta_{x_i} z_{x_i} - \eta_{x_i} z_{x_i} \phi) \, dx \quad \forall \phi \in H^{1, p}_0(B_r(y)),$$

and therefore $Z \in H^{2, p}_0(B_r(y))$ with

$$|Z|_{H^{2, p}(B_r(y))} \leq C |z|_{H^{1, p}(B_r(y))}.$$

Finally, since we can safely replace $v|_{B_r(y)}$ by $v|_{B_r(y)} + \text{constant}$ and therefore assume $\int_{B_r(y)} z \, dx = 0$, Poincaré's inequality yields

$$|z|_{H^{1, p}(B_r(y))} \leq C \sum_{i=1}^N |z_{x_i}|_{L^p(B_r(y))}.$$

These observations suffice to show that the smoothness of $z$ away from $\partial B_r(y)$ as well as norm estimates such as

$$|z|_{H^{k, p}(B_{r/2}(y))} \leq C(k, r) \sum_{i=1}^N |z_{x_i}|_{L^p(B_r(y))}$$

can be obtained through a bootstrap argument. But then by choosing $k$ so large that $H^{k, p}(B_{r/2}(y)) \hookrightarrow C^1(B_{r/2}(y))$ we have

$$\int_{B_{r/2}(y)} |\nabla z|^p \, dx \leq C \rho^N \sum_{i=1}^N |z_{x_i}|_{L^\infty(B_{r/2}(y))} \leq C(r) \rho^N \int_{B_r(y)} |\nabla z|^p \, dx$$

for $0 < p \leq r/2$, and a change of variables $x \rightarrow x/r$ shows that

$$(2.5) \quad \int_{B_{r/2}(y)} |\nabla z|^p \, dx \leq C \left( \frac{\rho}{r} \right)^N \int_{B_r(y)} |\nabla z|^p \, dx.$$
for $0 < \rho \leq r/2$, hence also for $0 < \rho \leq r$ by simple considerations, with $C = C(p)$. We easily arrive at (2.2) by dint of (2.4) and (2.5).

Passing to (2.3) we notice first of all that

$$\int_{B_r(y)} (g^i)_y, r; \beta \phi x_i \, dx = 0 \quad \forall \phi \in H_0^{1, p'}(B_r(y)),$$

so that $u|_{B_r(y)}$ can be written as a sum $V + z$ with

$$\int_{B_r(y)} |\nabla V|^p \, dx
\leq C \left( \sum_{i=1}^{N} \int_{B_r(y)} |g^i - (g^i)_y, r; \beta|^p \, dx + r^p \int_{B_r(y)} |g|^p \, dx \right)$$

and $\Delta z = 0$ in $B_r(y)$. But $z' = z - x_i(z_{x_i})_y, r; \beta$ satisfies the same equation as $z$ and can be assumed to have a vanishing integral over $B_r(y)$, so that

$$\sum_{i=1}^{N} \int_{B_r(y)} |z_{x_i} - (z_{x_i})_y, r; \beta|^p \, dx$$

$$= \sum_{i=1}^{N} \int_{B_r(y)} |z'_{x_i} - (z'_{x_i})_y, r; \beta|^p \, dx$$

$$\leq C \sum_{i=1}^{N} \int_{B_r(y)} |z'_{x_i} - z'_{x_i}(y)|^p \, dx$$

$$\leq C \rho^{N+p} \sum_{i,j=1}^{N} |z'_{x_i x_j}|^p_{L^\infty(B_{r/2}(y))}$$

$$\leq C(k, r) \rho^{N+p} \int_{B_r(y)} |\nabla z'|^p \, dx$$

for some $0 < \rho \leq r/2$, provided $k$ is so large that $H^{k, p}(B_{r/2}(y)) \hookrightarrow C^2(B_{r/2}(y))$. At this point it is easy to ascertain that

$$\sum_{i=1}^{N} \int_{B_r(y)} |z_{x_i} - (z_{x_i})_y, r; \beta|^p \, dx$$

$$\leq C \left( \frac{\rho}{r} \right)^{N+p} \sum_{i=1}^{N} \int_{B_r(y)} |z_{x_i} - (z_{x_i})_y, r; \beta|^p \, dx$$

for $0 < \rho \leq r$, and that (2.3) follows from (2.6), (2.7). \(\square\)

**Corollary.** *In addition to the hypotheses of Lemma 2.1 suppose that*

$$\sum_{i=1}^{N} \int_{B_r(y)} x_N^{p\beta} |g^i - (g^i)_y, r; \beta|^p \, dx$$

$$+ r^p \int_{B_r(y)} x_N^{p\beta} |g|^p \, dx \leq Kr^d \quad \text{for } 0 < r \leq d.\)
with \( K > 0, \, 0 \leq \lambda < N + p \) and \( \beta \) in \([0, \infty[\) if \( y_N/2 \geq d \), \( \beta = 0 \) otherwise. Then we have

\[
\rho^{-\lambda} \sum_{i=1}^{N} \int_{B_\rho(y)} x_N^{p_\beta} |v_{x_i} - (v_{x_i})_{y,r,;\beta}|^p \, dx
\]

(2.9)

\[
\leq C \left( d^{-\lambda} \sum_{i=1}^{N} \int_{B_d(y)} x_N^{p_\beta} |v_{x_i} - (v_{x_i})_{y,d,;\beta}|^p \, dx + K\right) \quad \text{for } 0 < \rho \leq d
\]

with \( C = C(p, \beta, \lambda) \).

Proof. When \( y_N/2 \geq d \) and \( \beta > 0 \) we can freely insert a factor \( x_N^{p_\beta} \) inside all the integrals of (2.3) simultaneously because there exists \( k \in \mathbb{N}, \, k \geq 2 \) such that \( (k - 1)r < x_N < (k + 2)r \) for \( x \in B_r(y) \). In all cases we see that, by (2.8), for \( 0 < \rho \leq r \leq d \) the function \( \Phi(\rho) \) defined as the left-hand side of (2.9) satisfies

\[
\Phi(\rho) \leq C \left( \left( \frac{\rho}{r} \right)^{N+p} \Phi(r) + Kr^\lambda \right),
\]

hence also

\[
\Phi(\rho) \leq C \left( \left( \frac{\rho}{r} \right)^{\lambda} \Phi(r) + K\rho^\lambda \right)
\]

by a fundamental lemma due to Campanato [2]. The last inequality for \( r = d \) is nothing but (2.9). \( \square \)

Lemma 2.2. Take \( y_N = 0 \). Let \( g^1, \ldots, g^N \) be given in \( L^p(B_d^+(y)) \) and let \( v \) be any function from \( H^{1,p}(B_d^+(y)) \) such that \( v = 0 \) on \( S_0^+(y) \).

\[
\int_{B_d^+(y)} v_{x_i} \phi_i \, dx = \int_{B_d^+(y)} g^i \phi_i \, dx \quad \forall \phi \in H^{1,p}(B_d^+(y)).
\]

(2.10)

Then we have

\[
\int_{B_r^+(y)} |\nabla v|^p \, dx \leq C \left( \left( \frac{\rho}{r} \right)^N \int_{B_r^+(y)} |\nabla u|^p \, dx + \sum_{i=1}^{N} \int_{B_r^+(y)} |g^i|^p \, dx \right)
\]

(2.11)

for \( 0 < \rho \leq r \leq d \)

with \( C = C(p) \), as well as, when \( p = 2 \),

\[
\sum_{i=1}^{N} \int_{B_\rho(y)} [v_{x_i} - (v_{x_i})_{y,r,;\beta}]^2 \, dx
\]

(2.12)

\[
\leq C \left( \left( \frac{\rho}{r} \right)^{N+2} \sum_{i=1}^{N} \int_{B_r^+(y)} [v_{x_i} - (v_{x_i})_{y,r,;\beta}]^2 \, dx
\]

\[
+ \sum_{i=1}^{N} \int_{B_r^+(y)} [g^i - (g^i)_{y,r,;\beta}]^2 \, dx \right) \quad \text{for } 0 < \rho \leq r \leq d
\]

if \( 0 \leq \beta < \infty \), with \( C = C(\beta) \).

Proof. If we extend \( v \) across \( S_0 \) by setting

\[
\tilde{v}(x', -x_N) = -v(x', x_N) \quad \text{for } (x', \, x_N) \in B_d^+(y)
\]
and write down the equation satisfied by \( \hat{\vartheta} \), (2.11) becomes a straightforward consequence of (2.2).

As for (2.12), we can prove it along the same lines as (2.3): it is worth stressing that, when dealing with \( p = 2 \), we can avail ourselves of the variational theory in \( B_r^+(y) \). See [3]. □

**Corollary.** If, in addition to the hypotheses of Theorem 2.2, we suppose that

\[
\sum_{i=1}^{N} \int_{B_r^+(y)} |g_i|^p \, dx \leq K r^\lambda \quad \text{for} \ 0 < r \leq d
\]

with \( K > 0 \) and \( 0 \leq \lambda < N \), then we have

\[
rho^{-\lambda} \int_{B_r^+(y)} |\nabla v|^p \, dx \leq C \left( d^{-\lambda} \int_{B_d(y)} |\nabla v|^p \, dx + K \right) \quad \text{for} \ 0 < \rho \leq d
\]

with \( C = C(p, \lambda) \). If instead, when \( p = 2 \), we suppose that

\[
\sum_{i=1}^{N} \int_{B_r^+(y)} [g_i - (g_i)_y, r,+,\beta]^2 \, dx \leq K r^\lambda \quad \text{for} \ 0 < r \leq d
\]

with \( K > 0 \) and \( 0 \leq \lambda < N + 2 \), then we have

\[
rho^{-\lambda} \sum_{i=1}^{N} \int_{B_r^+(y)} [v_{x_i} - (v_{x_i})_y, r,+,\beta]^2 \, dx \leq C \left( d^{-\lambda} \sum_{i=1}^{N} \int_{B_r^+(y)} [v_{x_i} - (v_{x_i})_y, d,+,\beta]^2 \, dx + K \right) \quad \text{for} \ 0 < \rho \leq d
\]

with \( C = C(\beta, \lambda) \).

**Proof.** Again it suffices to make use of Campanato’s Lemma [C1] after introducing auxiliary functions \( \Phi(\rho) \) defined as the right-hand side of either (2.14) or (2.16). □

**Remark.** Inspection of the proof of Lemma 2.1 shows that in the right-hand side of (2.2) and (2.3), hence also in the left-hand side of (2.8), each \( g^i \) can be replaced by any \( g^i(r) \in L^p(B_r(y)) \) such that \( g^i - g^i(r) \) is independent of \( x_i \). By the same token (2.14) and (2.16) remain valid if each \( g^i \) in (2.13) and (2.15), respectively, is replaced by any \( g^i(r) \in L^p(B^+_r(y)) \) \((p = 2\) in the case (2.15)) with \( g^i - g^i(r) \) independent of \( x_i \). □

### 3. Regularity of first derivatives

We fix some \( \delta \in [0, 1[ \), some \( \alpha \in [0, 1 + \delta[ \), and choose \( p = 2 \) if \( \alpha \leq \delta \), \( p \in ]1, 1/(\alpha - \delta)[ \) if \( \alpha > \delta \). Let \( N + 1 \) functions

\[
f^1, \ldots, f^N \in C_0^{0,\delta} \quad \text{and} \quad f \in L^{\infty}_{1+\alpha-\delta}
\]

be given.

In all cases the \( f^i \)'s belong to \( L^p \). For \( \alpha \leq \delta \) and \( \delta > 0 \), indeed, Lemma 1.3 yields the continuous imbedding \( C_0^{0,\delta} \hookrightarrow L^{2, N+2(\delta-\alpha)} \)—which in particular implies

\[
\int_{B_r^+(y)} [f^i - (f^i)_y, r,+,\alpha]^2 \, dx \leq C r^{N+2(\delta-\alpha)} \|f^i\|_{C_0^{0,\delta}}^2
\]
WEIGHTED FUNCTION SPACES

by Lemma 1.1, if \( y \in S^0 \) and \( B^+_r(y) \subseteq B^+ \). For \( \alpha > \delta \) we have instead \( C^0_{\alpha, \delta} \hookrightarrow L^\infty_{\alpha-\delta} \) (see (1.2)); but \( L^\infty_{\alpha-\delta} \hookrightarrow L^p \), and in particular

\[
\int_{B^+_r(y)} |f^i|^p \, dx \leq Cr^{N+p(\delta-\alpha)}|f^i|^p_{C^0_{\alpha, \delta}}
\]

for \( B^+_r(y) \) as above, since \( p(\delta - \alpha) > -1 \).

To deal with \( f \) we proceed as follows. If \( y \in S^0 \) and \( B^+_r(y) \subseteq B^+ \) we denote by \( E_y, rf \) the trivial extension of \( f|_{B_r(y)} \) to \( \mathbb{R}^N \setminus B_r(y) \) and by \( P_y, rf \) the function

\[
(x', x_N) \mapsto \int_{x_N}^\infty (E_y, rf)(x', t) \, dt.
\]

It is obvious that

\[
\int_{B^+_r(y)} f \phi \, dx = \int_{B^+_r(y)} (P_y, rf) \phi_{x_N} \, dx \quad \forall \phi \in C^\infty_c(B^+_r(y));
\]

moreover,

\[
\int_{B^+_r(y)} |P_y, rf|^p \, dx \leq \int_{S^0(y)} dx' \int_0^\infty \left( \int_{x_N}^\infty |(E_y, rf)(x', t)| \, dt \right)^p \, dx_N
\]

\[
\leq C \int_{S^0(y)} dx' \int_0^\infty x_N^p |(E_y, rf)(x', x_N)|^p \, dx_N
\]

\[
= C \int_{S^0(y)} dx' \int_0^\infty \frac{x_N^p f(x', x_N)^p \, dx_N}{\sqrt{r^2 - |x' - y|^2}}
\]

(where use has been made of Hardy's inequality [10]), and therefore

\[
\int_{B^+_r(y)} |P_y, rf|^p \, dx \leq Cr^{N+p(\delta-\alpha)}|f|^p_{L^\infty_{1+\alpha-\delta}}.
\]

Let \( u \in H^{1,p} \) satisfy \( u = 0 \) on \( S^0 \),

\[
\int_{B^+_r} u_{x_i} \phi_{x_i} \, dx = \int_{B^+_r} (f^i \phi_{x_i} + \phi f) \, dx \quad \forall \phi \in C^\infty_c(B^+)
\]

and in addition (for simplicity's sake)

\[
\text{supp } u \subseteq B^+_R \text{ for some } R \in [0, 1[.
\]

By the \( L^p \) theory of boundary value problems \( u \) satisfies

\[
|u|_{H^{1,p}} \leq C \left( \sum_{i=1}^N |f^i|_{C^0_{\alpha, \delta}} + |f|_{L^\infty_{1+\alpha-\delta}} \right)
\]

(where (3.3)–(3.5) have been utilized with \( y = 0, r = 1 \)). For what concerns regularity we have

**Theorem 1.** Let \( 0 \leq \delta < 1, \ 0 \leq \alpha < 1 + \delta \). Under assumption (3.1) all first derivatives of \( u \) belong to \( L^p_{\alpha, N+p\delta} \) with norm estimates

\[
\sum_{i=1}^N |u_{x_i}|_{L^p_{\alpha, N+p\delta}} \leq C \left( \sum_{i=1}^N |f^i|_{C^0_{\alpha, \delta}} + |f|_{L^\infty_{1+\alpha-\delta}} \right).
\]
Proof. By (3.7) it suffices to provide estimates over $B^+ \cap B_r(y)$ when $y \in \overline{B^+(1+R)/2}$ and, say, $0 < r \leq (1 - R)/6$. We proceed in three steps.

Step 1. Interior estimates. Let $y \in \overline{B^+(1+R)/2} \setminus \overline{S^0(1+R)/2}$ and denote by $d$ the minimum between $y_N/2$ and $(1 - R)/6$. Since $v \equiv u|_{B_d(y)}$ satisfies (2.1) with $g^i \equiv f^i|_{B_d(y)}$, $g \equiv f|_{B_d(y)}$ and since

$$
\sum_{i=1}^{N} \int_{B_r(y)} \frac{x_N^{p \alpha}}{x_N^{p \alpha}} f^i - (f^i)_{y,r: \beta} |p| dx + r^p \int_{B_r(y)} \frac{x_N^{p \alpha}}{x_N^{p \alpha}} f^p |dx
$$

$$
\leq C \left( \sum_{i=1}^{N} |f^i|_{C^{p, \delta}}^p + |f|_{L^\infty}^p \right) r^{N + p \delta},
$$

the corollary to Lemma 2.1 with $\lambda = N + p \delta$ and $\beta = \alpha$ yields

$$
r^{-(N + p \delta)} \sum_{i=1}^{N} \int_{B_d(y)} \frac{x_N^{p \alpha}}{x_N^{p \alpha}} u_{X_i} - (u_{X_i})_{y, r: \alpha} |p| dx
$$

$$
\leq C \left( d^{-(N + p \delta)} \sum_{i=1}^{N} \int_{B_d(y)} \frac{x_N^{p \alpha}}{x_N^{p \alpha}} u_{X_i} - (u_{X_i})_{y, d: \alpha} |p| dx
$$

$$
+ \sum_{i=1}^{N} |f^i|_{C^{p, \delta}}^p + |f|_{L^\infty}^p \right) \text{ for } 0 < r \leq d.
$$

If $d = (1 - R)/6$ (3.8) implies

$$
d^{-(N + p \delta)} \sum_{i=1}^{N} \int_{B_d(y)} \frac{x_N^{p \alpha}}{x_N^{p \alpha}} u_{X_i} - (u_{X_i})_{y, d: \alpha} |p| dx
$$

$$
\leq C \int_{B^+} |\nabla u|^p dx \leq C \left( \sum_{i=1}^{N} |f^i|_{C^{p, \delta}}^p + |f|_{L^\infty}^p \right)
$$

and therefore also

$$
r^{-(N + p \delta)} \sum_{i=1}^{N} \int_{B_r(y)} \frac{x_N^{p \alpha}}{x_N^{p \alpha}} u_{X_i} - (u_{X_i})_{y, r: \alpha} |p| dx
$$

(3.10)

$$
\leq C \left( \sum_{i=1}^{N} |f^i|_{C^{p, \delta}}^p + |f|_{L^\infty}^p \right)
$$

for $0 < r \leq (1 - R)/6 \leq y_N/2$.

In the other case we denote by $\bar{y}$ the projection of $y$ over $S^0$ and notice that

$$
r^{-(N + p \delta)} \sum_{i=1}^{N} \int_{B^+ \cap B_r(y)} \frac{x_N^{p \alpha}}{x_N^{p \alpha}} u_{X_i} - (u_{X_i})_{B^+ \cap B_r(y): \alpha} |p| dx
$$

(3.11)

$$
\leq C(3r)^{-(N + p \delta)} \sum_{i=1}^{N} \int_{B_r(\bar{y})} \frac{x_N^{p \alpha}}{x_N^{p \alpha}} u_{X_i} - (u_{X_i})_{\bar{y}, 3r + \alpha} |p| dx
$$
for $0 < y_N/2 \leq r \leq (1 - R)/6$, so that

$$r^{-(N + p\delta)} \sum_{i=1}^{N} \int_{B_r^+(y)} x_N^{p\alpha}[u_{x_i} - (u_{x_i})_{y, r; \alpha}]^p \, dx$$

(3.12)

$$\leq C \left[ (3d)^{-(N + p\delta)} \sum_{i=1}^{N} \int_{B_{d/2}^+(y)} x_N^{p\alpha}[u_{x_i} - (u_{x_i})_{y, 3d; +; \alpha}]^p \, dx + \sum_{i=1}^{N} |f|_{C_{0, \delta}^p}^2 + |f|_{L_{1+\alpha-\delta}^\infty}^2 \right]$$

for $0 < r \leq d = y_N/2 < (1 - R)/6$.

We are thus left with the task of giving bounds over hemispheres.

**Step 2. Completion of the proof when $\alpha \leq \delta$.** Let $y \in \overline{S}^{0}_{(1+R)/2}$ and $r \in [0, (1 - R)/2]$ be fixed. Thanks to (3.4), for $d = (1 - R)/2$ the functions $v = u|_{B^+_r(y)}$ satisfies (2.10) with $g_i = f|_{B^+_r(y)}$ if $i = 1, \ldots, N - 1$ and $g_N = (f_N + P_{y, d} f)|_{B^+_r(y)}$. Let $\lambda \equiv N + 2(\delta - \alpha), \beta \equiv \alpha$. By (2.16) and the remark at the end of §2 for what concerns $g_N$ it is easy to deduce

$$r^{-(N + 2(\delta - \alpha))} \sum_{i=1}^{N} \int_{B^+_r(y)} [u_{x_i} - (u_{x_i})_{y, r; \alpha}]^2 \, dx$$

(3.13)

$$\leq C \left( \int_{B^+_r} |\nabla u|^2 \, dx + \sum_{i=1}^{N} |f_i|_{C_{0, \delta}^2}^2 + |f|_{L_{1+\alpha-\delta}^\infty}^2 \right)$$

for $0 < r \leq (1 - R)/2$

from (3.2) and (3.5). But

$$r^{-(N + 2\delta)} \sum_{i=1}^{N} \int_{B^+_r(y)} x_N^{2\alpha}[u_{x_i} - (u_{x_i})_{y, r; +; \alpha}]^2 \, dx \leq \text{l.h.s. of (3.13)},$$

so that

$$r^{-(N + 2\delta)} \sum_{i=1}^{N} \int_{B^+_r(y)} x_N^{2\alpha}[u_{x_i} - (u_{x_i})_{y, r; +; \alpha}]^2 \, dx$$

(3.14)

$$\leq C \left( \sum_{i=1}^{N} |f_i|_{C_{0, \delta}^2}^2 + |f|_{L_{1+\alpha-\delta}^\infty}^2 \right)$$

for $0 < r \leq (1 - R)/2$

thanks to (3.8). At this point we need only add (3.14) to (3.10)-(3.12) (with $p = 2$) to obtain the bound on

$$\sup_{y \in \overline{S}^{0}_{(1+R)/2}} \sup_{0 < r \leq (1 - R)/6} r^{-(N + 2\delta)} \sum_{i=1}^{N} \int_{B^+_r \cap B_r(y)} x_N^{2\alpha}[u_{x_i} - (u_{x_i})_{B^+_r \cap B_r(y); \alpha}]^2 \, dx$$

as in (3.9).

**Step 3. Completion of the proof when $\alpha > \delta$.** Again we set $d = (1 - R)/2$ and apply the corollary of Lemma 2.2 (and the remark following it) to $v \equiv u|_{B^+_r(y)}$. 
This time we utilize (2.14) with \( \lambda \equiv N + p(\delta - \alpha) \), \( \beta \equiv \alpha \), and deduce

\[
\left( \int_{B_r^+(y)} |\nabla u|^p \, dx \right)^{1/p} \leq C \left( \sum_{i=1}^{N} \left| \int_{\partial B_r^+(y)} f_i^1 \chi_{\alpha} \, dx \right|^{p \alpha} + \left| \int_{\partial B_r^+(y)} f_i^\infty \, dx \right| \right) \quad \text{for } 0 < r \leq (1 - R)/2
\]

from (3.2), (3.5) and (3.8). But

\[
\left( \int_{B_r^+(y)} |\nabla u|^p \, dx \right)^{1/p} \leq C \left( \sum_{i=1}^{N} \int_{B_r^+(y)} x_i^{p\alpha} |u_{x_i} - (u_{x_i})_y, \cdot, \cdot, \cdot, \cdot| \, dx \right)^{1/p}
\]

does not exceed the left-hand side of (3.15), and the conclusion follows easily. \( \square \)

4. Regularity of higher order derivatives

In this section we shall "differentiate" (3.6). Since this procedure requires the same regularity assumptions about \( f \) as about the distributional derivatives \( f_{x_i} \) for \( i, j = 1, \ldots, N \) we can without loss of generality restrict ourselves to the case \( f^1 = \cdots = f^N = 0 \). This means that we are going to deal with a function \( u \equiv H_{x, p}^m \) satisfying \( u = 0 \) on \( S^0 \),

\[
\int_{B^+} u_{x_i} \phi_{x_i} \, dx = \int_{B^+} f \phi \, dx \quad \forall \phi \in C_0^\infty(B^+)
\]

as well as (3.7). The assumption about \( f \) is

\[
f \in C_{\alpha - \delta}^{m-2, \delta},
\]

where \( m = 2, 3, \ldots \), \( 0 \leq \delta < 1 \) and \( 0 \leq \alpha < m + \delta \). As for \( u \), we take it in \( H_{x, p}^1 \), where \( p \) is chosen as follows: \( p = 2 \) if either \( \alpha \leq \delta \) or \( \alpha = k + \delta \), and \( 1 < p < 1/(\alpha - k - \delta) \) if \( k + \delta < \alpha < k + 1 + \delta \) for \( k = 0, \ldots, m - 1 \).

Lemma 1.4 yields \( C_{\alpha - \delta}^{m-2, \delta} \hookrightarrow C_{\alpha - k - \delta}^{m-2-k, 0} \hookrightarrow H_{x, p}^{m-2-k} \) for \( k = 0, 1, \ldots, m - 2 \) if \( k + \delta < \alpha < k + 1 + \delta \), as well as \( C_{\delta}^{m-2, \delta} \hookrightarrow C_{\delta}^{m-2-k+1, 0} \hookrightarrow H_{x, p}^{m-2-k} \) for \( k = 1, \ldots, m - 2 \), since \( C_{\delta}^{1, 0} \hookrightarrow L_{x, p}^2 \hookrightarrow L_{x, p}^2 \) by Lemma 1.3, and finally \( C_{\delta}^{m-2, \delta} \hookrightarrow H_{x, p}^{m-2} \). Let \( \alpha \geq m - 1 + \delta \). When \( \nu \) is multi-index of length \( |\nu| = m - 2 \) we have \( D^\nu f \in L_{x, p}^\infty \) and in particular

\[
\int_{B_r^+(y)} x_N^{p(m-1)} |D^\nu f|^p \, dx \leq C r^{N+p(m-1+\delta-\alpha)} |f|_{C_{\alpha-\delta}^{m-2, \delta}}^p
\]

for \( y \in S^0 \) and \( B_r^+(y) \subseteq B^+ \), since \( C_{\alpha - \delta}^{m-2, \delta} \hookrightarrow C_{\alpha - \delta}^{m-2, 0} \).

Passing to \( u \), we need the following weighted \( L^p \) result (where \( H_{x, p}^{1, p'} \) denotes the space of functions in \( H_{x, p}^{1, p'} \) which vanish on \( \partial B^+ \setminus S^0 \)).

**Lemma 4.1.** Assume (4.2) with \( m-1+\delta \leq \alpha < m+\delta \), where \( m = 2, 3, \ldots \) and \( 0 \leq \delta < 1 \). Then, each function \( x_N^{k-1} D^\nu u \) with \( |\nu| = k \), where \( k = 2, \ldots, m \), is in \( L^p \); each function \( U \equiv x_N^{m-1} D^\nu u_{x_i} \), with \( |\nu| = m-2 \), \( \nu_N = 0 \) and
\[ s = 1, \ldots, N - 1, \] vanishes on \( S^0 \) and satisfies
\[
\int_{B^+} U_{x_i} \phi_{x_i} \, dx = \int_{B^+} \left( [-x_N^{m-1} D^\nu f + (m-1)x_N^{m-2} D^\nu u_{x_N}] \phi_{x_i} \right) \, dx
\]
\[ + (m-1)x_N^{m-2} D^\nu u_{x_i} \phi_{x_N} \, dx \quad \forall \phi \in H^{1, p'; 0}, \]

hence also
\[ \int_{B^+} U_{x_i} \phi_{x_i} \, dx = \int_{B^+} \left( -x_N^{m-1} D^\nu f \phi_{x_i} + 2(m-1)x_N^{m-2} D^\nu u_{x_i} \phi_{x_N} \right) \, dx \quad \forall \phi \in H^{1, p'; 0}. \]

finally,
\[
\sum_{k=1}^N \sum_{|\nu|=k} \int_{B^+} x_N^{p(k-1)} |D^\nu u|^p \, dx \leq C \| f \|_{C^{m-2}, \delta}^p.
\]

**Proof.** Let \( m = 2 \). We already know that the functional \( \phi \mapsto \int_{B^+} f \phi \, dx \) can be continuously extended from \( C_c^\infty(B^+) \) to \( H^{1, p'; 0} \) (see the beginning of §3) and that
\[
|u|_{H^{1, p}} \leq C \| f \|_{C^{0, \delta}}, \]
(see (3.8)). If \( \phi \in H^{1, p'; 0} \) then \( x_N \phi \in H^{1, p'} \), and (4.1) yields
\[
\int_{B^+} (x_N u_{x_i}) \phi_{x_i} \, dx = \int_{B^+} (f x_N \phi + u \phi_{x_N} - u_{x_N} \phi) \, dx.
\]

Since \( x_N f \in L^p \), \( x_N u \) belongs to \( H^{2, p} \); consequently, \( x_N u_{x_i} \) belongs to \( H^{1, p} \), vanishes on \( S^0 \) and satisfies
\[
\sum_{s=1}^{N-1} \int_{B^+} x_N^{p(s-1)} \left| \nabla u_{x_s} \right|^p \, dx \leq C \| f \|_{C^{0, \delta}}^p,
\]
and (4.6) for \( m = 2 \) follows from (4.7), (4.9) and the identity
\[
u_{x_{x_i} x_N} = - \sum_{i=1}^{N-1} u_{x_i} x_s - f \quad \text{in } B^+.
\]

Supposing the theorem valid for some \( m \geq 2 \), let \( f \in C_a^{m-1, \delta} \).
Then, in particular, \( U \) is in \( H^{1,p} \) and satisfies (4.4): hence,

\[
\int_{B^+} (x_N U) x_i \phi x_i \, dx \\
= \int_{B^+} \left[ U x_i (x_N \phi) x_i + U \phi x_N - U x_N \phi \right] \, dx \\
= \int_{B^+} \left[ (x_N^m D^f x_i) - (m-1)x_N^{m-1} D^f u x_i x_N \right. \\
+ (m-1)x_N^{m-2} D^f u x_i - (m-1)x_N^{m-2} D^f u x_i - x_N^{m-1} D^f u x_i x_N \phi \\
+ \left. [(m-1)x_N^{m-1} D^f u x_i + x_N^{m-1} D^f u x_i] \phi x_N \right] \, dx \\
= \int_{B^+} \left[ (x_N^m D^f x_i - mx_N^{m-1} D^f u x_i x_N) \phi + mx_N^{m-1} D^f u x_i \phi x_N \right] \, dx
\]

whenever \( \phi \) is a smooth function with support in \( B^+ \cup S^0 \). But this implies \( x_N U \in H^{2,p} \) and the validity of (4.4) for \( m+1 \) instead of \( m \), \( D^f \partial / \partial x_3 \) instead of \( D^f \) follows after replacement of \( \phi \) by \( \phi x_i \), \( t = 1, \ldots, N-1 \).

Theorem 2. Let \( m \in \mathbb{N}, m \geq 2, 0 \leq \alpha, 0 < \alpha < m + \delta \). Under assumption (4.2) all \( m \)th order derivatives of \( u \) belong to \( L_{\alpha,N+p\delta}^p \) with norm estimate

\[
(4.10) \quad \sum_{|\mu|=m} |D^\mu u|_{L_{\alpha,N+p\delta}^p} \leq C |f|_{C_{m-2,\delta}}.
\]

Proof. Step 1. The case \( \alpha > m - 1 + \delta \). Let \( y \in \overline{B_{(1+R)/2}}(S_0^{(1+R)/2}) \) and

\[
0 < r \leq d \equiv \min(y_N/2, (1 - R)/6).
\]

By the \( L^p \) theory, for \( |\nu| = m - 2 \) and \( s = 1, \ldots, N \), the function \( D^\nu u x_i|_{B_d(y)} \) is in \( H^{1,p}(B_d(y)) \) and satisfies

\[
\int_{B_d(y)} (D^\nu (u x_i) x_i) \phi x_i \, dx = - \int_{B_d(y)} (D^\nu f) \phi x_i \, dx \quad \forall \phi \in H_0^{1,p}(B_d(y)),
\]

so that we can proceed as in Step 1 of the proof of Theorem 1 and arrive at an estimate

\[
(4.11) \quad r^{-(N+p\delta)} \sum_{|\mu|=m} \int_{B_r(y)} x_N^{p_\alpha} |D^\mu u - (D^\mu u)_y, r, \alpha|^p \, dx \\
\leq C \left( d^{-(N+p\delta)} \sum_{|\mu|=m} \int_{B_d(y)} x_N^{p_\alpha} |D^\mu u - (D^\mu u)_y, d, \alpha|^p \, dx + |f|^p_{C_{m-2,\delta}} \right)
\]

for \( 0 < r \leq d \).

If \( d = (1 - R)/6 \) we bound the right-hand side above with

\[
C \left( \sum_{|\mu|=m} \int_{B_r^+} x_N^{p(m-1)} |D^\mu u|^p \, dx + |f|^p_{C_{m-2,\delta}} \right) \leq C |f|^p_{C_{m-2,\delta}}
\]

(see (4.6)), so that we are left with the task of bounding functions

\[
r \mapsto \int_{B_r^+(y)} x_N^{p_\alpha} |D^\mu u - (D^\mu u)_y, r, \alpha|^p \, dx
\]

as \( y \) varies in \( S_0^{(1+R)/2} \) and \( r \) in \( ]0, (1 - R)/2[ \).
To do this we fix \( \nu \) with \( |\nu| = m-2 \) and \( \nu_N = 0 \), as well as \( s = 1, \ldots, N-1 \). Suppose we know that

\[ (4.12) \quad \int_{B^*_r(y)} x_N^{p(m-2)}|\nabla D^\nu u|^p \, dx \leq C r^{N+p(m-1+\delta-\alpha)} \int_{C^{m-2,\delta}} |f|^p \]

for \( 0 < r \leq (1-R)/2 \) (which is the case when \( m = 2 \), indeed even with \( |f|_{C^{m-2,\delta}}^\infty \) instead of \( |f|_{C^{m-2,\delta}}^\infty \) : see (3.15)). Thanks to (4.3) and (4.12) we can tackle (4.5) in the light of the corollary to Lemma 2.2, thus obtaining (see (2.14))

\[ (4.13) \quad r^{-[N+p(m-1+\delta-\alpha)]} \int_{B^*_r(y)} |\nabla U|^p \, dx \leq C |f|_{C^{m-2,\delta}}^p \quad \text{for} \quad 0 < r \leq (1-R)/2 \]

after utilizing (4.6) to bound \( \int_{B^*_r} |\nabla U|^p \, dx \).

From (4.13) we first of all deduce that, whenever \( f \in C^{m-1,\delta} \), \( C^{m-2,\delta} \), (4.12) holds with \( m \) replaced by \( m+1 \), \( \alpha \) by \( \alpha+1 \) and \( D^\nu \) by \( D^{\nu+1} \partial/\partial x_s \): this means that (4.12) has been inductively proven for all values of \( m \). Next, since

\[ r^{-[N+p(m-1+\delta-\alpha)]} \sum_{i=1}^N \int_{B^*_r(y)} x_N^{p(a)} |D^{\nu+1} u_{x_i} - (D^\nu u_{x_i}) y, r, +, a|^p \, dx \leq r^{-[N+p(m-1+\delta-\alpha)]} \int_{B^*_r(y)} x_N^{p(m-1)}|\nabla D^\nu u_{x_i}|^p \, dx \]

and

\[ \int_{B^*_r(y)} x_N^{p(m-1)}|\nabla D^\nu u_{x_i}|^p \, dx \leq C \left( \int_{B^*_r(y)} |\nabla U|^p \, dx + \int_{B^*_r(y)} x_N^{p(m-2)}|D^\nu u_{x_i}|^p \, dx \right), \]

(4.12) and (4.13) yield the required bound for all derivatives \( D^\nu u_{x_i} \) with \( \nu, s \) as above and \( i = 1, \ldots, N \), hence for all \( m \)th order derivatives.

**Step 2. The case \( \alpha = m-1+\delta \).** If \( y \in \overline{B^{(1+R)/2}} \setminus \overline{S^0(1+R)/2} \) and \( 0 < r \leq d \equiv \min(y/2, (1-R)/6) \) we still have (4.11) \( (p = 2) \).

Let \( y \in \overline{S^0(1+R)/2} \) and \( 0 < r \leq (1-R)/2 \). Beginning with \( m = 2 \) we recall that, since \( C^{m+1,\delta} \hookrightarrow L^\infty, \) Theorem 1 yields

\[ (4.14) \quad \sum_{i=1}^N \int_{B^*_r(y)} |u_{x_i} - (u_{x_i}) y, r, +, 0|^2 \, dx \leq C |f|_{C^{2,\delta}}^2 r^N. \]

Together with (4.3) for the case at hand (4.14) enables us to apply the corollary of Lemma 2.2 for (4.8), i.e. (4.4), and obtain a bound on quantities such as \( r^{-N} \inf_{c \in \mathbb{R}} \int_{B^*_r(y)} (U_{x_i} - c)^2 \, dx \) or, equivalently, as

\[ r^{-N} \inf_{c \in \mathbb{R}} \int_{B^*_r(y)} (x_N u_{x_i,x_i} - c)^2 \, dx; \]

but this is insufficient for our purposes because we need instead to bound quantities such as \( r^{-N} \inf_{c \in \mathbb{R}} \int_{B^*_r(y)} x_N^2 (u_{x_i,x_i} - c)^2 \, dx \). To bypass this obstacle we extend (4.4) and (4.5) to equations throughout \( B \) as follows.
First of all, for \( y \in S^0, \) \( 0 < r \leq 1 \) and \( B^+(y) \subseteq B^+ \) we pick up the functions \( P_y, r, f \) of §3 and extend them across \( S^0, \) as follows:

\[
(\overline{P_y, r, f})(x', -x_N) \equiv (P_y, r, f)(x', x_N) \quad \text{for} \quad (x', x_N) \in B^+.
\]

Then (see (3.5)),

\[
(4.15) \int_{B_r(y)} (\overline{P_y, r, f})^2 \, dx \leq C |f|^2_{C^0, \delta} r^N;
\]

moreover (see (3.4)), the extension of \( u \) across \( S \) defined by

\[
\tilde{u}(x', -x_N) \equiv -u(x', x_N) \quad \text{for} \quad (x', x_N) \in B^+
\]

satisfies

\[
\int_{B_r(y)} \tilde{u}_x \phi_{x_1} \, dx = \int_{B_r(y)} (\overline{P_y, r, f}) \phi_{x_N} \, dx \quad \forall \phi \in C_c^\infty(B_r(y))
\]

when restricted to \( B_r(y) \). Let \( y \in S^{0}_{(1+R)/2} \) and \( 0 < r \leq d \equiv (1 - R)/2 \): by the remark at the end of §2, (4.15) enables us to apply the corollary of Lemma 2.1 and obtain

\[
(4.16) \sum_{i=1}^{N} \int_{B_r(y)} \big[ \tilde{u}_{x_i} - (\tilde{u}_{x_i})_{y, r; 0} \big]^2 \, dx \leq C |f|^2_{C^0, \delta} r^N.
\]

Now let \( F^s \equiv -x_N f + u_{x_N}, \) \( F^N \equiv u_{x_N}, \) and let \( \tilde{U}, \tilde{F}^s, \tilde{F}^N \) be the respective extensions of \( U, F^s, F^N \) across \( S \) defined by

\[
\tilde{U}(x', -x_N) \equiv U(x', x_N), \quad \tilde{F}^s(x', -x_N) \equiv F^s(x', x_N), \quad \tilde{F}^N(x', -x_N) \equiv -F^N(x', x_N) \quad \text{for} \quad (x', x_N) \in B^+.
\]

Then we have

\[
(4.18) \sum_{i=s, N} \int_{B_r(y)} \big[ \tilde{F}^i - (\tilde{F}^i)_{y, r; 0} \big]^2 \, dx \leq C |f|^2_{C^0, \delta} r^N
\]

by (4.3) and (4.16). But (4.4) implies that \( \tilde{U} \) is a function from \( H_0^1(B) \) satisfying

\[
(4.19) \int_B \tilde{U}_x \phi_{x_1} \, dx = \sum_{i=s, N} \int_B \tilde{F}^i \phi_{x_i} \, dx \quad \forall \phi \in C_c^\infty(B)
\]

and (4.18) enables us to apply the corollary to Lemma 2.1: thus, a uniform bound

\[
(4.20) \quad r^{-N} \sum_{i=1}^{N} \int_{B_r(y)} \big[ \tilde{U}_{x_i} - (\tilde{U}_{x_i})_{y, r; 0} \big]^2 \, dx \leq C |f|^2_{C^0, \delta}
\]

easily follows, once the bound

\[
\int_{B^+} |\nabla \tilde{U}|^2 \, dx \leq C |f|^2_{C^0, \delta}
\]
(see (4.6)) has been taken into account. At this point we observe that $(\tilde{u}_{x_i})_{y,r,0} = (\tilde{U}_{x_i})_{y,r,0} = 0$, so that (4.16) and (4.20) yield

$$r^{-N} \inf_{c \in \mathbb{R}} \int_{B_i^+(y)} x_N^2 (u_{x_i} - c)^2 \, dx$$

(4.21)

$$\leq r^{-N} \int_{B_i^+(y)} (u_{x_i} - u_{x_i})^2 \, dx$$

$$\leq 2r^{-N} \int_{B_i(y)} (\tilde{U}_{x_i}^2 + \tilde{u}_{x_i}^2) \, dx \leq C|f|^2_{C^{0,\delta}}.$$ 

Next, we pass to another extension $\tilde{u}$ of $u$ across $S_0$, that is, $\tilde{u}(x', -x_N) \equiv u(x', x_N)$ for $(x', x_N) \in B^+$:

a simple argument shows that (4.14) implies

$$\sum_{i=1}^{N-1} \int_{B_i(y)} [\tilde{u}_{x_i} - (\tilde{u}_{x_i})_{y,r,0}]^2 \, dx \leq C|f|^2_{C^{0,\delta}} r^N.$$ 

(4.22)

Then we let $F^s \equiv -x_N f$, $F^N \equiv 2u_{x_i}$, and denote by $\tilde{U}$, $\tilde{F}^s$, $\tilde{F}^N$ the respective extensions of $U$, $F^s$, $F^N$ across $S_0$ defined by

$$\tilde{U}(x', -x_N) \equiv -U(x', x_N), \quad \tilde{F}^s(x', -x_N) \equiv -F^s(x', x_N),$$

$$\tilde{F}^N(x', -x_N) \equiv F^N(x', x_N) \quad \text{for } (x', x_N) \in B^+.$$ 

again, (4.18) holds (this time by (4.22) in addition to (4.3)), and (4.19) is satisfied (this time as a consequence of (4.5)). By the corollary to Lemma 2.1 (4.20) is still valid. In the present situation, $(\tilde{U}_{x_i})_{y,r,0} = 0$ for $i = 1, \ldots, N - 1$, so that

$$r^{-N} \sum_{i=1}^{N-1} \inf_{c \in \mathbb{R}} \int_{B_i^+(y)} x_N^2 (u_{x_i} - c_i)^2 \, dx$$

(4.24)

$$\leq r^{-N} \sum_{i=1}^{N-1} \int_{B_i(y)} \tilde{U}_{x_i}^2 \, dx \leq C|f|^2_{C^{0,\delta}}.$$ 

The required bound for all derivatives $u_{x_i x_j}$ with $s = 1, \ldots, N - 1$ and $i = 1, \ldots, N$, hence for all second derivatives altogether, are consequent on (4.21) and (4.24): we need indeed only remark that

$$r^{-(N+2\delta)} \int_{B_i^+(y)} x_N^{2(1+\delta)} [u_{x_i x_j} - (u_{x_i x_j})_{y,r,+,1+\delta}]^2 \, dx$$

$$\leq r^{-N} \int_{B_i^+(y)} x_N^2 [u_{x_i x_j} - (u_{x_i x_j})_{y,r,+,1+\delta}]^2 \, dx.$$ 

An inductive argument shows that for $m > 2$ the inequality

$$r^{-N} \sum_{i=1}^{N} \int_{B_i(y)} [\tilde{U}_{x_i} - (\tilde{U}_{x_i})_{y,r,0}]^2 \, dx \leq C|f|^2_{C^{m-2,\delta}}$$

(with $U \equiv x_N^{m-1} D^\nu u_{x_i}$) is valid as a consequence of (4.19) in either case (4.17) (with $F^s \equiv -x_N^{m-1} D^\nu f + (m - 1)x_N^{m-2} D^\nu u_{x_N}$, $F^N \equiv (m - 1)x_N^{m-2} D^\nu u_{x_i}$) and
(4.23) with \( F^s \equiv -x_N^{m-1}D^\nu f \), \( F^N \equiv 2(m-1)x_N^{m-2}D^\nu u_{x_1} \). We can therefore reach the conclusion of the theorem in the present case by generalizing the proofs of (4.21) and (4.24).

**Step 3. The case \( \alpha < m + \delta \).** Let \( s = 1, \ldots, N-1 : u_{x_s} \) is in \( H^2, p \) and vanishes on \( S^0 \). If \( m = 2 \), we observe that
\[
\int_{B^+} u_{x_s x_s} \phi \, dx = - \int_{B^+} f \phi \, dx \quad \forall \phi \in C_c^\infty(B^+),
\]
and the conclusion follows from Theorem 1. If \( m > 2 \) we write
\[
\int_{B^+} u_{x_s x_s} \phi \, dx = \int_{B^+} f \phi \, dx \quad \forall \phi \in C_c^\infty(B^+);
\]
since \( f_{x_s} \in C^{m-3, \delta} \), we proceed by induction (with the help of the two previous steps if \( \alpha \geq m - 2 + \delta \)). □

**Remark 1.** When \( u \) is a sufficiently smooth function satisfying \( -\Delta u = f \) in \( B^+ \) as well as \( u(x) = 0 \) if \( x_N = 0 \) or \( |x| > R \), (4.10) is the result proven in [7, Theorem 3.1] under the additional assumptions \( \delta > 0 \) and \( m + \delta - \alpha \notin \mathbb{N} \) (see (0.3)). □

**Remark 2.** When assumptions (3.7) is dispensed with, minor modifications in the proofs of Theorems 1 and 2 are needed to yield regularity and norm estimates for derivatives of \( u|_{B^+} \) whatever \( R \in ]0, 1[ \). This means in particular that Theorem 1 with \( \alpha = 0 \) (which is then, basically, a result of [3]) can be considered sufficient for the following theorem to apply. If \( Q \) is an \( N \)-dimensional cube, any continuous linear map from \( L^2 \) into \( L^\infty(Q) \) which is continuous from \( L^p \) into \( L^2, N(Q) \) is also continuous from \( L^p \) into \( L^p(Q), 2 < p < \infty \) (see [5, 4]). Some rather standard techniques can at this point be utilized to proceed from here to the general \( L^p \) theory of the Dirichlet problem, the range \( 1 < p < 2 \) being attained through a duality argument (see [2]).

**Summing up.** Although our results of §§2–4 depend heavily on the \( L^p \) theory for \( 1 < p < \infty \), on strictly logical ground the \( L^2 \) theory is the only prerequisite.

Note that the case \( \delta = 0 \) in Theorems 1 and 2 yields a weighted version of the \( L^\infty \) → \( \text{BMO} \) type of regularity, whose role in interpolation when \( \alpha = 0 \) has just been hinted at. □

**Remark 3.** Consider a solution \( u \in H^1 \) to the degenerate equation \(-x_N \Delta u = f\) in \( B^+ \), where \( f \) is given in \( L^\infty \). If \( u = 0 \) on \( S^0 \) and \( \text{supp } u \subset B^+ \cup S^0 \), Theorems 1 and 2 apply with \( f \) replaced by \( x_N^{-1} f \in L^\infty_1 \). Thus, all first derivatives of \( u \) belong to \( L^2, N+2\delta \) whatever \( \delta \in [0, 1] \) and all second derivatives to \( L^{2, N} \), with norm estimates. This result is optimal, as the one-dimensional example \( u(x) \equiv x \log x \) clearly shows.

(For a thorough investigation of degenerate equations in weighted Hölder function spaces see [1].) □
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