THE NUMBER OF IRREDUCIBLE FACTORS OF A POLYNOMIAL. I

CHRISTOPHER G. PINNER AND JEFFREY D. VAALER

Abstract. Let $F(x)$ be a polynomial with coefficients in an algebraic number field $k$. We estimate the number of irreducible cyclotomic factors of $F$ in $k[x]$, the number of irreducible noncyclotomic factors of $F$, the number of $n$th roots of unity among the roots of $F$, and the number of primitive $n$th roots of unity among the roots of $F$. All of these quantities are counted with multiplicity and estimated by expressions which depend explicitly on $k$, on the degree of $F$ and height of $F$, and (when appropriate) on $n$. We show by constructing examples that some of our results are essentially sharp.

1. Introduction

Let $k$ be an algebraic number field and $F(x)$ a polynomial in $k[x]$ with degree $\deg(F)$ and $F(0) \neq 0$. We consider the problem of estimating the number of irreducible factors of $F$ in $k[x]$ in terms of $\deg(F)$ and of the height of $F$. We write $H(F)$ for the absolute homogeneous height of the vector of coefficients of $F$ and define this precisely in (2.3). In the present paper we count irreducible factors of $F$ with multiplicity. In a later paper of this series we give estimates for the number of distinct irreducible factors, that is, we count irreducible factors without multiplicity. Both of these problems have been studied in the case $k = \mathbb{Q}$ by Schinzel [11, 12] and Dobrowolski [7]. As is clear from their work it is natural to give separate estimates for the number of cyclotomic factors and for the number of noncyclotomic factors.

Let $\Phi_n(x)$ in $\mathbb{Z}[x]$ denote the $n$th cyclotomic polynomial. We assume that $\Phi_n$ factors in $k[x]$ as

$$\Phi_n(x) = \prod_{s=1}^{\delta(k; n)} \Phi_{n,s}(x),$$

where each factor $\Phi_{n,s}$ is monic and irreducible in $k[x]$. If $\zeta_n$ is a primitive $n$th root of unity then each factor $\Phi_{n,s}$ has degree $[k(\zeta_n) : k]$. As $\mathbb{Q}(\zeta_n)/\mathbb{Q}$ is Galois we have

$$[k(\zeta_n) : k] = [\mathbb{Q}(\zeta_n) : k \cap \mathbb{Q}(\zeta_n)] = \frac{\varphi(n)}{[k \cap \mathbb{Q}(\zeta_n) : \mathbb{Q}]}.$$

It follows that

$$\delta(k; n) = [k \cap \mathbb{Q}(\zeta_n) : \mathbb{Q}] \leq [k^f : \mathbb{Q}],$$
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where $k' \subseteq k$ is the maximum abelian subfield of $k$. Indeed, $\delta(k'; n) = \delta(k; n)$ since each factor $\Phi_{n,s}(x)$ occurs in $k'[x]$. Next we suppose that $F(x)$ factors into irreducible polynomials in $k[x]$ as

$$F(x) = \left\{ \prod_{n=1}^{\infty} \prod_{s=1}^{\delta(k; n)} \Phi_{n,s}(x)^{e(n,s)} \right\} \left\{ \prod_{i=1}^{I} f_i(x)^{m(i)} \right\}. \tag{1.3}$$

Here $e(n, s) \geq 0$, $m(i) \geq 1$, and $f_i(x)$, $i = 1, 2, \ldots, I$, are distinct, irreducible, noncyclotomic polynomials in $k[x]$. There will be no loss of generality if we assume that $F$ is monic and hence that each $f_i$ is monic and has $\partial(f_i) \geq 1$. Of course $e(n, s) = 0$ for all but finitely many pairs $\{n, s\}$, $1 \leq s \leq \delta(k; n)$. Thus the total number of cyclotomic factors of $F$ counted with multiplicity is $\sum_{n=1}^{\infty} \sum_{s=1}^{\delta(k; n)} e(n, s)$, and the total number of noncyclotomic factors counted with multiplicity is $\sum_{i=1}^{I} m(i)$. Obviously we have the trivial bound

$$\sum_{n=1}^{\infty} \sum_{s=1}^{\delta(k; n)} e(n, s) + \sum_{i=1}^{I} m(i) \leq \partial(F), \tag{1.4}$$

and in general nothing more can be said. However, if $\partial(F)$ is large compared with $\log H(F)$ we may expect to obtain sharper bounds. In this regard it will be convenient to set

$$r = r(F) = \max \left\{ \frac{\partial(F)}{\log \nu(F)}, 3 \right\}, \tag{1.5}$$

where $\nu(F)$ is defined in (2.3). The quantity $\nu(F)$ is technically more convenient for our purposes than the height of $F$. In fact we have

$$\log H(F) \leq \log \nu(F) \leq 2 \log H(F)$$

so that the two are interchangeable in some of our results. We note, however, that our bounds (1.7) and (1.8) contain constants which require us to use $\nu(F)$. Also, we let $\xi_i$ denote an algebraic number which is a root of $f_i$.

Our main result is a system of five inequalities which give upper bounds for certain sums containing the multiplicities $e(n, s)$ and $m(i)$. Here and throughout this paper the constants implied by the Vinogradov symbol $\ll$ are absolute and computable constants. In particular they do not depend on the field $k$. In two of our bounds a nontrivial field constant $c(k)$ occurs. This is defined by

$$c(k) = \lim_{X \to \infty} X^{-1} \sum_{[k(\zeta) : k] \leq X} \delta(k; n)$$

$$= \left\{ \prod_{p} \left( 1 + \frac{1}{p(p-1)} \right) \right\} \sum_{l | J} \frac{\delta(k; l) \phi(J/l)}{\phi(l)(J/l)}, \tag{1.5}$$

where $J = J(k) = \min \{ j \geq 1 : k' \subseteq Q(\zeta_j) \}$. Of course the integer $J$ is finite by the theorem of Kronecker-Weber. In particular we have

$$c(Q) = \frac{\zeta(2)\zeta(3)}{\zeta(6)}.$$
and more generally there is the upper bound

\[
(1.6) \quad c(k) \leq \frac{\zeta(2)\zeta(3)}{\zeta(6)} \min\{[k' : \mathbb{Q}]^2, \tau(J)[k' : \mathbb{Q}], J\},
\]

where \( \tau \) is the divisor function. We prove the identity (1.5) and the estimate (1.6) in Lemma 12.

**Theorem 1.** Let \( F(x) \) in \( k[x] \) satisfy \( F(0) \neq 0 \) and factor into irreducible polynomials in \( k[x] \) as in (1.3). Then the multiplicities of the irreducible factors of \( F \) satisfy the following five inequalities:

For every \( \varepsilon > 0 \) and \( r \geq r_0(\varepsilon) \),

\[
(1.7) \quad \sum_{n=1}^{\infty} \delta(k;n) \sum_{s=1}^{\delta(k;n)} e(n,s) \leq (1 + \varepsilon)\partial(F) \left( \frac{c(\mathbb{Q})\log r}{r} \right)^{1/2},
\]

for every \( \varepsilon > 0 \) and \( r \geq r_1(\varepsilon, k) \),

\[
(1.8) \quad \sum_{n=1}^{\infty} \delta(k;n) \sum_{s=1}^{\delta(k;n)} e(n,s) \leq (1 + \varepsilon)\partial(F) \left( \frac{c(k)\log r}{r} \right)^{1/2},
\]

\[
(1.9) \quad \sum_{i=1}^{l} m(i)[k(\xi_i) : \mathbb{Q}(\xi_i)] \ll \partial(F)[k : \mathbb{Q}] \left( \frac{(\log r)^3}{r(\log \log r)^3} \right),
\]

for each positive integer \( n \leq r \),

\[
(1.10) \quad \sum_{m \mid n} \delta(k;m) \sum_{s=1}^{\delta(k;m)} e(m,s)\partial(\Phi_{m,s}) \ll \partial(F) \left( \frac{n}{r} \right)^{1/2},
\]

and for each integer \( n \) such that \( \varphi(n) \leq r \),

\[
(1.11) \quad \sum_{s=1}^{\delta(k;n)} e(n,s)\partial(\Phi_{n,s}) \ll \partial(F) \left( \frac{\varphi(n)}{r} \right)^{1/2} \left\{ 1 + \left( \frac{\log \log 20n}{\log \left( \frac{r\log \log 20n}{\varphi(n)} \right)} \right) \right\}^{1/2}.
\]

As will be shown by examples which we give in §4, the bounds (1.7) and (1.8) are essentially sharp. In case \( k = \mathbb{Q} \) these bounds coalesce. In this case they were obtained by Schinzel [12, Theorem 2] but with an extra factor of \( \log \log r \) on the right-hand side. The constant

\[
c(\mathbb{Q})^{1/2} = \left( \frac{\zeta(2)\zeta(3)}{\zeta(6)} \right)^{1/2} = 1.39412 \ldots
\]

which occurs in (1.7) and (1.8) when \( k = \mathbb{Q} \) may not be best possible. However, we will show that it cannot be replaced by a constant smaller than

\[
\frac{3(3)^{1/2}}{4} = 1.299038 \ldots
\]

More generally, let \( L \) be a positive integer, \( L \neq 2 \mod 4 \), and set

\[
(1.12) \quad K = \begin{cases} 2L & \text{if } L \equiv 1 \text{ or } L \equiv 3 \mod 4, \\ L & \text{if } L \equiv 0 \mod 4. \end{cases}
\]
If \( k = \mathbb{Q}(\zeta_L) \) then \( J(\mathbb{Q}(\zeta_L)) = L \) and

\[
(1.13) \quad c(\mathbb{Q}(\zeta_L))^{1/2} = \left\{ \frac{\zeta(2)\zeta(3)L}{\zeta(6)} \prod_{p|L} \left(1 - \frac{1}{p^2}\right) \left(1 + \frac{1}{p(p-1)}\right)^{-1} \right\}^{1/2}.
\]

In this case we will show that the constant given by (1.13) and occurring in (1.8) cannot be replaced by a constant smaller than

\[
\left(\frac{3K}{2}\right)^{1/2} \prod_{p|K} \left(1 - \frac{1}{p^2}\right).
\]

It may be of interest to note that the ratio

\[
c(\mathbb{Q}(\zeta_L))^{-1/2} \left(\frac{3K}{2}\right)^{1/2} \prod_{p|K} \left(1 - \frac{1}{p^2}\right) = \left\{ \frac{3\zeta(6)}{2\zeta(2)\zeta(3)} \prod_{p|K} \left(1 + \frac{1}{p^2}\right) \right\}^{1/2}
\]

\[
\geq \left\{ \frac{27\zeta(6)}{16\zeta(2)\zeta(3)} \right\}^{1/2} \approx 0.9317917 \ldots.
\]

The inequality (1.9) sharpens a result of Dobrowolski [7, Theorem 2], who also considered the case \( k = \mathbb{Q} \). In fact our result simply reflects a more efficient use of Dobrowolski’s lower bound for the height of a nonzero algebraic integer which is not a root of unity.

The inequality (1.10) bounds the total number counted with multiplicity of \( n \)th roots of unity among the roots of \( F \). In a similar manner (1.11) gives a bound on the number of primitive \( n \)th roots of unity among the roots of \( F \). Both of these results follow from slightly stronger but more complicated inequalities which are sharp except for a precise determination of the implied constants. We give further examples in §4 to indicate this. In the case \( k = \mathbb{Q} \) Schinzel [12, Theorem 2] has shown that the maximum multiplicity of an irreducible factor is \( \ll \delta(F)r^{-1/2} \). Our inequalities (1.9), (1.10) and (1.11) give more precise information and plainly imply Schinzel’s bound.

### 2. Inequalities for polynomials

In this section we develop some of the main tools which we use to establish Theorem 1. At each place \( v \) of the number field \( k \) we write \( k_v \) for the completion of \( k \) at \( v \), \( \overline{k}_v \) for an algebraic closure of \( k_v \), and \( \Omega_v \) for the completion of \( \overline{k}_v \). As is well known, the field \( \Omega_v \) is then complete as a metric space and algebraically closed. Also, we introduce two normalized absolute values \( | \cdot |_v \) and \( \| \cdot \|_v \) on \( \Omega_v \) which are related by

\[
| \cdot |_v = \| \cdot \|_v^{d_v/d},
\]

where \( d = [k : \mathbb{Q}] \) and \( d_v = [k_v : \mathbb{Q}_v] \) is the local degree. If \( v|\infty \) then \( \| \cdot \|_v \) restricted to \( \mathbb{Q} \) is the usual Archimedean absolute value. If \( p \) is a prime number and \( v|p \) then \( \| \cdot \|_v \) restricted to \( \mathbb{Q} \) is the usual \( p \)-adic absolute value. Let

\[
F(x) = \sum_{l=0}^{L} a_l x^l = a_L \prod_{l=1}^{L} (x - \alpha_l)
\]
be a polynomial in $\Omega_v[x]$ and not identically zero. We define the local Mahler measure of $F$ to be $\mu_v(F)$ where

\[ \log \mu_v(F) = \log |a_L|_v + \sum_{l=1}^{L} \log^+ |\alpha_l|_v . \]

We define the local height of $F$ by

\[ H_v(F) = \max \{ |a_l|_v : l \in I_v \} , \text{ if } v \nmid \infty , \]

and

\[ H_v(F) = \left\{ \left( \sum_{l=0}^{L} ||a_l||_v^2 \right)^{d_v/2d} \right\}, \text{ if } v|\infty . \]

There is a third local measure of $F$ which we require and define by

\[ \nu_v(F) = \sup \{ |F(z)|_v : z \in \Omega_v \text{ and } |z|_v = 1 \} . \]

Now suppose that $F$ is given by (2.1) but has its coefficients in $k$ and hence in $\Omega_v$ for all places $v$ of $k$. In this case we define the global Mahler measure $\mu(F)$, the global height $H(F)$, and the global measure $\nu(F)$ by

\[ \mu(F) = \prod_v \mu_v(F) , \quad H(F) = \prod_v H_v(F) , \quad \text{and} \quad \nu(F) = \prod_v \nu_v(F) , \]

respectively. It can easily be shown that in each of these products only finitely many factors are different from 1. Because of the way we have normalized our absolute values $|\ |_v$ and $\| \ |_v$, the global quantities $\mu$, $H$ and $\nu$ do not depend on the number field $k$ which contains the coefficients of $F$. Thus we may regard them as positive real valued functions defined on the not identically zero polynomials in $\mathbb{Q}[x]$. For completeness we set $\mu(F) = \nu(F) = H(F) = 0$ if $F$ is the zero polynomial.

If $F$ is a monic, irreducible polynomial in $\mathbb{Q}[x]$ then by a result of Kronecker we have $\mu(F) = 1$ if and only if $F(x) = x$ or $F(x)$ is cyclotomic. If $F$ is not $x$ and not cyclotomic then it is known that $\log \mu(F)$ can be bounded away from zero by a positive quantity which depends only on the degree of $F$. In fact, Dobrowolski [7] has shown that if $F$ is not $x$ and not cyclotomic then

\[ \min \left\{ 1 , \left( \frac{\log \log L}{\log L} \right)^3 \right\} \ll \log \mu(F) \]

where $L = \partial(F)$ is the degree of $F$. Simpler proofs of (2.4) have been given by Cantor and Straus [5], Rausch [10] and Louboutin [9].

We now give several basic inequalities which relate the local and global functions we have defined on polynomials. It will be useful to define

\[ N(F) = \sum_{l=0}^{L} 1 \]

so that $N(F)$ is the number of nonzero coefficients of $F$. 

Lemma 2. Let $F$ be a polynomial in $\Omega_v[x]$ which is not identically zero. If $v \uparrow \infty$ then
\begin{equation}
\mu_v(F) = H_v(F) = \nu_v(F),
\end{equation}
and if $v \downarrow \infty$ then
\begin{equation}
\log H_v(F) - \frac{d_v}{d} \delta(F) \log 2 \leq \log \mu_v(F) \leq \log H_v(F)
\end{equation}
\begin{equation}
\leq \log \nu_v(F) \leq \log H_v(F) + \frac{d_v}{2d} \log N(F).
\end{equation}
Moreover, if $F$ is in $k[x]$ we have
\begin{equation}
\log H(F) \leq \log \nu(F) \leq 2 \log H(F).
\end{equation}

Proof. Let $F$ be given by (2.1) and $v \uparrow \infty$. Then $\mu_v(F) = H_v(F)$ by [3, Lemma 2]. The ring $\mathcal{R}_v = \{z \in \Omega_v : |z|_v < 1\}$ has maximal ideal $\mathcal{M}_v = \{z \in \Omega_v : |z|_v < 1\}$ and the index of $\mathcal{M}_v$ in $\mathcal{R}_v$ is infinite. It follows that there exists $z_0$ in $\mathcal{R}_v$, $|z_0|_v = 1$, such that
\begin{equation}
\prod_{i=1}^{L} |z_0 - \alpha_i|_v = \prod_{i=1}^{L} \max\{1, |\alpha_i|_v\}.
\end{equation}

Then we have
\begin{equation}
\mu_v(F) = |F(z_0)|_v \leq \sup_{|z|_v = 1} |F(z)| = \nu_v(F) \leq \max_i |a_i|_v = H_v(F),
\end{equation}
and (2.5) follows immediately.

If $v \downarrow \infty$ then
\begin{equation}
\log H_v(F) - \frac{d_v}{d} \delta(F) \log 2 \leq \log \mu_v(F) \leq \log H_v(F)
\end{equation}
as in [3, Theorem 1 and Lemma 2]. Let $\mathcal{U}_v = \{z \in \Omega_v : |z|_v = 1\}$ be the compact group of units in $\Omega_v$ and let $m_v$ denote a Haar measure on the Borel subsets of $\mathcal{U}_v$ normalized so that $m_v(\mathcal{U}_v) = 1$. Then by Parseval's formula and Cauchy's inequality,
\begin{equation}
H_v(F) = \left\{ \int_{\mathcal{U}_v} \|F(z)\|_v^2 dm_v(z) \right\}^{d_v/2d} \leq \nu_v(F)
\end{equation}
\begin{equation}
= \sup_{|z|_v = 1} \left\| \sum_{l=0}^{L} a_l z^l \right\|_v^{d_v/2d} \leq \left\{ \sum_{l=0}^{L} \|a_l\|_v^2 \right\}^{d_v/2d} N(F)^{d_v/2d}.
\end{equation}
This establishes the remaining inequalities in (2.6).

If $F$ is a polynomial in $k[x]$ we have
\begin{equation}
\log H(F) \leq \log \nu(F) \leq \log H(F) + \frac{1}{2} \log N(F)
\end{equation}
from the local estimates already proved. We now show that
\begin{equation}
\frac{1}{2} \log N(F) \leq \log H(F)
\end{equation}
and thereby establish (2.7). By the product formula,
\begin{equation}
N(F) = \sum_{l=0}^{L} \left( \prod_v |a_l|_v^2 \right) \leq \left\{ \prod_{v \uparrow \infty} H_v(F)^2 \right\} \left\{ \sum_{l=0}^{L} \left( \prod_{v \downarrow \infty} |a_l|_v^2 \right) \right\}.
\end{equation}
Since $\sum_{v=0}^{\infty} d_v/d = 1$ we may apply Hölder's inequality to obtain
\[
\sum_{l=0}^{L} \left( \prod_{v=0}^{\infty} |a_l|^2_v \right)^{d_v/d} \leq \prod_{v=0}^{\infty} \left( \sum_{l=0}^{L} |a_l|^2(d_v/d)_v \right)^{d_v/d} = \prod_{v=0}^{\infty} H_v(F)^2.
\]
Now (2.8) follows by combining these estimates.

Again we suppose that $F$ in $\Omega_v[x]$ has the form (2.1). If $n \geq 0$ is an integer we write
\[D^{(n)} = (n!)^{-1} \left( \frac{d}{dx} \right)^n\]
for the corresponding differential operator and note that
\[\{D^{(n)}F\}(x) = \sum_{l=n}^{L} a_l \binom{l}{n} x^{l-n}.\]

**Lemma 3.** Let $F$ be a polynomial in $\Omega_v[x]$. For each nonnegative integer $n$ we have
\[\nu_v(D^{(n)}F) \leq \nu_v(F) \quad \text{if } v \uparrow \infty, \]
and
\[\nu_v(D^{(n)}F) \leq \left( \frac{L}{n} \right)^{d_v/d} \nu_v(F) \quad \text{if } v \downarrow \infty, \]
where $L = \partial(F)$ is the degree of $F$.

**Proof.** If $v \uparrow \infty$ then
\[\nu_v(D^{(n)}F) = H_v(D^{(n)}F) = \max_{0 \leq l \leq L} \left| a_l \binom{l}{n} \right|_v \leq \max_{0 \leq l \leq L} |a_l|_v = H_v(F) = \nu_v(F).\]
If $v \downarrow \infty$ then by a well-known inequality of Bernstein (see [15, Vol. II, p. 11])
\[(2.9) \quad \nu_v(D^{(1)}F) \leq L^{d_v/d} \nu_v(F).\]
The general result now follows easily by an $n$-fold application of (2.9).

**Lemma 4.** Let $F$ be a polynomial in $\Omega_v[x]$, $n$ a nonnegative integer and $\xi \in \Omega_v$. If $v \uparrow \infty$ then
\[(2.10) \quad |\{D^{(n)}F\}(\xi)|_v \leq \nu_v(F) \max\{1, |\xi|_v\}^{L-n},\]
and if $v \downarrow \infty$ then
\[(2.11) \quad |\{D^{(n)}F\}(\xi)|_v \leq \nu_v(F) \left( \frac{L}{n} \right)^{d_v/d} \max\{1, |\xi|_v\}^{L-n},\]
where $L = \partial(F)$ is the degree of $F$.

**Proof.** It plainly suffices to prove the result for $n = 0$ and then the general case follows from the previous lemma. If $n = 0$ and $v \downarrow \infty$ we have
\[|F(\xi)|_v \leq \max_{0 \leq l \leq L} |a_l\xi^l|_v \leq H_v(F) \max\{1, |\xi|_v\}^L = \nu_v(F) \max\{1, |\xi|_v\}^L.\]
Now suppose that \( n = 0 \), \( v|\infty \) and \( |\xi|_v \leq 1 \). Then
\[
|F(\xi)|_v \leq \sup_{|z|_v \leq 1} |F(z)|_v = \nu_v(F)
\]
by the maximum modulus theorem. If \( n = 0 \), \( v|\infty \) and \( 1 \leq |\xi|_v \) we have
\[
|F(\xi)|_v = |\xi|_v \left| \sum_{l=0}^{L} a_l (\xi^{-1})^{L-l} \right|_v \leq |\xi|_v \left( \sup_{|z|_v = 1} \left| \sum_{l=0}^{L} a_l z^{L-l} \right|_v \right),
\]
again using the maximum modulus theorem. But
\[
\sup_{|z|_v = 1} \left| \sum_{l=0}^{L} a_l z^{L-l} \right|_v = \sup_{|z|_v = 1} \left| \sum_{l=0}^{L} a_l z^l \right|_v = \nu_v(F),
\]
which completes the proof of (2.11).

Next we suppose that \( F \) and \( G \) are not identically zero polynomials in \( \Omega_v[x] \), \( v \not|\infty \), with \( F \) given by (2.1) and
\[
G(x) = b_M \prod_{m=1}^{M} (x - \beta_m), \quad b_M \neq 0.
\]
If \( \gamma \in \Omega_v \) we set
\[
\vartheta(F, \gamma) = \sum_{l=1}^{L} 1, \quad \text{and similarly for } \vartheta(G, \gamma).
\]
Then we define
\[
\mathcal{L}_v(F, G) = \sum_{l=1}^{L} \vartheta(G, \alpha_l) \log^+ |\alpha_l|_v + \sum_{m=1}^{M} \vartheta(F, \beta_m) \log^+ |\beta_m|_v
\]
\[
- \sum_{l=1}^{L} \sum_{m=1}^{M} \log |\alpha_l - \beta_m|_v.
\]
Obviously \( \mathcal{L}_v \) is a symmetric function of its polynomial arguments and
\[
\mathcal{L}_v(\gamma F, G) = \mathcal{L}_v(F, G)
\]
for all \( \gamma \neq 0 \) in \( \Omega_v \). In view of the inequality
\[
\log |\alpha_l - \beta_m|_v \leq \log(\max\{|\alpha_l|_v, |\beta_m|_v\}) \leq \log^+ |\alpha_l|_v + \log^+ |\beta_m|_v,
\]
we have
\[
0 \leq \mathcal{L}_v(F, G).
\]
Also, the additive identity
\[
\mathcal{L}_v(F_1 F_2, G) = \mathcal{L}_v(F_1, G) + \mathcal{L}_v(F_2, G)
\]
is easily verified.
Lemma 5. Let $F$ and $G$ be not identically zero polynomials in $\Omega_v[x], v \uparrow \infty$. If $F$ and $G$ have no common zeros in $\Omega_v$ then

$$\mathcal{L}_v(F, G) = \partial(G) \log H_v(F) + \partial(F) \log H_v(G) - \log |\text{Res}\{F, G\}|_v,$$

where $\text{Res}\{F, G\}$ is the resultant of $F$ and $G$. If $F$ has no multiple zeros in $\Omega_v$ then

$$\mathcal{L}_v(F, F) = (2\partial(F) - 2) \log H_v(F) - \log |\text{Disc}(F)|_v,$$

where $\text{Disc}(F)$ is the discriminant of $F$.

Proof. If $F$ and $G$ are given by (2.1) and (2.12) and have no common zeros then

$$\mathcal{L}_v(F, G) = \partial(G) \left\{ \log |a_L|_v + \sum_{l=1}^L \log^+ |\alpha_l|_v \right\} + \partial(F) \left\{ \log |b_M|_v + \sum_{m=1}^M \log^+ |\beta_m|_v \right\}$$

$$- \left\{ \partial(G) \log |a_L|_v + \partial(F) \log |b_M|_v + \sum_{l=1}^L \sum_{m=1}^M \log |\alpha_l - \beta_m|_v \right\}$$

$$= \partial(G) \log \mu_v(F) + \partial(F) \log \mu_v(G) - \log \text{Res}\{F, G\}|_v.$$

Now (2.16) follows from (2.5).

If $F$ has no multiple zero we derive (2.17) in a similar manner using

$$(2\partial(F) - 2) \log |a_L|_v + \sum_{l=1}^L \sum_{m=1}^M \log |\alpha_l - \alpha_m|_v = \log |\text{Disc}(F)|_v.$$

Let $F$ and $G$ be not identically zero polynomials in $k[x]$. Then $\mathcal{L}_v(F, G)$ is defined for all finite places $v$ of $k$. If we factor $F$ and $G$ into products of irreducible polynomials in $k[x]$ then (2.15) and Lemma 5 imply that $\mathcal{L}_v(F, G) = 0$ for all but finitely many $v$. We therefore define

$$\mathcal{L} : (k[x] \setminus \{0\}) \times (k[x] \setminus \{0\}) \to [0, \infty)$$

by

$$\mathcal{L}(F, G) = \sum_{v \uparrow \infty} \mathcal{L}_v(F, G).$$

It is clear that $\mathcal{L}$ satisfies the three elementary conditions (2.13), (2.14) and (2.15) which already hold for each $\mathcal{L}_v$. If $F$ and $G$ are not identically zero polynomials in $\overline{Q}[x]$ we may compute $\mathcal{L}(F, G)$ with respect to any number field $k$ containing the coefficients of $F$ and $G$. Because of the way we have normalized the absolute values $| |_v$, the value of $\mathcal{L}(F, G)$ is independent of our choice of $k$. Thus we may regard $\mathcal{L}$ as a map,

$$\mathcal{L} : (\overline{Q}[x] \setminus \{0\}) \times (\overline{Q}[x] \setminus \{0\}) \to [0, \infty).$$

Theorem 6. Let $F$ and $G$ be not identically zero polynomials in $\overline{Q}[x]$. If $\sigma \in \mathcal{F}(\overline{Q}/Q)$ is an automorphism of $\overline{Q}$ then

$$\mathcal{L}(F, G) = \mathcal{L}(\sigma^{-1}F, \sigma^{-1}G).$$

Proof. Let $K$ be a number field which is a Galois extension of $Q$, $v$ a finite place of $Q$, and $V_{K,v}$ the set of places of $K$ which lie over $v$. Recall that
the Galois group \( \mathcal{G}(K/Q) \) acts on \( V_{K,v} \) (see [14, §1]). More precisely, if \( w \in V_{K,v} \) and \( \tau \in \mathcal{G}(K/Q) \) then \( \tau w \in V_{K,v} \) is the place determined by the map \( \gamma \to \|\tau^{-1}\gamma\|_w \) on \( K \), which is easily seen to be an absolute value. In fact the map \( \gamma \to \|\tau^{-1}\gamma\|_w \) is already normalized so that

\[
(2.19) \quad \|\gamma\|_{\tau w} = \|\tau^{-1}\gamma\|_w
\]

for all \( \gamma \in K \). This is so because both sides of (2.19) plainly equal \( \|\gamma\|_v \) when \( \gamma \) is restricted to \( Q \). For a Galois extension all local degrees over a fixed place are equal. It follows that \( |\gamma_{\tau w}| = |\tau^{-1}\gamma|_w \) for all \( \gamma \in K \). In particular, if \( \gamma \neq 0 \) then

\[
(2.20) \quad \sum_{w \in V_{K,v}} \log |\gamma|_w = \sum_{w \in V_{K,v}} \log |\tau^{-1}\gamma|_w,
\]

and similarly with \( \log \) replaced by \( \log^+ \). If we select \( K \) so as to contain the coefficients and roots of \( F \) and \( G \), if we select \( \tau \in \mathcal{G}(K/Q) \) to be the restriction of \( \sigma \) to \( K \), then (2.18) follows easily from (2.20).

The main inequality which we require for \( \mathcal{L} \) is the following upper bound.

**Theorem 7.** Let \( F \) and \( G \) be polynomials in \( k[x] \) having positive degree. Suppose that \( G \) is irreducible and that \( G^e \parallel F \), that is, \( e \geq 0 \) is an integer and is the highest power of \( G \) which divides \( F \). Then

\[
(2.21) \quad \mathcal{L}(F, G) \leq (\partial(F) - e) \log \mu(G) + \partial(G) \log \nu(F) + \partial(G) \log \left( \frac{\partial(F)}{e} \right).
\]

**Proof.** We may assume without loss of generality that \( F \) and \( G \) are monic. Let \( K \) be a finite extension of \( k \) in which \( F \) and \( G \) split completely as in (2.1) and (2.12), respectively. For each fixed integer \( m \), \( 1 \leq m \leq M \), we may write \( F \) as

\[
F(x) = (x - \beta_m)^e \prod_{l=1}^{L-e} (x - \gamma_{l,m}),
\]

where \( \beta_m \neq \gamma_{l,m} \) for \( l = 1, 2, \ldots, L-e \). It follows that

\[
(D^e F)(\beta_m) = \prod_{l=1}^{L-e} (\beta_m - \gamma_{l,m}).
\]

By our previous remarks we may compute \( \mathcal{L} \) using places \( w \) of \( K \). Then applying the product formula in \( K \) we have

\[
(2.22) \quad \mathcal{L}(F, (x - \beta_m)) = \sum_{w \mid \infty} \left\{ \sum_{l=1}^{L-e} \log^+ |\gamma_{l,m}|_w + (L-e) \log^+ |\beta_m|_w - \sum_{l=1}^{L-e} \log |\gamma_{l,m} - \beta_m|_w \right\}
\]

\[
= \sum_{w \mid \infty} \left\{ \sum_{l=1}^{L-e} \log^+ |\gamma_{l,m}|_w + (L-e) \log^+ |\beta_m|_w \right\} + \sum_{w \mid \infty} \log |(D^e F)(\beta_m)|_w.
\]

It is trivial that

\[
(2.23) \quad \sum_{w \mid \infty} \sum_{l=1}^{L-e} \log^+ |\gamma_{l,m}|_w \leq \sum_{w \mid \infty} \log \mu_w(F) = \sum_{w \mid \infty} \log \nu_w(F).
\]
Applying (2.11) we find that
\[
\sum_{w} \log |(D^{(e)}F)(\beta_m)|_w \\
\leq \sum_{w} \log \nu_w(F) + \sum_{w} (L - e) \log^+ |\beta_m|_w + \log \left(\frac{L}{e}\right).
\]
(2.24)

Combining (2.22), (2.23) and (2.24), we conclude that
\[
\mathcal{L}(F, (x - \beta_m)) \leq (L - e) \sum_{w} \log^+ |\beta_m|_w + \log \nu(F) + \log \left(\frac{L}{e}\right).
\]
(2.25)

Finally, we sum both sides of (2.25) over $1 \leq m \leq M$ to obtain the inequality (2.21).

**Lemma 8.** Let $\Phi_n$ denote the $n$th cyclotomic polynomial. If $1 \leq m < n$ then
\[
\mathcal{L}(\Phi_m, \Phi_n) = \begin{cases} 
\varphi(m)\Lambda(n/m) & \text{if } m \mid n, \\
0 & \text{if } m \nmid n,
\end{cases}
\]
(2.26)

where $\Lambda$ is von Mangoldt's function. For $m = n$ we have
\[
\mathcal{L}(\Phi_n, \Phi_n) = \varphi(n) \log n - \sum_{l \mid n} \varphi(n/l)\Lambda(l).
\]
(2.27)

**Proof.** Using (2.16), (2.17) and the product formula in $\mathbb{Q}$ we find that
\[
\mathcal{L}(\Phi_m, \Phi_n) = \log |\text{Res}\{\Phi_m, \Phi_n\}|_\infty
\]
if $1 \leq m < n$, and
\[
\mathcal{L}(\Phi_n, \Phi_n) = \log |\text{Disc}\{\Phi_n\}|_\infty.
\]
(2.29)

Here $|\cdot|_\infty$ in (2.28) and (2.29) is the usual Archimedean absolute value on $\mathbb{Q}$. Explicit formulas for the resultant and discriminant of cyclotomic polynomials were derived by E. T. Lehmer [8] and, more simply, by T. Apostol [1]. These formulas lead immediately to the identities (2.26) and (2.27) in the statement of the theorem.

We are now in position to prove some basic inequalities for the multiplicities of the irreducible cyclotomic factors of a polynomial. If $F(x)$ factors as in (1.3) we write
\[
a(n) = \delta(k; n)^{-1} \sum_{s=1}^{\delta(k; n)} e(n, s)
\]
(2.30)

for the average multiplicity of the cyclotomic factors $\Phi_{n,s}$, $1 \leq s \leq \delta(k; n)$.

**Theorem 9.** Let $F(x)$ in $k[x]$ satisfy $F(0) \neq 0$ and factor into irreducible polynomials in $k[x]$ as in (1.3). Then for each positive integer $n$ we have
\[
\sum_{m \mid n} a(m)\varphi(m)\Lambda(n/m) \\
+ a(n) \sum_{m \mid n} \{\varphi(n) - \varphi(n/m)\}\Lambda(m) + \varphi(n) \sum_{l=1}^{\infty} a(ln)\Lambda(l)
\]
(2.31)
\[
\leq \varphi(n) \log \nu(F) + \varphi(n)\delta(k; n)^{-1} \sum_{s=1}^{\delta(k; n)} e(n, s) \log \left(\frac{3\delta(F)}{e(n, s)}\right),
\]
where $\sum_{s=1}^{\delta(k; n)}$ indicates a sum in which terms with $e(n, s) = 0$ are omitted.

**Proof.** From Theorem 6 it is clear that $\mathcal{L}(\Phi_{m, s}, \Phi_n)$ is constant for $1 \leq s \leq \delta(k; m)$. In particular

$$\mathcal{L}(\Phi_m, \Phi_n) = \delta(k; m)\mathcal{L}(\Phi_{m, s}, \Phi_n)$$

for each $s$, $1 \leq s \leq \delta(k; m)$. Using the additivity and nonnegativity of $\mathcal{L}$ we obtain the lower bound

$$\mathcal{L}(F, \Phi_n) = \sum_{m=1}^{\infty} \sum_{s=1}^{\delta(k; m)} e(m, s)\mathcal{L}(\Phi_{m, s}, \Phi_n) + \sum_{i=1}^{l} m(i)\mathcal{L}(f_i, \Phi_n)$$

$$\geq \sum_{m=1}^{\infty} a(m)\mathcal{L}(\Phi_m, \Phi_n).$$

Using the identities (2.26) and (2.27) we find that $\mathcal{L}(F, \Phi_n)$ is bounded from below by exactly the expression on the left-hand side of (2.31).

Next we apply Theorem 7 to establish an upper bound for $\mathcal{L}(F, \Phi_n)$. Since $\log \mu(\Phi_{n, s}) = 0$ we have

$$\mathcal{L}(F, \Phi_n) = \sum_{s=1}^{\delta(k; n)} \mathcal{L}(F, \Phi_{n, s})$$

$$\leq \sum_{s=1}^{\delta(k; n)} \left\{ \partial(\Phi_{n, s}) \log \nu(F) + \partial(\Phi_{n, s}) \log \left( \frac{\partial(F)}{e(n, s)} \right) \right\}$$

$$= \varphi(n) \log \nu(F) + \varphi(n)\delta(k; n)^{-1} \sum_{s=1}^{\delta(k; n)} \log \left( \frac{\partial(F)}{e(n, s)} \right).$$

Finally, for $e(n, s) \geq 1$ we use the inequality

$$\log \left( \frac{\partial(F)}{e(n, s)} \right) \leq e(n, s) \log \left( \frac{3\partial(F)}{e(n, s)} \right)$$

for binomial coefficients (see [4]). The result follows by comparing the lower bound and upper bound for $\mathcal{L}(F, \Phi_n)$.

Next we derive an inequality which will be used in our proof of (1.10). If $n \geq 1$ is an integer and $p$ is a prime number we set

$$T(n, p) = \{np/m: m|n and p \nmid m\}.$$

**Theorem 10.** Let $F$ be as in Theorem 9 and let $p$ be a prime number. Then for each positive integer $n$ we have

$$\begin{equation}
(2.32) \quad (\log p) \sum_{m|n} a(m)\varphi(m) \leq np \log \nu(F) + \sum_{t \in T(n, p)} a(t)\varphi(t) \log \left( \frac{6\partial(F)}{npa(t)} \right),
\end{equation}$$

where $\sum'_{t \in T(n, p)}$ indicates a sum in which terms with $a(t) = 0$ are omitted.
Proof. Let \( b(n) \) be the expression on the left-hand side of (2.31). For each positive integer \( t \) we have

\[
\sum_{u|t} b(u) = \sum_{u|t} a(u)\phi(u) \sum_{m|\frac{u}{t}} \Lambda(m) + \sum_{u|t} a(u)\phi(u) \log u \\
+ \sum_{l=1}^{\infty} \sum_{u|t} a(lu)\phi(u)\Lambda(l) - \sum_{l=1}^{\infty} \sum_{m|l} a(lm)\phi(m)\Lambda(l) \\
= (\log t) \sum_{u|t} a(u)\phi(u) + \sum_{l=1}^{\infty} \sum_{u|t} a(lu)\phi(u)\Lambda(l).
\]

(2.33)

It follows that

\[
\sum_{t \in T(n, p)} b(t) = \sum_{u|np} b(u) - \sum_{u|n} b(u) \\
= (\log np) \sum_{u|np} a(u)\phi(u) - (\log n) \sum_{u|n} a(u)\phi(u) \\
+ \sum_{l=1}^{\infty} \sum_{u|np} a(lu)\phi(u)\Lambda(l) - \sum_{l=1}^{\infty} \sum_{u|n} a(lu)\phi(u)\Lambda(l) \\
= (\log np) \sum_{t \in T(n, p)} a(t)\phi(t) + (\log p) \sum_{m|n} a(m)\phi(m) \\
+ \sum_{l=1}^{\infty} \sum_{u|np} a(lu)\phi(u)\Lambda(l) - \sum_{l=1}^{\infty} \sum_{u|np} a(lu)\phi(u)\Lambda(l).
\]

(2.34)

In order to obtain a lower bound for this expression we discard the third sum on the right of (2.34) and note that the fourth sum is

\[
- \sum_{l=1}^{\infty} \sum_{u|n} a(lu)\phi(u)\Lambda(l) = - \sum_{t \in T(n, p)} a(t) \sum_{l | t} \varphi(t/l)\Lambda(l) \\
= - (\log p) \sum_{t \in T(n, p)} a(t) \sum_{p^\alpha | t} \varphi(t/p^\alpha) \\
= - \left( \frac{\log p}{p - 1} \right) \sum_{t \in T(n, p)} a(t)\phi(t) \\
\geq - (\log 2) \sum_{t \in T(n, p)} a(t)\phi(t).
\]

(2.35)

Thus we have

\[
\sum_{t \in T(n, p)} b(t) \geq \left( \log \left( \frac{np}{2} \right) \right) \sum_{t \in T(n, p)} a(t)\phi(t) + (\log p) \sum_{m|n} a(m)\phi(m)
\]

(2.36)
by combining (2.34) and (2.35). For an upper bound we use (2.31), the concavity of the logarithm and the simple identity
\[ \sum_{t \in T(n, p)} \varphi(t) = n \varphi(p). \]

In this way we find that
\[ \sum_{t \in T(n, p)} b(t) \leq n \varphi(p) \log \nu(F) + \sum_{t \in T(n, p)} a(t) \varphi(t) \log \left( \frac{3 \delta(F)}{a(t)} \right). \]

Now the lower bound (2.36) and the upper bound (2.37) may be taken together to establish the inequality (2.32) in the statement of the theorem.

Our proof of (1.11) requires a simple variation of Theorem 10. Here it will be convenient to define \( \rho(n) \) for \( n \geq 1 \) by
\[ \rho(n) = \exp \left\{ \sum_{p \mid n} \frac{\log p}{p - 1} \right\} \]
so that
\[ \sum_{m \mid n} \varphi(n/m) \Lambda(m) = \varphi(n) \log \rho(n). \]

**Theorem 11.** Let \( F \) be as in Theorem 9 and let \( p \) be a prime number. Then for each positive integer \( n \) we have
\[ (\log p) a(n) \varphi(n) \leq \varphi(n) p \log \nu(F) + a(np) \varphi(np) \log \left( \frac{3 \delta(F)}{npa(np)} \right), \]
where the second term on the right of (2.38) is omitted if \( a(np) = 0 \).

**Proof.** As before let \( b(n) \) denote the expression on the left of (2.31). By discarding obviously nonnegative terms we obtain
\[ b(np) \geq a(n) \varphi(n) (\log p) + a(np) \varphi(np) (\log np) - a(np) \varphi(np) \log \rho(np). \]
If \( a(np) = 0 \) the result is now clear. Otherwise we use the concavity of the logarithm to conclude that
\[ b(np) \leq \varphi(np) \log \nu(F) + a(np) \varphi(np) \log \left( \frac{3 \delta(F)}{a(np)} \right). \]
The inequality plainly follows from (2.39) and (2.40).

Next we establish (1.5), (1.6) and a related identity.

**Lemma 12.** Let \( k' \subseteq k \) be the maximum abelian subfield of \( k \) and define \( J = J(k) \) by
\[ J(k) = \min\{ j \geq 1 : k' \subseteq \mathbb{Q}(\zeta_j) \}. \]

Then we have
\[ \lim_{X \to \infty} X^{-1} \sum_{[k(\zeta_n) : k] \leq X} \delta(k \mid n) = \left\{ \prod_{p \mid J} \left( 1 + \frac{1}{p(p - 1)} \right) \right\} \sum_{l \mid J} \delta(k \mid l)^2 \frac{\varphi(f)}{\varphi(l(f))}. \]
Moreover, if \( c(k) \) is the value of the limit in (2.41) then

\[
\lim_{X \to \infty} X^{-2} \sum_{n=1}^{X} \varphi(n) = \frac{1}{2} c(k)
\]

and

\[
c(k) \leq \frac{\zeta(2) \zeta(3)}{\zeta(6)} \min \{ [k : Q]^2, \tau(J)[k' : Q], J \},
\]

where \( \tau \) is the divisor function.

**Proof.** We begin by determining the asymptotic behavior of sums of the form

\[
\mathcal{U}(X; J, m) = \sum_{n=1}^{X} \mathbf{1}_{m \mid J, n \mid J}
\]

Following a method of Bateman [2] we write

\[
\mathcal{U}(X; J, m) = \sum_{n \leq X} u(n; J, m),
\]

where

\[
u(n; J, m) = \sum_{l=1}^{\infty} \mathbf{1}_{\varphi(l) = n, (l, J) = m}
\]

and consider the Dirichlet series

\[
\sum_{n=1}^{\infty} u(n; J, m) n^{-s} = \prod_{p \mid J} \left( 1 + \frac{1}{p} \right) \prod_{\beta < \alpha} \left( 1 + \frac{1}{p^\beta} \right) \prod_{\beta = \alpha} \left( 1 + \frac{1}{p^\beta} \right) \prod_{p^\beta \parallel m} \left( 1 + \frac{1}{p^\beta} \right) \prod_{p^\beta \parallel J} \left( 1 + \frac{1}{p^\beta} \right)
\]

(2.44)

\[
= \prod_{p \mid J} \left( 1 + \frac{1}{p^s} \right) \varphi(m) \prod_{p \mid J} \left( 1 + \frac{1}{p^s} \right) \prod_{p \mid J} \left( 1 + \frac{1}{p^s} \right) \prod_{p \mid J} \left( 1 + \frac{1}{p^s} \right)
\]

Writing \( s = \sigma + it \) we find that

\[
|(p - 1)^{-s} - p^{-s}| = \left| \int_{p-1}^{p} x^{-s-1} dx \right| \leq |s|(p - 1)^{-\sigma-1}.
\]

(2.45)
It follows in a standard manner using (2.45) that \( g(s; J, m) \) is an analytic function of \( s \) in the half plane \( 0 < \sigma \). Applying the Weiner-Ikehara theorem (see [6]) to (2.44) we conclude that

\[
\lim_{x \to \infty} X^{-1} \mathcal{U}(X; J, m) = g(1; J, m) = \left\{ \prod_{p | J} \left( 1 + \frac{1}{p(p-1)} \right) \right\} \frac{\varphi(J/m)}{\varphi(m)(J/m)}.
\]

Since \( \delta(k; n) = \delta(k'; n) \) and \( k' \subseteq \mathbb{Q}(\zeta) \) we have \( \delta(k; n) = \delta(k; (n, J)) \) and similarly \( [k(\zeta_n): k] = \varphi(n)/\delta(k; (n, J)) \). This allows us to write

\[
X^{-1} \sum_{n=1}^{\infty} \delta(k; n) = X^{-1} \sum_{m | J} \delta(k; m) \sum_{n=1}^{\infty} 1
\]

\[
= \sum_{m | J} \delta(k; m)^2 \left\{ \mathcal{U}(\delta(k; m)X; J, m) \right\}.
\]

Now (2.41) follows from (2.46) and (2.47).

Let

\[
b(k; m) = \sum_{n=1}^{\infty} \delta(k; n)
\]

and observe that

\[
\sum_{n=1}^{\infty} \varphi(n) = \sum_{n=1}^{\infty} \delta(k; n)[k(\zeta_n): k] = \sum_{m \leq X} mb(k; m).
\]

By (2.41) we have

\[
\lim_{x \to \infty} X^{-1} \sum_{m \leq X} b(k; m) = c(k),
\]

and (2.42) follows easily from (2.48) and (2.49).

We now prove the inequality (2.43). From (1.2) we have the simple bound

\[
\delta(k; n) \leq \min\{[k': \mathbb{Q}], \varphi(n)\}.
\]

Using (2.41) and \( \delta(k; n)^2 \leq [k': \mathbb{Q}]^2 \) we obtain

\[
c(k) \leq \left\{ \prod_{p | J} \left( 1 + \frac{1}{p(p-1)} \right) \right\} \frac{[k': \mathbb{Q}]^2 \sum_{m | J} \varphi(J/m)}{\varphi(m)(J/m)}
\]

\[
= \left\{ \prod_{p} \left( 1 + \frac{1}{p(p-1)} \right) \right\} \frac{[k': \mathbb{Q}]^2}{\varphi(2)\varphi(3)\zeta(6)}/[k': \mathbb{Q}]^2.
\]

\[
\zeta(2)\zeta(3)[k': \mathbb{Q}]^2.
\]
Alternatively using
\[ \delta(k; n)^2 \leq [k': Q] \phi(n) \]
we find
\[
\begin{align*}
    c(k) &\leq \left\{ \prod_{p \mid J} \left( 1 + \frac{1}{p(p-1)} \right) \right\} [k': Q] \sum_{m \mid J} \frac{\phi(J/m)}{(J/m)} \\
    &\leq \frac{\zeta(2) \zeta(3)}{\zeta(6)} [k': Q] \tau(J).
\end{align*}
\]

Finally we use \( \delta(k; n)^2 \leq \phi(n)^2 \) and deduce that
\[
\begin{align*}
    c(k) &\leq \left\{ \prod_{p \mid J} \left( 1 + \frac{1}{p(p-1)} \right) \right\} \sum_{m \mid J} \frac{\phi(m) \phi(J/m)}{(J/m)} \\
    &\leq \frac{\zeta(2) \zeta(3)}{\zeta(6)} \sum_{m \mid J} \phi(m) = \frac{\zeta(2) \zeta(3)}{\zeta(6)} J.
\end{align*}
\]

The estimates (2.50), (2.51) and (2.52) may be combined to establish (2.43).

3. PROOF OF THEOREM 1

To begin with we prove (1.8) and now it will be convenient to write (2.31) as
\[
\begin{align*}
    \sum_{m \mid n} a(m) \phi(m) \Lambda(n/m) - a(n) \phi(n) \log\rho(n) + \phi(n) \sum_{l=1}^{\infty} a(ln) \Lambda(l) \\
    \leq \phi(n) \log\nu(F) + \phi(n) \delta(k; n)^{-1} \sum_{s=1}^{\delta(k; n)} e(n, s) \log \left( \frac{3\delta(F)}{ne(n, s)} \right).
\end{align*}
\]

We sum both sides of inequality (3.1) over the set of positive integers \( n \) such that \( [k(\zeta_n): k] \leq X \) where \( X \) is a sufficiently large positive parameter. In making our estimates we employ the elementary inequalities
\[ [k(\zeta_m): k] \leq [k(\zeta_{\ell m}): k] \leq \ell [k(\zeta_m): k]. \]

We also assume that \( 0 < \varepsilon < \frac{1}{2} \) and then by the prime number theorem there exists \( Y = Y(\varepsilon) \geq 2 \) so that
\[
\psi(X) = \sum_{n \leq X} \Lambda(n) \geq (1 - \frac{1}{6\varepsilon}) X
\]
whenever $X \geq Y$. The first sum on the left of (3.1) contributes (3.2)

$$
\sum_{n=1}^{\infty} \sum_{m \mid n} a(m) \varphi(m) \Lambda(n/m) = \sum_{m=1}^{\infty} a(m) \varphi(m) \sum_{l=1}^{\infty} \Lambda(l)
$$

$$
\geq \sum_{m=1}^{\infty} a(m) \varphi(m) \psi \left( \frac{X}{[k(\zeta_m) : k]} \right)
$$

$$
\geq (1 - \frac{1}{\delta} \epsilon) X \sum_{m=1}^{\infty} \frac{a(m) \varphi(m)}{[k(\zeta_m) : k]} \sum_{l \mid m} \delta(k : m)
$$

$$
= (1 - \frac{1}{\delta} \epsilon) X \sum_{m=1}^{\infty} \sum_{s=1}^{\delta(k : m)} e(m, s).
$$

The remaining terms on the left of (3.1) are

$$
\sum_{n=1}^{\infty} \sum_{m \mid n} a(m) \varphi(n) \log \rho(n) + \varphi(n) \sum_{l=1}^{\infty} a(ln) \Lambda(l)
$$

$$
\geq - \sum_{n=1}^{\infty} a(n) \varphi(n) \log \rho(n)
$$

$$
+ \sum_{m=1}^{\infty} \sum_{n \mid m} a(m) \varphi(n) \Lambda(m/n)
$$

$$
= - \sum_{n=1}^{\infty} a(n) \varphi(n) \log \rho(n) + \sum_{m=1}^{\infty} a(m) \sum_{l \mid m} \varphi(m/l) \Lambda(l)
$$

$$
= 0.
$$

On the right of (3.1) we have (3.4)

$$
\sum_{n=1}^{\infty} \varphi(n) \log \nu(F) \leq \frac{1}{2} \left( 1 + \frac{1}{3} \epsilon \right) c(k) X^2 \log \nu(F)
$$

by (2.42), provided $X \geq X_0(\epsilon, k)$ is sufficiently large. To estimate the remaining terms on the right of (3.1) we use the trivial bound

$$
\sum_{n=1}^{\infty} \varphi(n) \delta(k : n)^{-1} \sum_{s=1}^{\delta(k : n)} e(n, s) \leq \sum_{n=1}^{\infty} \sum_{s=1}^{\delta(k : n)} e(n, s) \partial(\Phi_n, s) \leq \partial(F)
$$
together with the monotonicity and concavity of the logarithm. It follows that

\[
\sum_{n=1}^{\infty} \varphi(n) \delta(k; n)^{-1} \sum_{s=1}^{\delta(k; n)} e(n, s) \log \left( \frac{3 \partial(F)}{ne(n, s)} \right)
\]

(3.5)

\[
\leq \partial(F) \log \left\{ 3 \sum_{n=1}^{\infty} \frac{\varphi(n)}{n} \right\}
\]

\[
\leq (1 + \frac{1}{6} \varepsilon) \partial(F) \log \{ c(k) \}^{1/2},
\]

again assuming that \( X \geq X_1(\varepsilon, k) \) is sufficiently large. By combining (3.1), (3.2), (3.3), (3.4) and (3.5) we arrive at the bound

\[
(1 - \frac{1}{6} \varepsilon) X \sum_{n=1}^{\infty} \sum_{s=1}^{\delta(k; n)} e(n, s)
\]

(3.6)

\[
\leq \frac{1}{3} (1 + \frac{1}{6} \varepsilon) c(k) X^{-2} \log \nu(F) + (1 + \frac{1}{6} \varepsilon) \partial(F) \log \{ c(k) \}^{1/2},
\]

provided \( X \geq \max\{ Y, X_0, X_1 \} \). We also have the trivial estimate

\[
(1 - \frac{1}{6} \varepsilon) X \sum_{n=1}^{\infty} \sum_{s=1}^{\delta(k; n)} e(n, s) \leq Y \sum_{n=1}^{\infty} \sum_{s=1}^{\delta(k; n)} e(n, s)
\]

(3.7)

\[
\leq Y \sum_{n=1}^{\infty} \sum_{s=1}^{\delta(k; n)} e(n, s) \partial(\Phi_n, s) \leq Y \partial(F) \leq \frac{1}{6} \varepsilon \partial(F) \log \{ c(k) \}^{1/2},
\]

whenever \( X \geq X_2(\varepsilon, k) \). Finally, we add the inequalities (3.6) and (3.7). In this way we find that

\[
\sum_{n=1}^{\infty} \sum_{s=1}^{\delta(k; n)} e(n, s) \leq \left( 1 + \frac{2}{3} \varepsilon \right) \left( \frac{1}{2} c(k) X \log \nu(F) + \partial(F) X^{-1} \log \{ c(k) \}^{1/2} \right).
\]

(3.8)

We choose \( X = (r \log r / (c(k)))^{1/2} \) in (3.8). If \( r \geq r_1(\varepsilon, k) \) is sufficiently large the bound (1.8) follows easily.

We now deduce (1.7) from (1.8). Let \( \sigma_1, \sigma_2, \ldots, \sigma_M \) be the distinct embeddings of \( k \) into \( \overline{Q} \). We have

\[
\prod_{m=1}^{M} \sigma_m \Phi_n, s(x) = \Phi_n(x)^{M / \delta(k; n)}
\]

(3.9)

for each pair \( \{ n, s \} \), \( 1 \leq s \leq \delta(k; n) \). If \( F(x) \) is given by (1.3) then \( G(x) = \prod_{m=1}^{M} \sigma_m F(x) \) is clearly in \( \mathbb{Q}[x] \). Using (3.9) we have the factorization

\[
G(x) = \left\{ \prod_{n=1}^{\infty} \Phi_n(x)^{e(n)} \right\} \cdot g(x),
\]

where

\[
e(n) = M \delta(k; n)^{-1} \sum_{s=1}^{\delta(k; n)} e(n, s)
\]
and \( g(x) \) in \( \mathbb{Q}[x] \) is not divisible by any cyclotomic polynomial. As \( \partial(G) = M\partial(F) \) and
\[
\nu(G) \leq \prod_{m=1}^{M} \nu(\sigma_{m}F) = \nu(F)^{M},
\]
it follows that
\[
r(G) = \max \left\{ \frac{\partial(G)}{\log \nu(G)}, 3 \right\} \geq \max \left\{ \frac{\partial(F)}{\log \nu(F)}, 3 \right\} = r(F).
\]

If \( r(F) \geq r_{1}(e, \mathbb{Q}) \) we may apply (1.8) to the polynomial \( G(x) \) with \( k = \mathbb{Q} \). We find that
\[
\sum_{n=1}^{\infty} M\delta(k; n)^{-1} \sum_{s=1}^{\delta(k; n)} e(n, s) = \sum_{n=1}^{\infty} E(n)
\]
\[
\leq (1 + \varepsilon)\partial(G) \left( \frac{c(\mathbb{Q}) \log r(G)}{r(G)} \right)^{1/2}
\]
\[
\leq (1 + \varepsilon)M\partial(F) \left( \frac{c(\mathbb{Q}) \log r(F)}{r(F)} \right)^{1/2},
\]
which is the inequality (1.7).

Throughout the remainder of this section we assume that
\[
r = r(F) = \frac{\partial(F)}{\log \nu(F)} \geq 3,
\]
for otherwise the inequalities (1.9), (1.10) and (1.11) follow from the trivial bound (1.4). We now prove (1.9). Let \( g_{i}(x) \) be the monic irreducible polynomial in \( \mathbb{Q}[x] \) having a root at \( \xi_{i} \). We have
\[
\frac{\log \mu(g_{i})}{\partial(g_{i})} = \frac{\log \mu(f_{i})}{\partial(f_{i})}
\]
and
\[
\frac{\partial(f_{i})}{\partial(g_{i})} = \frac{[k(\xi_{i}) : k]}{[\mathbb{Q}(\xi_{i}) : \mathbb{Q}]} = \frac{[k(\xi_{i}) : \mathbb{Q}(\xi_{i})]}{[k : \mathbb{Q}]}
\]
for each \( i = 1, 2, \ldots, I \). Also, if \( \partial(g_{i}) \leq r \) then by Dobrowolski's inequality (2.4)
\[
\left( \frac{\log \log r}{\log r} \right)^{3} \ll \log \mu(g_{i}).
\]
It follows that
\[
\sum_{i=1}^{l} \left( \frac{m(i) \partial(f_i)}{\partial(g_i)} \right) \ll \left( \frac{\log r}{\log \log r} \right)^3 \sum_{i=1}^{l} \left( \frac{m(i) \partial(f_i) \log \mu(g_i)}{\partial(g_i)} \right) \\
+ r^{-1} \sum_{i=1}^{l} m(i) \partial(f_i)
\]
(3.11)
\[
\ll \left( \frac{\log r}{\log \log r} \right)^3 \sum_{i=1}^{l} m(i) \log \mu(f_i) + \partial(F) r^{-1}
\]
\[
= \left( \frac{\log r}{\log \log r} \right)^3 \log \mu(F) + \partial(F) r^{-1}
\]
\[
\ll \left( \frac{\log r}{\log \log r} \right)^3 \log \nu(F).
\]

Now (3.10) and (3.11) taken together establish the desired inequality.

Next we prove (1.10). It will be convenient to set
\[
L_n = \partial(F)^{-1} \sum_{p} \sum_{t \in T(n, p)} a(t) \phi(t).
\]
(3.12)

If \( p_1 \) and \( p_2 \) are distinct primes then the sets \( T(n, p_1) \) and \( T(n, p_2) \) are disjoint. It follows that \( L_n \leq 1 \). We sum (2.32) over primes \( p \leq X \) where \( X \geq 2 \) will be selected later. In this way we deduce the inequality
\[
\left( \sum_{p \leq X} \log p \right) \left( \sum_{m \mid n} a(m) \phi(m) \right) \leq n \left( \sum_{p \leq X} \log \nu(F) \right) + \sum_{p \leq X} \sum' \left( a(t) \phi(t) \log \left( \frac{6 \partial(F)}{npa(t)} \right) \right).
\]
(3.13)

If \( L_n = 0 \) then (1.10) follows trivially from (3.13) upon choosing \( X = 2 \). Therefore we may proceed under the assumption that \( 0 < L_n \leq 1 \). Using the prime number theorem and the concavity and monotonicity of the logarithm in (3.13) we find that
\[
X \sum_{m \mid n} a(m) \phi(m)
\]
(3.14)
\[
\ll \frac{nX^2 \log \nu(F)}{\log X} + \partial(F) L_n \log \left( \sum_{p \leq X} \sum_{t \in T(n, p)} \frac{\phi(t)}{npL_n} \right)
\]
\[
\ll \partial(F) \left\{ \left( \frac{n}{r} \right) \frac{X^2}{\log X} + \log \left( \frac{X}{L_n} \right) \right\}.
\]

We select \( X = (R_n \log R_n)^{1/2} \), where
\[
R_n = \max \left\{ 4, \frac{L_n}{n} \log \left( \frac{r}{n} \right) \right\},
\]
and the bound

\[ \sum_{m|n} a(m)\varphi(m) \ll \vartheta(F) \left( \frac{n}{r} \right) \left( \frac{R_n}{\log R_n} \right)^{1/2} \]

follows easily. Now the inequality (1.10) in the statement of Theorem 1 is obtained by using (3.15) and \( L_n \leq 1 \).

Finally we prove (1.11). We set

\[ M_n = \vartheta(F)^{-1} \sum_p a(np)\varphi(np) \]

and note that \( M_n \leq 1 \). If \( M_n = 0 \) the result follows immediately from (2.38) with \( p = 2 \). Thus we may assume that \( 0 < M_n \leq 1 \). Now we sum both sides of (2.38) over primes \( p \leq X \). As before this leads to the bound

\[
X a(n)\varphi(n) \ll \frac{\varphi(n)X^2 \log \nu(F)}{\log X} + \vartheta(F)M_n \log \left\{ \sum_{p \leq X} \frac{\varphi(np)\varphi(np)}{npM_n} \right\} \\
\ll \vartheta(F) \left\{ \left( \frac{\varphi(n)}{r} \right) \left( \frac{X^2}{\log X} \right) + M_n \log \left( \frac{\rho(n)X}{M_n} \right) \right\} .
\]

We select \( X = (S_n \log S_n)^{1/2} \) where

\[ S_n = \max \left\{ 4, M_n \left( \frac{r}{\varphi(n)} \right) \log \left( \frac{\rho(n)r}{\varphi(n)} \right) \right\} .
\]

It follows that

\[ a(n)\varphi(n) \ll \vartheta(F) \left( \frac{\varphi(n)}{r} \right) \left( \frac{S_n}{\log S_n} \right)^{1/2} .
\]

To complete the proof we use \( M_n \leq 1 \) and the simple bound \( \log \rho(n) \ll \log \log 20n \).

4. Examples

In this section we consider the extent to which the inequalities in Theorem 1 are sharp. Plainly an improvement in Dobrowolski's bound (2.4) would lead immediately to a corresponding improvement in (1.9). In fact Schinzel [11] has formulated such an improvement for the restricted class of noncyclotomic factors which are also nonreciprocal by appealing to the well-known inequality of C. J. Smyth [13]. In general, however, the sharpness of (1.9) remains an open problem. We therefore consider only the inequalities in Theorem 1 which bound the multiplicities of cyclotomic factors.

We will make use of the polynomials

\[ F_{N,K}(x) = \prod_{n=1}^{N} (x^{nK} - 1)^{N+1-n} \]

where \( N \geq 2 \) and \( K \geq 1 \). These were also employed by Dobrowolski [7], at least when \( K = 1 \). We will show that the polynomials \( F_{N,K}(x) \) have a large number of irreducible cyclotomic factors and yet \( \log \nu(F_{N,K}) \) is relatively small. A somewhat related problem concerning polynomials was considered in [4].
Lemma 13. The polynomials $F_{N,K}$ satisfy

$$
\partial(F_{N,K}) = K \left( \frac{N+2}{3} \right) = \frac{1}{6} KN^3 + O(KN^2),
$$

(4.3) \[ \log \nu(F_{N,K}) = \frac{1}{2}(N+1) \log(N+1), \]

(4.4) \[ \log H(F_{N,K}) = \frac{1}{2}N \log N + O(\log N), \]

(4.5) \[ r(F_{N,K}) = \frac{1}{3} \left( \frac{KN^2}{\log N} \right) + O\left( \frac{KN}{\log N} \right). \]

Proof. Only (4.3) is nontrivial and in proving it we may clearly suppose that $K = 1$. Since $F_{N,1}$ is monic we have $\nu_p(F_{N,1}) = 1$ at each (finite) prime $p$. It remains to consider $\nu_\infty(F_{N,1})$.

Let $V(x)$ denote the $(N+1) \times (N+1)$ matrix $V(x) = (x^{mn})$, where $m = 0, 1, 2, \ldots, N$ indexes rows and $n = 0, 1, 2, \ldots, N$ indexes columns. We have

$$
\det(V(x)) = \prod_{l=0}^{N-1} \prod_{m=l+1}^{N} (x^m - x^l) = \prod_{l=0}^{N-1} \prod_{n=1}^{N-l} x^l(x^n - 1)
$$

$$
= \prod_{n=1}^{N} x^{(N+1-n)}(x^n - 1)^{N+1-n} = x^{(N+1)}F_{N,1}(x).
$$

By Hadamard's inequality

$$
\nu_\infty(F_{N,1}) = \sup_{|x|_\infty = 1} |F_{N,1}(x)|_\infty = \sup_{|x|_\infty = 1} |\det(V(x))|_\infty \leq (N+1)^{\frac{1}{2}(N+1)}.
$$

Let $1_{N+1}$ denote the $(N+1) \times (N+1)$ identity matrix. We find that

$$
V(\zeta_{N+1})V(\zeta_{N+1})^* = (N+1)1_{N+1},
$$

where $V(\zeta_{N+1})^*$ is the complex conjugate transpose matrix. As there is equality in Hadamard's inequality in this case, we conclude that

$$
\nu_\infty(F_{N,1}) = (N+1)^{\frac{1}{2}(N+1)}.
$$

This proves (4.3) and then (4.4) follows using (2.6).

The polynomials $F_{N,K}(x)$ clearly factor in $\mathbb{Q}[x]$ as

$$
F_{N,K}(x) = \prod_{n=1}^{N} \left\{ \prod_{m \mid nK} \Phi_m(x) \right\}^{N+1-n} = \prod_{m=1}^{NK} \Phi_m(x)^{e(m)},
$$

where

$$
e(m) = \sum_{\substack{n=1 \atop m \mid nK}} (N+1-n).
$$

Over an arbitrary number field $k$ we have

$$
F_{N,K}(x) = \prod_{m=1}^{NK} \prod_{s=1}^{\delta(k,m)} \Phi_{m,s}(x)^{e(m,s)}
$$
with \( e(m, s) = e(m) \) for \( 1 \leq s \leq \delta(k; m) \). Now suppose that \( L \equiv 2 \mod 4 \), \( k = \mathbb{Q}(\zeta_L) \) and therefore \( J(\mathbb{Q}(\zeta_L)) = L \). Using (1.2) we find that

\[
\delta(\mathbb{Q}(\zeta_L); m) = [\mathbb{Q}(\zeta(m, L)): \mathbb{Q}] = \varphi((m, L)).
\]

It follows that the constant defined by (1.5) is

\[
c(\mathbb{Q}(\zeta_L)) = \frac{\zeta(2)\zeta(3)L}{\zeta(6)} \prod_{p|L} \left(1 - \frac{1}{p^2}\right) \left(1 + \frac{1}{p(p-1)}\right)^{-1}.
\]

Also, the total number of irreducible cyclotomic factors of \( F_{N,K} \) in \( \mathbb{Q}(\zeta_{L})[x] \) is

\[
\sum_{m=1}^{\infty} \sum_{s=1}^{\varphi((m, L))} e(m, s) = \sum_{n=1}^{N} (N + 1 - n) \sum_{m|n K} \varphi((m, L)).
\]

From (4.2) and (4.5) we deduce that

\[
\partial(F_{N,K}) \left(\frac{\log r(F_{N,K})}{r(F_{N,K})}\right)^{1/2} = \left(\frac{K}{6}\right)^{1/2} N^2 \log N + O_K(N^2 \log \log N).
\]

At this point we select \( K \) so as to satisfy (1.12). Then it follows without difficulty that

\[
\sum_{n=1}^{N} (N + 1 - n) \sum_{m|n K} \varphi((m, L))
\]

\[
= \left\{\frac{K}{2} \prod_{p|K} \left(1 - \frac{1}{p^2}\right)\right\} N^2 \log N + O_K(N^2).
\]

Now (4.6), (4.7) and (4.8) imply that the constant \( c(\mathbb{Q}(\zeta_{L}))^{1/2} \) which occurs on the right of (1.8) cannot be replaced by a constant smaller than

\[
\left(\frac{3K}{2}\right)^{1/2} \prod_{p|K} \left(1 - \frac{1}{p^2}\right).
\]

This verifies our earlier remark concerning the sharpness of (1.8) and also, by taking \( L = 1 \) and \( K = 2 \), that of (1.7).

Next we consider our two estimates (1.10) and (1.11) for the number of \( n \)th roots of unity and the number of primitive \( n \)th roots of unity among the roots of \( F \). In our proof of Theorem 1 these were immediate consequences of the more elaborate bounds

\[
\sum_{m|n} a(m) \varphi(m) \ll \partial(F) \left(\frac{n}{r}\right) \left(\frac{R_n}{\log R_n}\right)^{1/2}
\]

and

\[
a(n) \varphi(n) \ll \partial(F) \left(\frac{\varphi(n)}{r}\right) \left(\frac{S_n}{\log S_n}\right)^{1/2},
\]

respectively. Here we will show that (4.9) and (4.10) are sharp except for a precise determination of the implied constant. We note, however, that these more
elaborate bounds depend on considerably more information than is contained in $\partial(F)$ and $r(F)$.

Let $k$ be a fixed number field and let $n|K$ with $K/n \ll N/\log N$. The left-hand side of (4.9) is

$$\sum_{m|n} \sum_{s=1}^{\delta(k;m)} e(m, s)\partial(\Phi_{m,s}) = \sum_{l=1}^{N} (N + 1 - l) \sum_{m|n \mid m|l} \varphi(m)$$

$$= \frac{n}{2} (N^2 + N).$$

In this case the quantity $L_n$ given by (3.12) is

$$L_n = \partial(F_{N,k})^{-1} \sum_{p} \sum_{t \in T(n,p)} a(t)\varphi(t)$$

$$\ll K^{-1}N^{-3} \sum_{p} \sum_{t \in T(n,p)} \varphi(t) \sum_{l=1}^{N} (N + 1 - l)$$

$$\ll K^{-1}N^{-3} \left\{ N^2 \sum_{p \mid \mathcal{N}} \sum_{t \in T(n,p)} \varphi(t) + \sum_{p \mid \mathcal{N}} \sum_{l=1}^{N} (N + 1 - l) \sum_{t \in T(n,p)} \varphi(t) \right\}$$

$$\ll K^{-1}N^{-1} \left\{ n \sum_{p \mid \mathcal{N}} (p - 1) \right\} + K^{-1}N^{-1} \sum_{p \leq N} \left\{ \frac{1}{p} \sum_{t \in T(n,p)} \varphi(t) \right\}$$

$$\ll N^{-1} + nK^{-1}N^{-1} \sum_{p \leq N} 1$$

$$\ll nK^{-1}(\log N)^{-1}.$$

From Lemma 14 and the definition of $R_n$ we have $R_n \ll N^2(\log N)^{-1}$. Thus our bound (4.9) takes the form

$$\sum_{m|n} \sum_{s=1}^{\delta(k;m)} e(m, s)\partial(\Phi_{m,s}) \ll nN^2,$$

and in view of (4.11) it cannot be substantially improved. The analysis for (4.10) is very similar but now we find that

$$\sum_{s=1}^{\delta(k;n)} e(n, s)\partial(\Phi_{n,s}) = \frac{\varphi(n)}{2} (N^2 + N)$$

and (using (3.16))

$$M_n \ll \varphi(n)K^{-1}(\log N)^{-1}.$$

This leads to $S_n \ll N^2(\log N)^{-1}$ and finally to

$$\sum_{s=1}^{\delta(k;n)} e(n, s)\partial(\Phi_{n,s}) \ll \varphi(n)N^2.$$

Of course (4.12) and (4.13) show that no significant improvement in (4.10) is possible.
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