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Abstract. Let $X$ be a space of homogeneous type in the sense of Coifman and Weiss [CW2] and let $X^+ = X \times \mathbb{R}^+$. A positive function $F$ on $X^+$ is said to have horizontal bounded ratio (HBR) on $X^+$ if there is a constant $A_F$ so that $F(x, t) \leq A_F F(y, t)$ whenever $\rho(x, y) < t$. (By Harnack’s inequality, a well-known example is any positive harmonic function in the upper half plane.) HBR is a rich class that is closed under a wide variety of operations and it provides useful majorants for many classes of functions that are encountered in harmonic analysis. We are able to prove theorems in spaces of homogeneous type for functions in HBR which are analogous to the classical Carleson measure theorems and to extend these results to the functions which they majorize. These results may be applied to obtain generalizations of the original Carleson measure theorem, and of results of Flett’s which contain the Hardy-Littlewood theorems on intermediate spaces of analytic functions. Hörmander’s generalization of Carleson’s theorem is included and it is possible to extend those results to the atomic $H^p$ spaces of Coifman and Weiss.

1. Introduction

In the course of proving the corona theorem, Carleson [Car] characterized those finite positive measures $\mu$ on the unit ball $B_1$ in $\mathbb{C}^1$ such that

$$\left( \int_{B_1} |f|^p \, d\mu \right)^{1/p} \leq C \|f\|_{H^p}$$

for every function $f$ in the Hardy space $H^p$ ($0 < p < \infty$), showing that this holds if and only if $\mu S \leq C'(1-s)$ for every set $S$ of the form

$$S = S_{\theta_0} = \{re^{i\theta} | s \leq r < 1, \theta_0 - \pi(1-s) \leq \theta < \theta_0 + \pi(1-s)\}.$$ 

Such a measure $\mu$ is called a Carleson measure, and such sets $S$ are called Carleson sets. The necessity of this geometric condition is easily shown by the proper choice of a function $f \in H^p$ which is suitably large on $S$. Carleson's proof of the sufficiency of the geometric condition used a complicated covering argument. Hörmander [Hö] derived a version for more general regions in $\mathbb{C}^N$ using a maximal function, Marcinkiewicz interpolation, and a simpler covering argument. Using some of Hörmander ideas, Duren [D] proved that for $0 < p_1 \leq p_2 < \infty$,

$$\left( \int_{B_N} |f|^{p_2} \, d\mu \right)^{1/p_2} \leq C \|f\|_{H^{p_1}}.$$
for every \( f \in H^{p_1} \) if and only if
\[
(\mu S)^{1/p_2} \leq C'(1 - s)^{1/p_1}
\]
for every Carleson set \( S = S_{\theta_0} \).

These results concern the Hardy spaces (here, a measure on a region is compared to a measure on the boundary of the region). Other results have been obtained concerning the (weighted) Bergman spaces (here, measures on a region are compared). For example, there is a theorem due to Hastings [Ha] for the polydisc \( D^N \) (the product of \( N \) copies of \( D = B^1 \)) : letting \( m \) denote Haar measure on \( D^N \), we have
\[
\left( \int_{D^N} |f|^{p_2} \, d\mu \right)^{1/p_2} \leq C \left( \int_{D^N} |f|^{p_1} \, dm \right)^{1/p_1}
\]
for every analytic function \( f \) on \( D^N \) \( (0 < p_1 \leq p_2 < \infty) \) if and only if
\[
(\mu S)^{1/p_2} \leq C'[(1 - s_1) \cdots (1 - s_N)]^{2/p_1}
\]
for every set \( S \) of the form \( S = S_{\theta_1} \times \cdots \times S_{\theta_N} \). We will refer to any such result as a Carleson measure theorem. Cima and Wogen [CiWo] proved a Carleson measure theorem for weighted Bergman spaces in the unit ball \( B_N \) in \( C^N \); the Cima-Wogen theorem is a consequence of Luecking's general technique [L].

The result of Duren mentioned earlier intersects some results of Hardy and Littlewood [HL2]: if \( 0 < p_1 < p_2 < \infty \), \( \alpha = 1/p_1 - 1/p_2 \), and \( p_1 \leq q_2 \), then
\[
\left[ \int_0^1 \left( \int_0^{2\pi} |f(re^{i\theta})|^{p_2} \, d\theta \right)^{q_2/p_2} (1 - r)^{q_2\alpha - 1} \, dr \right]^{1/q_2} \leq C\|f\|_{H^{p_1}}
\]
for every \( f \in H^{p_1} \). When \( q_2 = p_2 \), by letting \( d\mu(re^{i\theta}) = d\theta(1 - r)^{q_2\alpha - 1} \, dr \) we see that this is a consequence of (1.1). When \( q_2 \neq p_2 \), the expression on the left-hand side of (1.2) is an example of a mixed norm [BP].

Inequalities of the type found in (1.2) have been extended to more general settings by Flett [Fl]. (See also [Gr].)

It is the purpose of this paper to examine conditions on measures which generalize the Carleson measure theorems stated above to the context of spaces of homogeneous type in the sense of Coifman and Weiss [CW2], and to apply those results to several interesting examples of such spaces.

In §2, the definition of a space of homogeneous type is given. This leads to a collection of operators determined by positive kernels whose shape depends on the quasi-metric and the doubling measure on the space. The classes of functions of bounded ratio and horizontal bounded ratio are introduced. Then several maximal functions analogous to those that have proved useful in other situations are defined and some basic lemmas are stated.

Section 3 is concerned with Carleson measure theorems for nontangential maximal functions. These results are applied in §4 to obtain Carleson measure theorems for maximal operators which include that used by Hörmander [Hö].

In §5 we consider several examples of spaces of homogeneous type and examine some particular operators (the Poisson and Cauchy transforms). The results of §4 may be applied to these.
Section 6 contains results about multiplier theorems for some of the example spaces of §5, and in §7, the question of necessary conditions for Carleson measures is briefly examined.

Regarding notation, we write \( f \sim g \) if \( f/g \) lies between two positive constants for all values of the variables on which \( f \) and \( g \) depend. Constants will usually be denoted by \( C \), and may vary from line to line. If \( C \) depends on parameters \( a, b, \ldots \), we may write \( C = C(a, b, \ldots) \). The end of a proof will be denoted by \( \Box \).

2. Spaces of homogeneous type and the class \( \text{BR} \)

We first summarize known results about spaces of homogeneous type and introduce the functions of bounded ratio and horizontal bounded ratio. Good references for spaces of homogeneous type are [CW1, CW2]. We begin with a number of definitions.

A quasi-metric on a set \( X \) is a nonnegative function \( \rho \) defined on \( X \times X \) that satisfies \( \rho(x, y) = 0 \) if and only if \( x = y \), \( \rho(x, y) = \rho(y, x) \) for each \( x, y \in X \), and there is some constant \( C \) such that

\[
\rho(x, y) \leq C[\rho(x, z) + \rho(z, y)]
\]

for each \( x, y, z \in X \). The smallest such constant \( C \) is denoted by \( C_\rho \). Note that \( C_\rho \geq 1 \). Let \( B(x, r) = \{y \in X | \rho(x, y) < r\} \); such a set is called a quasi-ball with center at \( x \).

A set function \( a \) defined on the quasi-balls is said to be doubling if there is a constant \( C \) such that

\[
0 < a(B(x, 2r)) \leq Ca(B(x, r))
\]

for every \( x \in X \) and \( r > 0 \). The smallest such constant \( C \) is denoted by \( C_a \) and is called the doubling constant for \( a \).

A quasi-metric space \( X \) is a Hausdorff topological space on which there is defined a quasi-metric \( \rho \) so that for each \( x \in X \) the quasi-balls \( B(x, r) \) form a base for the open sets at \( x \). In addition, \( X \) is said to be a space of homogeneous type if for each \( C > 0 \) there is a number \( L = L(C) \) so that if \( B(x_1, r), \ldots, B(x_k, r) \) are disjoint subsets of \( B(x, Cr) \), then \( k \leq L \) [CW1]. If \( X \) is a quasi-metric space, and if there is Borel measure \( a \) on \( X \) that is doubling then it follows that \( X \) is a space of homogeneous type [CW1, p. 67].

In the sequel we will assume that \( (X, \rho, a) \) is a space of homogeneous type determined by a quasi-metric \( \rho \) and a doubling measure \( a \). This is, in fact, the definition of a space of homogeneous type that is given in [CW2]. The constants \( C_\rho \) and \( C_a \) are called the constants of \( X \).

The following notation will be used. Let \( X^+ = X \times \mathbb{R}^+ = \{(x, r)|x \in X, r \geq 0\} \). If \( B = B(x, r) \), let \( \bar{B} = B(x, 2r), \ B^* = B(x, 3C_\rho^2 r), \ T(B) = \{(y, s)|\rho(x, y) + s < r\} \), and \( I_B = [0, 2r] \). Note that \( T(B) \subset B \times I_B \subset T(B^*) \). Although the Carleson set in \( C^1 \) is \( B \times I_B \), \( T(B) \) will be more useful in what follows.

A positive function \( F \) on \( X^+ \) is said to be of bounded ratio if there is a constant \( A_F \) such that for every \( z \in X \) and \( t > 0 \), \( F(x, r) \leq A_F(y, s) \) whenever \( (x, r), (y, s) \in B(z, t) \times [t, 2t] \). Denote the collection of all such functions by \( \text{BR} \). A positive function \( F \) on \( X^+ \) is said to be of horizontal bounded ratio if there is a constant \( A_F \) such that for every \( t > 0 \), \( F(x, t) \leq
$A_F F(y, t)$ whenever $\rho(x, y) < t$. Denote the collection of all such functions by HBR.

Note that BR is contained in HBR. Most of the examples we will examine will be in BR, but most of the applications will concern HBR. The classes BR and HBR are both stable under most operations. In particular they are closed under addition, multiplication by positive scalars, lattice operations, and raising to any power, positive or negative. By Harnack's inequality, a familiar example of a function in BR is a positive harmonic function in the upper half plane in $\mathbb{R}^2$. In this case the sets $B(x, r) \times [r, 2r]$ are roughly the same as the pseudo-hyperbolic balls and it is useful to think of them in this sense.

In general, for fixed $w \in X$, the function $F_w$ defined by $F_w(x, r) = \rho(x, w) + r$ is in BR, a fact which will be exploited often. Another useful example is the function $G$ defined by $G(x, r) = \sigma(B(x, r))$. There are many more interesting examples of functions in BR. We now construct some of them.

Let
\[
C_k = \sup_{(x,r) \in X^+} \frac{\sigma(B(x, 2^k r))}{\sigma(B(x, r))}.
\]

Note that $C_k \leq C_0$.

An admissible function is a function $\Phi: \mathbb{R}^+ \to [0, 1]$ satisfying
1(a) $\Phi(0) = 1$ and $\Phi(1) > 0$,
1(b) $\Phi$ is monotone decreasing, and
1(c) $\sum_k C_k \Phi(2^k) < \infty$.

It follows directly from the properties of an admissible function that
\[
\Phi(1)\sigma(B(x, t)) \leq \int_X \Phi(\rho(x, z)/t) d\sigma(z)
\]
\[
\leq \sigma(B(x, t)) + \sum_{k=0}^{\infty} \Phi(2^k)\sigma(B(x, 2^{k+1} t))
\]
\[
\leq C\sigma(B(x, t))
\]
uniformly in $x$ and $t$, so that if we define
\[
K_t(x, y) = \frac{\Phi(\rho(x, y)/t)}{\int_X \Phi(\rho(x, z)/t) d\sigma(z)},
\]
then
2(a) $\int_X K_t(x, y) d\sigma(y) = 1$ for each $x$ and $t$,
2(b) $K_t(x, y) \geq 0$ for each $x$, $y$, and $t$, and
2(c) $K_t(x, y) \sim \Phi(\rho(x, y)/t)/\sigma(B(x, t))$ uniformly in $x$, $y$, and $t$.

It also follows from 1(c) that
2(d) $\lim_{t \to 0} \sup_{x \in X} \int_{\{\rho(x, y) \geq \varepsilon\}} K_t(x, y) d\sigma(y) = 0$ for each $\varepsilon > 0$.

From 2(a) and 2(b) it follows that if we write
\[
H g(x, t) = \int_X K_t(x, y) g(y) d\sigma(y),
\]
then for $1 \leq p \leq \infty$, $\|H g(\cdot, t)\|_p \leq \|g\|_p$ for every $g \in L^p(\sigma)$. Furthermore, letting
\[
H g(x, t) = \sup_{x \in B, \text{rad} B > t} \frac{\int_B |g| d\sigma}{\sigma(B)},
\]
and
\[ \mathcal{M} g(x) = \sup_{x \in B} \frac{\int_B |g| \, d\sigma}{\sigma(B)}, \]

it is straightforward to show that \(|\mathcal{H} g(x, t)| \leq C \mathcal{H} g(x, t) \leq C \mathcal{M} g(x)\). The maximal function \(\mathcal{H} g\) is essentially the one introduced by Hörmander [Hö] and the maximal function \(\mathcal{M} g\) is the Hardy-Littlewood maximal function relative to \(\sigma\) [S]. Since \(\sigma\) is a doubling measure, it is well known that \(\mathcal{M}\) is weak-type \((1, 1)\) and strong type \((p, p)\) for each \(1 < p \leq \infty\). (See [S].)

More generally, if \(\nu\) is a Borel measure on \(X^+\) with \(\nu(T(B)) > 0\) for each quasi-ball \(B\), let
\[ \mathcal{H}_\nu f(x, t) = \sup_{(x, t) \in T(B)} \frac{\int_{T(B)} |f| \, d\nu}{\nu(T(B))}. \]

Such maximal functions have been considered by Békollé [B]. Note that \(\mathcal{H}_\nu = \mathcal{H}\) for \(\nu(E) = \sigma(E \cap (X \times \{0\}))\).

For \(\alpha > 0\), let \(\Gamma_\alpha(x, r) = \{(y, s) | \rho(x, y) < \alpha(s - r)\}\), an “upward pointing cone” with vertex at \((x, r)\). Note that \((y, s) \in \Gamma_1(x, r)\) if and only if \((x, r) \in T(B(y, s))\). For \(F: X^+ \to \mathbb{R}^+\), define the two maximal functions \(F^*\) and \(\mathcal{N}_\alpha F\) on \(X^+\) by
\[ F^*(x, r) = \sup_{s \geq r} F(x, s) \]
and
\[ \mathcal{N}_\alpha F(x, r) = \sup_{(y, s) \in \Gamma_\alpha(x, r)} F(y, s). \]

For each \(\lambda > 0\), \(\{\mathcal{N}_\alpha F > \lambda\}\) is open in \(X^+\), and for each \(t \geq 0\) and each \(\lambda > 0\), \(\{\mathcal{N}_\alpha F(\cdot, t) > \lambda\}\) is open in \(X\). Moreover, \((\mathcal{N}_\alpha F)^* = \mathcal{N}_\alpha F\) and \((\mathcal{N}_\alpha F)^p = \mathcal{N}_\alpha (F^p)\). Also note that \(\mathcal{N}_\alpha F \leq C F^*\) for \(F \in \mathcal{H} \mathcal{B} \mathcal{R}\), and \(F \leq \mathcal{N}_\alpha F\) for lower semicontinuous \(F\).

When \(X = \mathbb{R}^d\) and \(\rho(x, y) = |x - y|\), \(\mathcal{N}_\alpha F\) is the usual nontangential maximal function on \(X\). When \(X = \mathbb{R}^d\) and \(\rho(x, y) = |x - y|^2\), \(\mathcal{N}_\alpha F\) is the maximal function used by Bañuelos and Moore [BM] in their study of solutions of the heat equation.

The following facts will prove to be useful in what follows.

**Lemma 2.1.** Suppose that \(\Phi\) is an admissible function and that there is a constant \(C\) such that \(\Phi(t) \leq C \Phi(2t)\) for every \(t \in \mathbb{R}^+\).

(a) If \(w \in X\) is fixed and if \(f_w(x, r) = \Phi(\rho(x, w)/r)\), then \(f_w \in \mathcal{H} \mathcal{B} \mathcal{R}\), and there is a constant \(C' = C'(C, C_p, \Phi)\) such that \(A_{f_w} \leq C'\) for each \(w\).

(b) If \(w \in X\) is fixed and if \(F_w(x, r) = K_r(x, w)\), then \(F_w \in \mathcal{H} \mathcal{B} \mathcal{R}\), and there is a constant \(C' = C'(C, C_p, \Phi)\) such that \(A_{F_w} \leq C'\) for each \(w\).

(c) If \(F\) is a nonnegative Borel measurable function on \(X\) and if \(F(x, r) = \mathcal{H} f(x, r)\), then \(F \in \mathcal{H} \mathcal{B} \mathcal{R}\).

(d) If \(f\) is a Borel measurable function on \(X^+\), if \(0 < \nu(T(\overline{B})) \leq C' \nu(T(B))\) for each quasi-ball \(B\), and if \(F(x, r) = \mathcal{H}_\nu f(x, r)\), then \(F \in \mathcal{H} \mathcal{B} \mathcal{R}\).

(e) If \(F \in \mathcal{H} \mathcal{B} \mathcal{R}\) and if \(F_r\) defined for \(r > 0\) by \(F_r(x) = F(x, r)\) is Borel measurable, then \(F(x, 2r) \leq A_F C_{\sigma} \mathcal{H} F_r(x, r)\) for each \(x\) and \(r\).

**Proof.** Fix an integer \(k = k(C_p)\) satisfying \(2C_p^2 + C_p + 2 \leq 2^k\).
To prove (a), fix \((z, t) \in X^+\) and suppose that \((x, r), (y, s) \in B(z, t) \times [t, 2t]\) (so \(\rho(x, y) < 2C_{\rho}t \leq 2C_{\rho}s\)). Then
\[
f_w(x, r) = \Phi(\rho(x, w)/r) \leq \Phi(\rho(x, w)/2t) \leq \Phi(\rho(x, w)/2s) \leq C\Phi(\rho(x, w)/s).
\]

We now consider three cases. First, if \(\rho(x, w) \geq \rho(y, w)\), then \(\Phi(\rho(x, w)/s) \leq \Phi(\rho(y, w)/s)\), hence \(f_w(x, r) \leq C f_w(y, s)\). Second, if \(s \leq \rho(x, w) \leq \rho(y, w)\), then
\[
\rho(y, w) \leq C\rho[\rho(x, y) + \rho(x, w)] \leq C\rho[2C_{\rho}s + \rho(x, w)]
\]
\[
\leq C\rho(2C_{\rho} + 1)\rho(x, w) < 2^k \rho(x, w),
\]
so \(\Phi(\rho(x, w)/s) \leq C^k\Phi(\rho(y, w)/s)\), hence \(f_w(x, r) \leq C^{k+1} f_w(y, s)\). Third, if \(\rho(x, w) \leq s\) and \(\rho(x, w) \leq \rho(y, w)\), then
\[
\rho(y, w) \leq C\rho[\rho(x, y) + \rho(x, w)] \leq C\rho(2C_{\rho} + 1)s < 2^k s,
\]
so
\[
\Phi(\rho(x, w)/s) \leq \Phi(0) = 1 \leq \frac{C^k}{\Phi(1)} \Phi(2^k) \leq \frac{C^k}{\Phi(1)} \Phi(\rho(y, w)/s),
\]
hence \(f_w(x, r) \leq C^{k+1} f_w(y, s)/\Phi(1)\).

Statement (b) is an immediate consequence of (a). Fix \((z, t) \in X^+\) and suppose that \((x, r), (y, s) \in B(z, t) \times [t, 2t]\). Then
\[
F_w(x, r) = K_r(x, w) = \frac{\Phi(\rho(x, w)/r)}{\int_X \Phi(\rho(x, z)/r) d\sigma(z)} = \frac{f_w(x, r)}{\int_X f_z(x, r) d\sigma(z)} \leq \frac{C' f_w(y, s)}{\int_X (C')^{-1} f_z(y, s) d\sigma(z)} = (C')^2 F_w(y, s).
\]

We prove (c) using (b). Fix \((z, t) \in X^+\) and suppose that \((x, r), (y, s) \in B(z, t) \times [t, 2t]\). Then
\[
F(x, r) = \mathcal{H} f(x, r) = \int_X K_r(x, w) f(w) d\sigma(w)
\]
\[
= \int_X F_w(x, r) f(w) d\sigma(w) \leq \int_X A_{F_w} F_w(y, s) f(w) d\sigma(w)
\]
\[
\leq \int_X C' F_w(y, s) f(w) d\sigma(w) = C' F(y, s).
\]

To prove (d), fix \((z, t) \in X^+\) and suppose that \((x, r), (y, s) \in B(z, t) \times [t, 2t]\) (so \(\rho(x, y) < 2C_{\rho}t\)). Suppose that \(B_0 = B_0(z_0, t_0)\) satisfies \((x, r) \in T(B_0)\), i.e., \(\rho(z_0, x) + r < t_0\). Then
\[
\rho(z_0, y) + s \leq C\rho[\rho(z_0, x) + \rho(x, y)] + s < C\rho[t_0 + 2C_{\rho}t] + s \leq (2C_{\rho}^2 + C_{\rho} + 2)t_0 \leq 2^k t_0,
\]
so that \(B_k = B_k(z_0, 2^k t_0)\) satisfies \((y, s) \in T(B_k)\), and thus
\[
\frac{\int_{T(B_k)} |f| d\nu}{\nu(T(B_k))} \leq (C')^k \frac{\int_{T(B_k)} |f| d\nu}{\nu(T(B_k))} \leq (C')^k F(y, s).
\]
The result follows.
Finally, to prove (e), for every \( y \in B = B(x, r) \), \( F(x, 2r) \leq A_F F(y, r) = A_F F_r(y) \), and thus
\[
F(x, 2r) \leq A_F \int_B F_r d\sigma \leq A_F \int_B F_r d\sigma / \sigma(B) \leq A_F C \sigma(B) F_r(x, r). \quad \square
\]

The following "covering lemma" contains some known facts about spaces of homogeneous type.

**Lemma 2.2.** (a) If \( \mathcal{B} \) is a family of quasi-balls with bounded radius, then there is a countable disjoint family of quasi-balls \( \{B_n\} \) contained in \( \mathcal{B} \) so that for each \( B \in \mathcal{B} \), there is a \( B_n \) so that \( B \subseteq B_n^* \).

(b) For each \( r > 0 \), there is a countable family of quasi-balls \( \{B(x_n, r)\} \) so that the family \( \{B(x_n, r/2C_\rho)\} \) is disjoint, \( X = \bigcup_n B(x_n, r) \), and the family is maximal with respect to this property.

(c) There is a constant \( L = L(C_\rho) \), independent of \( r \), so that \( \sum_n \chi_{B(x_n, r)} \leq L \) on \( X \).

**Proof.** Statement (a) is Lemma 3 in [Cal], and (b) is implicit in that proof. Finally, (c) follows from the maximality of the family since \( X \) is a space of homogeneous type. \( \square \)

3. Carleson Measure Theorems for Non-tangential Maximal Functions

We shall say that a function \( \mu \) defined on the Borel sets of \( X^+ \) satisfies condition \( H \) if \( \mu \) is nonnegative, countably subadditive, and \( \mu(E_n) \rightarrow \mu(E) \) whenever \( \{E_n\} \) is a sequence of Borel sets with \( E_n \subseteq E_{n+1} \) and \( E = \bigcup_n E_n \). These conditions on \( \mu \) are quite similar to those assumed by Hörmander [Hö]. Note that they are satisfied whenever \( \mu \) is a Borel measure or a capacity [Fu]. The utility of such generalization will be seen in Corollary 3.2. The proof of Theorem 3.1 is similar to the proof of the Carleson measure theorem due to Stein [S].

**Theorem 3.1.** (a) Suppose that \( \mu \) satisfies condition \( H \), that \( \nu \) is a Borel measure on \( X^+ \), and that
\[
\mu(T(B)) \leq \nu(T(B))
\]
for every quasi-ball \( B \). Then \( \mu(\mathcal{N}_1 F > \lambda) \leq \nu(\mathcal{N}_1 F > \lambda) \) for every \( \lambda > 0 \).

(b) Suppose that \( \mu \) satisfies condition \( H \) and that \( \phi \) defined by
\[
\phi(x) = \sup_{x \in B} \frac{\mu(T(B))}{\sigma(B)}
\]
is locally integrable with respect to \( \sigma \), and let \( d\nu = \phi d\sigma \). Then there is a constant \( C = C(C_\rho) \) such that \( \mu(\mathcal{N}_1 F > \lambda) \leq C \nu(\mathcal{N}_1 F > \lambda) \) for every \( \lambda > 0 \).

**Proof.** To prove (a), fix \( b, c > 0 \), set \( G(x, r) = \min\{b, \mathcal{N}_1 F(x, r)/(1 + cr)\} \), and suppose that \( G(x, r) > \lambda \). Then \( r < b/c\lambda \) and \( \mathcal{N}_1 F(x, r) > \lambda \). So if \( \mathcal{B} = \{B(x, r)|G(x, r) > \lambda\} \) then from Lemma 2.2(a), there is a countable disjoint subfamily \( \{B_n\} \) of \( \mathcal{B} \) such that each \( B \in \mathcal{B} \) is in some \( B_n^* \). Then \( \{G > \lambda\} \subset \bigcup_n T(B_n^*) \), so
\[
\mu(\{G > \lambda\}) \leq \sum_n \mu(T(B_n^*)) \leq \sum_n \nu(T(B_n)) = \nu \left( \bigcup_n T(B_n) \right).
\]
If $B_n = B(x_n, r_n)$ and $(y, s) \in T(B_n)$, then $(x_n, r_n) \in \Gamma_1(y, s)$, so $\Gamma_1(x_n, r_n) \subset \Gamma_{C_p}(y, s)$. Consequently, $M_{C_p}F(x_n, r_n) > \lambda$, and so $\bigcup_n T(B_n) \subset \{M_{C_p}F > \lambda\}$; thus $\mu\{J > \lambda\} \leq \nu\{M_{C_p}F > \lambda\}$. To complete the proof of (a), let $b \to \infty$ and $c \to 0$ and use condition $H$.

To prove (b), first note that if $x \in B$, then

$$\mu(T(B^*)) \leq \phi(x)\sigma(B^*) \leq C\phi(x)\sigma(B)$$

since $\sigma$ is a doubling measure. Integrating both sides of this inequality over $B$ gives $\mu(T(B^*)) \leq C\nu(B) = C\nu'(T(B))$, where $\nu'(E) = \nu(E \cap (X \times \{0\}))$. It follows from (a) that

$$\mu\{M_{C_p}F > \lambda\} \leq C\nu'(\{M_{C_p}F > \lambda\}) = C\nu(\{M_{C_p}F(\cdot, 0) > \lambda\}),$$

and this completes the proof of (b). □

The condition $\phi(x) \leq C$ is the original condition assumed by Carleson. The more general assumption made in (b) was introduced by Fefferman and Stein [FS].

The first corollary of Theorem 3.1 is related to the result of Duren that was mentioned in the introduction.

**Corollary 3.2.** Let $1 \leq p < \infty$. Suppose that $\mu$ and $\nu$ are Borel measures on $X^+$ such that $(\mu(T(B^*)))^{1/p} \leq \nu(T(B))$ for every quasi-ball $B$. Then there is a constant $C = C(p)$ such that

$$\left(\int_{X^+} (\mathcal{A}F)^p \, d\mu\right)^{1/p} \leq C \int_{X^+} \mathcal{A}_{C_p}F \, d\nu$$

for every nonnegative function $F$ defined on $X^+$.

**Proof.** Since $p \geq 1$, $\mu^{1/p}$ also satisfies the hypotheses of the set function in Theorem 3.1. Consequently,

$$\int_{X^+} (\mathcal{A}F)^p \, d\mu = p \int_0^\infty \lambda^{p-1} \mu\{\mathcal{A}F > \lambda\} \, d\lambda$$

$$\leq C \sum_{k=-\infty}^{\infty} 2^{kp} \mu\{\mathcal{A}F > 2^k\} \leq C \left( \sum_{k=-\infty}^{\infty} 2^k \mu(\{\mathcal{A}F > 2^k\})^{1/p} \right)^p$$

$$\leq C \left( \sum_{k=-\infty}^{\infty} 2^k \nu(\{\mathcal{A}_{C_p}F > 2^k\}) \right)^p \leq C \left( \int_{X^+} \mathcal{A}_{C_p}F \, d\nu \right)^p,$$

as claimed. □

It follows immediately from Corollary 3.2 and the remarks preceding Lemma 2.1 that

$$\left(\int_{X^+} F^p \, d\mu\right)^{1/p} \leq C \int_{X^+} F^* \, d\nu$$

for every lower semicontinuous $F \in BR$. Corollary 3.3 and Theorem 3.4 will imply analogous statements for such functions $F$. Corollary 3.3 is related to the result of Flett that was mentioned in the introduction.
Corollary 3.3. Let $1 \leq p < \infty$. Suppose that $\mu$, $\gamma$, and $\nu$ are Borel measures on $X$, $\mathbb{R}^+$, and $X^+$ respectively and that 

$$(\mu(B^*))^{1/p} \gamma(I_{B^*}) \leq \nu(T(B))$$

for every quasi-ball $B$. Then

$$\int_{\mathbb{R}^+} \left( \int_X (\mathcal{N}_F^p d\mu)^{1/p} \right) d\gamma \leq \int_{X^+} \mathcal{N}_F d\nu.$$

Proof. Assume that $p > 1$, since the case $p = 1$ is covered by Corollary 3.2. There is a function $G$ defined on $X^+$ such that for each $r \geq 0$,

$$\left( \int_X (\mathcal{N}_F(x, r)^p d\mu(x) \right)^{1/p} = \int_X \mathcal{N}_F(x, r)G(x, r) d\mu(x)$$

and $\int_X G^{p'}(x, r) d\mu(x) = 1$, where $p'$ is the index conjugate to $p$. Let $d\beta = G d\mu d\gamma$. Then $\beta(T(B^*)) \leq (\mu(B^*))^{1/p} \gamma(I_{B^*}) \leq \nu(T(B))$ for every $x \in B$. So from Theorem 3.1,

$$\int_{\mathbb{R}^+} \left( \int_X (\mathcal{N}_F^p d\mu)^{1/p} \right) d\gamma = \int_{X^+} \mathcal{N}_F d\beta \leq \int_{X^+} \mathcal{N}_F d\nu,$$

as desired. $\Box$

The next result deals with inequalities involving mixed norm spaces on both sides. It does not require a covering argument of the type that was used in Theorem 3.1.

Theorem 3.4. Let $\alpha$, $\kappa \geq 1$ and $\beta > 0$. Suppose that $\mu$, $\lambda$, $\nu$, and $\gamma$ are Borel measures on $X$, $\mathbb{R}^+$, $X$, and $\mathbb{R}^+$ respectively and that

$$(\mu(B(x, r/2)))^{1/\lambda}[r, 2r) \leq (\nu(B(x, r/4)))^{(\gamma[r/8, r/4])^{\kappa}}$$

for each $x \in X$ and $r \geq 0$. Then there is a constant $C = C(\rho, \alpha, \beta)$ such that

$$\int_{\mathbb{R}^+} \left( \int_X (\mathcal{N}_F^\alpha d\mu)^{\beta} \right) d\lambda \leq C \left[ \int_{\mathbb{R}^+} \left( \int_X \mathcal{N}_F d\nu \right)^{\alpha\beta/\kappa} \right]^\kappa$$

for every nonnegative function $F$ defined on $X^+$.

Proof. For each integer $n$, let $J_n = (2^{-n-1}, 2^{-n}]$, and let $L$ be the constant and $\{B_{nk}\}_{k}$ the family of balls of radius $2^{-n-2}$ whose existence and properties are guaranteed by Lemma 2.2. Let $c_{nk}$ denote the center of $B_{nk}$. Note that if $(x, r) \in B_{nk} \times J_n$, then $\Gamma_1(x, r) \subset \Gamma_{C_{x}}(c_{nk}, 2^{-n-2})$, so that $\mathcal{N}_F(x, t) \leq \mathcal{N}_{C_{x}} F(c_{nk}, 2^{-n-2})$. Also note that if $x \in B(c_{nk}, 2^{-n-3})$, then
\[ \Gamma_{C_p}(c_{nk}, 2^{-n-2}) \subset \Gamma_{C_p}(x, 2^{-n-3}). \]

Then
\[ \int_{\mathbb{R}^+} \left( \int_{X} (N_1 F)^{\alpha} d\mu \right)^{\beta} d\lambda \leq \sum_n \int_{J_n} \left( \sum_k \int_{B_{nk}} (N_1 F)^{\alpha} d\mu \right)^{\beta} d\lambda \]
\[ \leq \sum_n \left( \sum_k (N_1 F(c_{nk}, 2^{-n-2}))^{\alpha} \mu(B_{nk}) \right)^{\beta} \lambda(J_n) \]
\[ \leq \sum_n \left( \sum_k (N_1 F(c_{nk}, 2^{-n-2}))^{\alpha} (\nu(B(c_{nk}, 2^{-n-3})))^{\alpha} \right)^{\beta} \gamma(J_{n+3})^{\kappa} \]
\[ \leq \left[ \sum_n \left( \sum_k (N_1 F(c_{nk}, 2^{-n-2}) \nu(B(c_{nk}, 2^{-n-3})))^{\alpha} \gamma(J_{n+3}) \right)^{\beta} \right]^{\kappa} \]
\[ (\text{since } \alpha, \kappa \geq 1) \]
\[ \leq \left[ \sum_n \left( \int_{X} (N_2 F)^{\alpha} d\nu \right)^{\alpha/\kappa} \gamma(J_{n+3}) \right]^{\kappa} \]
\[ \leq L^{\alpha/\kappa} \left[ \int_{\mathbb{R}^+} \left( \int_{X} (N_2 F)^{\alpha} d\nu \right)^{d}\gamma \right]^{\kappa}, \]
as claimed. \[ \Box \]

The next theorem will be useful in the next section in tying together the earlier results.

**Theorem 3.5.** Suppose that \( \mu \) and \( \nu \) are Borel measures on \( X^+ \) and that \( 0 < \nu(T(B)) \) and \( \mu(T(B^*)) \leq \nu(T(B)) \) for every quasi-ball \( B \). Then
\[ \mu(\{H_\nu f > \lambda\}) \leq \int_{X^+} |f| d\nu / \lambda \]
for every \( f \in L^1(\nu) \) and \( \lambda > 0 \).

**Proof.** The proof is very much like that of Theorem 3.1. Fix \( 0 < N < \infty \) and define
\[ H_\nu^N f(x, r) = \sup_{(x, r) \in T(B), N > r} \frac{\int_T f d\nu}{\nu(T(B))}. \]
So \( H_\nu^N f \) increases to \( H_\nu f \) as \( N \to \infty \).

If \( H_\nu^N f(x, r) > \lambda \), then there is a quasi-ball \( B \) such that \( (x, r) \in T(B) \), \( \text{rad} B < N \), and \( \nu(T(B)) < \int_{T(B)} |f| d\nu / \lambda \). Let \( \mathcal{B} \) denote the collection of all such balls and extract a countable disjoint subset \( \{B_n\} \) such that \( \{T(B_n^*)\} \) covers \( \{H_\nu^N f > \lambda\} \). Then
\[ \mu(\{H_\nu^N f > \lambda\}) \leq \sum_n \mu(T(B_n^*)) \leq \sum_n \nu(T(B_n)) \]
\[ \leq \sum_n \int_{T(B_n)} |f| d\nu / \lambda \leq \int_{X^+} |f| d\nu / \lambda \]
since the sets \( T(B_n) \) are disjoint. Now let \( N \to \infty \) to complete the proof. \[ \Box \]
4. Applications

We now will apply the results of §3 to obtain inequalities estimating the rate of growth of rather general classes of functions by dominating them by members of HBR and using the results that we have already obtained. The choices made here by no means exhaust all of the applications.

**Theorem 4.1.** Let $1 < p < \infty$. Suppose that $\mu$ and $\nu$ are Borel measures on $X^+$ and that $0 < \nu((T(B)))$ and

$$\mu(T(B^*)) \leq \nu((T(B)))$$

for every quasi-ball $B$. Then there is a constant $C = C(p)$ such that

$$\int_{X^+} (\mathcal{H}_F)^p \, d\mu \leq C \int_{X^+} F^p \, d\nu$$

for every nonnegative Borel measurable function $F$ on $X^+$.

**Proof.** This follows from Theorem 3.5 and the Marcinkiewicz interpolation theorem. □

**Theorem 4.2.** Let $1 < p \leq q < \infty$.

(a) Suppose that $\mu$ and $\nu$ are Borel measures on $X^+$ and that $(\mu(T(B)))^{p/q} \leq \nu(T(B))$ and $0 < \nu(T(B)) \leq C \nu(T(B))$ for every quasi-ball $B$. Then there is a constant $C' = C'(C, p, q)$ such that

$$\left( \int_{X^+} (\mathcal{H}_F)^q \, d\mu \right)^{p/q} \leq C' \int_{X^+} F^p \, d\nu$$

for every nonnegative Borel measurable function $F$ on $X^+$.

(b) Suppose that $\mu$, $\gamma$, and $\nu$ are Borel measures on $X$, $\mathbb{R}^+$, and $X^+$ respectively and that $0 < \nu(T(B)) \leq C \nu(T(B))$ and $\mu(B)^{p/q} \gamma(I_B) \leq \nu(T(B))$ for every quasi-ball $B$. Then there is a constant $C'' = C''(C, p, q)$ such that

$$\int_{\mathbb{R}^+} \left( \int_X (\mathcal{H}_F)^q \, d\mu \right)^{p/q} \, d\gamma \leq C'' \int_{X^+} F^p \, d\nu$$

for every nonnegative Borel measurable function $F$ on $X^+$.

**Proof.** To prove (a), note that $(\mathcal{H}_F)^p$ is in BR by Lemma 2.1(d) and is lower semicontinuous on $X^+$. Moreover, $(\mathcal{H}_F)^* = \mathcal{H}_F$. Consequently,

$$(\mathcal{H}_F)^q \leq (M_1 \mathcal{H}_F)^q = M_1(\mathcal{H}_F)^q$$

and

$$(\mathcal{H}_F)^p \leq C((\mathcal{H}_F)^p)^* = C(\mathcal{H}_F)^p.$$ 

So from Corollary 3.2 and Theorem 4.1 it follows that

$$\left( \int_{X^+} (\mathcal{H}_F)^q \, d\mu \right)^{p/q} \leq \left( \int_{X^+} (M_1(\mathcal{H}_F)^q)^{q/p} \, d\mu \right)^{p/q} \leq C \int_{X^+} M_1(\mathcal{H}_F)^p \, d\nu \leq C \int_{X^+} (\mathcal{H}_F)^p \, d\nu \leq C \int_{X^+} F^p \, d\nu.$$ 

The proof of (b) is similar, using Corollary 3.3. □
Both Theorems 4.1 and 4.2 yield inequalities for operators determined by admissible functions, since, as we have seen earlier, these are dominated by the Hörmander operator.

Before we proceed it will be necessary to recall some definitions.

Fix $0 < p < 1$. A $p$-atom $a$ is a Borel measurable function on $X$ whose support is contained in a quasi-ball $B$ and which satisfies $\int_X a \, d\sigma = 0$ and $|a| \leq (\sigma(B))^{-1/p}$. The space $H^1_{\text{atom}}$ is defined by

$$H^1_{\text{atom}} = \left\{ \sum_n \lambda_n a_n \mid \text{each } a_n \text{ is a 1-atom and } \sum_n |\lambda_n| < \infty \right\},$$

with the norm of a function $f \in H^1_{\text{atom}}$ defined to be the infimum of $\sum_n |\lambda_n|$ over all representations $f = \sum_n \lambda_n a_n$. The definition of $H^p_{\text{atom}}$ for $0 < p < 1$ is more complicated. See [CW2] for the definition of these spaces and a discussion of their applications and importance.

Recall that

$$C_k = \sup_{(x, r) \in X} \frac{\sigma(B(x, 2^kr))}{\sigma(B(x, r))}.$$

**Theorem 4.3.** Let $M$ and $m$ be positive constants and let $M/(M+m) < p \leq 1$. Suppose that $\sup_k C_k 2^{-kM} < \infty$, that $K_t(x, y)$ is defined for each $t \in \mathbb{R}^+$ and each $x, y \in X$, and that $K_t(x, y) \in L^2(\sigma)$ for each $t \in \mathbb{R}^+$ and each $x \in X$. Moreover, suppose that there is a constant $C$ such that for each $z \in X$,

$$|K_t(x, y) - K_t(x, z)| \leq C \frac{1}{\sigma(B(x, t))} \left( \frac{R}{t} \right)^m \left( 1 + \frac{\rho(x, z)}{t} \right)^{-M-m}$$

whenever $\rho(y, z) < R$ and $\rho(x, z) \geq 2C_\rho R$ and that

$$\|N_a(\mathcal{H}f)\|_{L^2(\sigma)} \leq C\|f\|_{L^2(\sigma)}$$

for every $f \in L^2(\sigma)$. Then there is a constant $C' = C'(C, C_\rho, M, m, p)$ so that

$$\|N_a(\mathcal{H}a)\|_{L^p(\sigma)} \leq C'$$

for every $p$-atom $a$.

Hypotheses of the sort imposed on $K_t(x, y)$ have been considered by [AB, RT].

**Proof.** Let

$$G(x, t) = \frac{1}{\sigma(B(x, t))} \left( \frac{R}{t} \right)^m \left( 1 + \frac{\rho(x, z)}{t} \right)^{-M-m}.$$

Fix any $p$-atom $a$, so that the support of $a$ is contained in some ball $B = B(z, R)$, with $|a| \leq (\sigma(B))^{-1/p}$. Then

$$\int_{B(z, 2C_{\rho}R)} (N_a(\mathcal{H}a))^p \, d\sigma \leq \left( \int_{B(z, 2C_{\rho}R)} (N_a(\mathcal{H}a))^2 \, d\sigma \right)^{p/2} (\sigma(B(z, 2C_{\rho}R)))^{1-p/2} \leq C\|a\|_2^p (\sigma(B(z, 2C_{\rho}R)))^{1-p/2} \leq C.$$
Next, since \( \int_X a \, d\sigma = 0 \),
\[
|a(x, t)| = \left| \int_X [K_t(x, y) - K_t(x, z)]a(y) \, d\sigma(y) \right|
\leq CG(x, t) \int_X |a| \, d\sigma
\]
if \( x \notin B(z, 2C_R) \) and so \( |a(x, t)| \leq C(\sigma(B))^{1-1/p}G(x, t) \). Note that if \( G \) is in \( BR \), so \( MA_{G} \leq A_{G}G^* \), and \( MA_{\alpha}(\mathcal{H}a)(x, 0) \leq C(\sigma(B))^{1-1/p}G^*(x, 0) \) whenever \( \rho(x, z) \geq 2C_R \).

Choose \( k \) so that \( 2^kC_R \leq \rho(x, z) \leq 2^{k+1}C_R \), so \( B(z, 2^kC_R) \subset B(x, 2^{k+1}C_R^2) \). We now use this to show that
\[
G(x, t) \leq C/2^{km}\sigma(B(z, 2^{k+1}C_R)).
\]

Two cases will be considered: \( t \geq 2^kC_R \) and \( t \leq 2^kC_R \).

If \( t \geq 2^kC_R \), then \( B(z, 2^{k+1}C_R) \subset B(x, 4C_Rt) \). So
\[
G(x, t) \leq C/2^{km}\sigma(B(z, 2^{k+1}C_R)).
\]

On the other hand, if \( t \leq 2^kC_R \), choose \( l \) so that \( 2^{k-l}C_R \leq t \leq 2^{k-l}C_R \). Then \( B(z, 2^{k+1}C_R) \subset B(x, 2^{k+1}C_R) \), so
\[
\sigma(B(z, 2^kC_R)) \leq CC_l\sigma(B(x, t)).
\]

Also,
\[
\left( \frac{R}{t} \right)^m \left( 1 + \frac{\rho(x, z)}{t} \right)^{-M-m} \leq \left( \frac{R}{t} \right)^m \frac{t^{M+m}}{(\rho(x, z))^{M+m}} \leq \frac{C}{2^{km+l}}.
\]
So in this case too,
\[
G(x, t) \leq \frac{CC_l}{2^{km+l}\sigma(B(z, 2^{k+1}C_R))} \leq \frac{C}{2^{km}\sigma(B(z, 2^{k+1}C_R))}.
\]

Hence we obtain
\[
\int_{X \setminus B(z, 2C_R)} G^p \, d\sigma = \sum_{k=1}^{\infty} \int_{\{2^kC_R \leq \rho(x, z) \leq 2^{k+1}C_R\}} G^p(x) \, d\sigma(x)
\leq C \sum_{k=1}^{\infty} 2^{-kpm}\sigma(B(z, 2^{k+1}C_R))^{1-p}
\leq C(\sigma(B))^{1-p} \sum_{k=1}^{\infty} C_1^{1-p} 2^{-kpm} \leq C(\sigma(B))^{1-p}
\]
since \( M/(M + m) < p \leq 1 \). So \( \|A(\mathcal{H}a)\|^p \leq C' \). \( \square \)

The following corollaries are immediate consequences of Theorem 4.3 and Corollaries 3.2 and 3.3. In both, \( \mathcal{H} \) denotes a kernel satisfying the hypotheses of Theorem 4.3.

**Corollary 4.4.** Let \( M \) and \( m \) be positive constants, let \( M/(M + m) < p \leq 1 \), and let \( \alpha \geq 1 \). Suppose that \( \sup_{k} C_k 2^{-kM} < \infty \), that \( \mu \) is a Borel measure on \( X^+ \), and that \( (\mu(T(B)))^{1/\alpha} \leq \sigma(B) \) for every quasi-ball \( B \). Then there is a
constant \( C = C(C_p, M, m, p, \alpha) \) such that

\[
\int_{X^+} (\mathcal{N}_1(\mathcal{A} a))^{p\alpha} d\mu \leq C
\]

for every \( p \)-atom \( a \).

Proof. Apply Corollary 3.2 to the measure \( \nu \) defined on \( X^+ \) by \( \nu(E) = \sigma(E \cap (X \times \{0\})) \). Then

\[
\int_{X^+} (\mathcal{N}_1(\mathcal{A} a))^{p\alpha} d\mu = \int_{X^+} (\mathcal{N}_1(\mathcal{A} a))^p d\mu
\]

\[
\leq C \int_{X^+} (\mathcal{N}_C(\mathcal{A} a))^p d\nu \leq C'
\]

by Theorem 4.3. □

Corollary 4.5. Let \( M \) and \( m \) be positive constants, let \( M/(M + m) < p \leq 1 \), and let \( p \leq q < \infty \). Suppose that \( \sup_k C_k 2^{-kM} < \infty \), that \( \mu \) and \( \gamma \) are Borel measures on \( X \) and \( R^+ \) respectively, and that \( (\mu(B))^p/\gamma(I_B) \leq \sigma(B) \) for every quasi-ball \( B \). Then there is a constant \( C = C(C_p, M, m, p, q) \) such that

\[
\int_{R^+} \left( \int_X (\mathcal{N}_1(\mathcal{A} a))^q d\mu \right)^{p/q} d\gamma \leq C
\]

for every \( p \)-atom \( a \).

The proof uses Corollary 3.3 and is similar to that of Corollary 4.4.

Theorem 4.2(a) and Corollary 4.4 extend Duren's result, and Theorem 4.2(b) and Corollary 4.5 extend the results of Flett and Hardy-Littlewood mentioned in the introduction.

Theorem 4.6. Let \( 1 < p < \infty \), \( \alpha, \kappa \geq 1 \), and \( \beta > 0 \). Suppose that \( \mu, \lambda, \) and \( \gamma \) are Borel measures on \( X, R^+ \), and \( R^+ \) respectively and that

\[
(\mu(B(x, r)))^\beta \lambda[r, 2r] \leq C(\sigma(B(x, r)))^\alpha(\gamma[r/8, r/4])^\kappa
\]

for every \( x \in X \) and \( r > 0 \). Then there is a constant

\[
C' = C'(C, C_p, C_\sigma, p, \alpha, \beta)
\]

such that

\[
\int_{R^+} \left( \int_X F^{p\alpha} d\mu \right)^\beta d\lambda \leq A_F^{\alpha\beta p} C' \left[ \int_{R^+} \left( \int_X F^p d\sigma \right)^{\alpha\beta/\kappa} d\gamma \right]^\kappa
\]

for every Borel measurable function \( F \in BR \).
Proof. We have
\[
\int_{\mathbb{R}^n} \left( \int_X F_\alpha \mu \right)^\beta d\lambda \\
\leq A_F^{\alpha \beta} C \int_{\mathbb{R}^n} \left( \int_X (\mathcal{H} F_{r/2}(x, r/2))^{\alpha \beta} d\mu(x) \right)^\beta d\lambda(r) \quad \text{by Lemma 2.1(e)}
\]
\[
\leq A_F^{\alpha \beta} C \left[ \int_{\mathbb{R}^n} \left( \int_X (\mathcal{A} F_{r/2}(x, r/2))^{\alpha \beta} d\sigma(x) \right)^\kappa d\gamma(r) \right]^{\beta \kappa}
\]
\[
\leq A_F^{\alpha \beta} C \left[ \int_{\mathbb{R}^n} \left( \int_X (\mathcal{A} F_{r/2}(x, r/2))^{\alpha \beta} d\sigma(x) \right)^\kappa d\gamma(r) \right]^{\beta \kappa}
\]
\[
\leq A_F^{\alpha \beta} C \left[ \int_{\mathbb{R}^n} \left( \int_X F_{r/2} d\sigma \right)^\alpha d\gamma \right]^{\kappa} \quad \text{since } \mathcal{A} \text{ is strong type } (p, p)
\]
\[
\leq A_F^{\alpha \beta} C \left[ \int_{\mathbb{R}^n} \left( \int_X F_d d\sigma \right)^\alpha d\gamma \right]^{\kappa} \quad \text{since } F \in \mathcal{B}R.
\]
This completes the proof. □

5. Examples

We give several examples of spaces of homogeneous type and of interesting kernels associated with them, and make the connections with the results obtained earlier.

Example 1a. Here \( X = \mathbb{R}^d \), \( \rho \) is Euclidean distance, and \( \sigma \) is Lebesgue measure. Then \( C_p = 1 \) and \( C_k = 2^{kd} \). Thus if \( N > d \), then \( \Phi(t) = (1 + t^2)^{-N/2} \) is admissible and satisfies the hypotheses of Lemma 2.1 and Theorems 4.1 and 4.2. In particular, if \( N = d + 1 \), then \( K_t(x, y) = P_t(x, y) = C_d t^{-d/2} |x-y|^d \), which is the Poisson kernel for \( \mathbb{R}^d \). This kernel satisfies the hypothesis of Theorem 4.3 with \( M = d + 1 \) and \( m = 1 \). Since \( P_t \in \mathcal{B}R \), \( \mathcal{A}_\alpha(P_t)(x, 0) \leq C P_t^*(x, 0) \leq C f(x) \), so \( \mathcal{A}_\alpha(P_t) \) is \( L^2 \)-bounded.

Example 1b. Here again, \( X = \mathbb{R}^d \) and \( \sigma \) is Lebesgue measure, but now \( \rho \) is given by \( \rho(x, y) = |x-y|^2 \). Then \( \Phi(t) = e^{-t} \) is admissible and is dominated by \( (1 + s)^{-N} \) for any \( N \). The resulting kernel \( K_t \) is the reproducing kernel for solutions of the heat equation in \( \mathbb{R}^{d+1} \) and it satisfies the hypothesis of Theorem 4.3 with any \( M \geq d \) and \( m = 1/2 \). Since \( |\mathcal{H} f| \leq C P_f \), \( \mathcal{A}_\alpha(\mathcal{H} f) \) is \( L^2 \)-bounded.

A good reference for these kernels is [SW].

Example 2. Here \( X \) is the unit sphere in \( \mathbb{R}^d \), \( \rho \) is Euclidean distance, and \( \sigma \) is rotation invariant measure. Then \( \sigma(B(x, r)) \sim r^d \) and \( C_k \sim 2^{k(d-1)} \). Thus if \( N > d - 1 \), then \( \Phi(t) = (1 + t)^{-N} \) is admissible and satisfies the
hypotheses of Lemma 2.1. In particular, if \( N = d \), then \( K_t(x, y) \sim P_t(x, y) = c_d(1 - r^2)^{d} |x - y|^{-d} \) where \( r = 1 - t \), which is the Poisson kernel for \( X \). It satisfies the hypotheses of Theorem 4.3 with \( M = d \) and \( m = 1 \). The \( L^2 \)-boundedness of \( \mathcal{M}_t(\mathcal{P}f) \) follows as before. For details, see [SW].

**Example 3.** Here \( X \) is the unit sphere in \( \mathbb{C}^d \), \( \rho \) is the nonisotropic metric defined by \( \rho(x, y) = |1 - \langle x, y \rangle|^{1/2} \) (where \( \langle x, y \rangle = \sum x_k y_k \)), and \( \sigma \) is rotation invariant measure. Then \( \sigma(B(x, r)) \sim r^{2d} \) and \( C_k \sim 2^{kd} \). Thus if \( N > 2d \), then \( \Phi(t) = (1 + t)^{-N} \) is admissible and satisfies the hypotheses of Lemma 2.1. In particular, if \( N = 4d \), then \( K_t(x, y) \sim P_t(x, y) = c_d(1 - r^2)^{d} |1 - r(x, y)|^{-2d} \) where \( r^2 + t^2 = 1 \), which is the invariant Poisson kernel. It satisfies the hypothesis of Theorem 4.3 with \( M = 4d + 1 \) and \( m = 1 \). The \( L^2 \)-boundedness of \( \mathcal{M}_t(\mathcal{P}f) \) follows as before.

The kernel \( C_t(x, y) = c_d(1 - r(x, y))^{-d} \) is the Cauchy kernel. It is complex-valued, and \(|C_t(x, y)|\) is not uniformly integrable, but the hypotheses of Theorem 4.3 are satisfied with \( M = 2d + 1 \) and \( m = 1 \); the proof is very similar to that of [R, Lemma 6.1.1]. The \( L^2 \)-boundedness of \( \mathcal{M}_t(\mathcal{P}f) \) is shown in [R, Theorem 5.6.9].

**Example 4 (a Heisenberg group).** Here \( X = \mathbb{R} \times \mathbb{C}^{d-1} \), and \( \sigma \) is Lebesgue measure on \( \mathbb{R}^{2d-1} \). If we write \( z = (x, \xi) \) and \( w = (y, \zeta) \) and let \( z \circ w = (x + y + 2\Im \langle \xi, \zeta \rangle, \xi + \zeta) \), then \( (X, \circ) \) is a group, and if \( \gamma(z) = (|x|^2 + |\xi|^4)^{1/2} \) and \( \rho(z, w) = \gamma(z \circ w^{-1}) \), then \( \rho \) is a quasi-metric that is invariant under the group action. Then \( \sigma(B(x, r)) \sim r^d \) and \( C_k \sim 2^{kd} \). Thus if \( N > d \), then \( \Phi(t) = (1 + t)^{-N} \) is admissible and satisfies the hypotheses of Lemma 2.1. In particular, if \( N = 2d \), then \( K_t(z, w) \sim P_t(z, w) \) where \( P_t(z, 0) = c_d(t^{d}(|x|^2 + (t + |\xi|^2)^2)^{-d} \) and \( P_t \) is invariant under the group action. This is the Poisson kernel for \( X \). The hypotheses of Theorem 4.3 are satisfied with \( M = 2d \) and \( m = 1/2 \). The \( L^2 \)-boundedness of \( \mathcal{M}_t(\mathcal{P}f) \) follows as in Example 2.

The Cauchy-Szegö kernel for \( X \) is given by
\[
C_t(z, w) = c_d(t + |\xi - \zeta|^2 - i(x - y - 2\Im \langle \xi, \zeta \rangle))^{-d}.
\]
It satisfies the hypotheses of Theorem 4.3 with \( M = d \) and \( m = 1/2 \). The proofs of these facts are similar to those in Example 3. A good reference is [KV].

**Example 5.** Here \( X \) is the \( p \)-adic field, \( \rho \) is the usual metric on \( X \), and \( \sigma \) is Haar measure on \( X \) regarded as a locally compact group under addition. See [T] for details. Then \( \sigma(B(x, 2^{-k})) = 2^{-k} \). Thus \( \Phi(x) = \chi_{[0, 1]}(x) \) is admissible and the resulting kernel is the Poisson kernel \( P_k(x, y) = 2^{-k} \chi_{B(x, 2^{-k})}(y) \).

**Example 6.** Here \( X = [0, \pi] \), \( \rho \) is the usual metric on \( X \), and \( \sigma \) is given for \( \lambda > 0 \) by \( d\sigma(x) = \sin^{2\lambda} x \, dx \). See [MS] for details. This space is associated with the ultraspherical harmonics. The Poisson kernel is
\[
P_r(\theta, \phi) = \pi^{-1} \lambda(1 - r^2) \int_0^\pi \sin^{2\lambda-1} t[1 + r^2 - 2r(\cos \theta \cos \phi + \sin \theta \sin \phi \cos t)]^{-\lambda-1} dt.
\]
This kernel is not generated by a function \( \Phi \) as in the other examples, but the proof in [MS] that shows that the operator \( \mathscr{R} \) determined by \( P_r \) is dominated
by the Hardy-Littlewood maximal operator may be slightly altered to show that $\mathcal{H}$ is dominated by the Hörmander maximal operator $\mathcal{M}$.

Muckenhoupt and Stein [MS] also study the Fourier-Bessel expansions for functions on $\mathbb{R}$. There is a Poisson kernel in this case that is similar to the one described above and the same remarks pertain to it.

6. The Applications and the Examples

The results that have been obtained have dealt with general spaces of homogeneous type, and one might ask if they are sharp enough to yield known results when they are applied to the examples in §5. We show that they are in the following settings.

In Example 2, $X$ is the unit sphere in $\mathbb{R}^d$, $p$ is Euclidean distance, and $\sigma$ is rotation invariant measure. The Poisson kernel is

$$P_r(x, y) = c(1 - r^2)/|x - y|^d.$$ 

If $f \in L^2(\sigma)$ and $0 < r < 1$, then

$$ Pf(x, r) = \sum_n \sum_k c_{nk} r^n Y_n(x) $$

where $\{Y_n|n = 1, 2, 3, \ldots, k = 1, 2, 3, \ldots, \alpha_n\}$ is an orthonormal sequence in $L^2(\sigma)$ (the spherical harmonics) and $c_{nk} = \int_X f Y_n d\sigma$. So

$$ \int_X |Pf(x, r)|^2 d\sigma(x) = \sum_n \sum_k |c_{nk}|^2 r^{2n}. $$

(See [SW].)

Theorem 6.1. In the setting of Example 2, let $d/(d + 1) < p \leq 1$ and let $\beta = (d - 1)(1 - p/2)$. Then there is a constant $C = C(d, p)$ such that

$$ \sum_{n=1}^{\infty} 2^{-N\beta} \left( \sum_{n=2^N}^{2N+1} \sum_k |c_{nk}|^2 \right)^{p/2} \leq C $$

for every $p$-atom $a$.

Proof. Apply Corollary 4.5 with $\mu = \sigma$, $q = 2$, and $d\gamma(t) = t^{\beta - 1} dt$. Then

$$ \int_0^1 \left( \int_X |Pa(x, r)|^2 d\sigma(x) \right)^{p/2} d\gamma(r) \leq C. $$

The conclusion follows immediately from this and the remark preceding the statement of the theorem.

An immediate corollary of this result is a sufficient condition for a sequence to multiply $H^p_{\text{atom}}$ into $l^p$.

Corollary 6.2. In the setting of Example 2, let $d/(d + 1) < p \leq 1$. Suppose that there is a constant $C$ and a doubly indexed set of constants $\{w_{nk}\}_{n,k}$ such that

$$ \sum_{n=2^N}^{2N+1} \sum_k |w_{nk}|^{p/(1-p/2)} \leq C2^{-N(d-1)} $$
for every $N \in \mathbb{N}$. Then there is a constant $C' = C'(d, p)$ such that
\[
\sum_{n} \sum_{k} |w_{nk}c_{nk}|^p < C'
\]
for every $p$-atom $a$.

Proof. By Hölder's inequality,
\[
\sum_{n} \sum_{k} |w_{nk}c_{nk}|^p \leq \sum_{N=1}^{\infty} \left( \sum_{n=2^N}^{2^{N+1}} \sum_{k=1}^{a_{n}} |c_{nk}|^2 \right)^{p/2} \left( \sum_{n=2^N}^{2^{N+1}} \sum_{k=1}^{a_{n}} |w_{nk}|^{p/(1-p/2)} \right)^{1-p/2}.
\]
The proof is completed by applying Theorem 6.1. \(\square\)

In particular, when $p = 1$, this implies that
\[
\sum_{n} \sum_{k} |c_{nk}|/n^{d-1} \leq C
\]
for every $1$-atom, and consequently that this is true for every function in $H^1_{\text{atom}}$. This is an extension of Hardy's inequality \([HL1]\).

Similar considerations apply to the next example.

In Example 3, $X$ is the unit sphere in $C^d$, $\rho$ is the nonisotropic metric, and $\sigma$ is rotation invariant measure. If $z \in X$ and $r > 0$, then $\mathcal{E}a(z, r) = \sum_{\alpha} c_{\alpha} r^{\alpha} z^\alpha/\|z^\alpha\|^2_2$ for any $p$-atom $a$, where $c_{\alpha} = \int_X a(w)\overline{w}^\alpha d\sigma(w)$ for any multi-index $\alpha$. Now, $\{z^\alpha/\|z^\alpha\|_2\}$ is an orthonormal sequence, so if $b_{\alpha} = c_{\alpha}/\|z^\alpha\|_2$, then $\sum_{\alpha} |b_{\alpha}|^2 r^{2|\alpha|} = \int_X |\mathcal{E}a(x, r)|^2 d\sigma(x)$.

The same ideas that were involved in the proof of Theorem 6.1 and Corollary 6.2 prove the following results.

**Theorem 6.3.** In the setting of Example 3, let $(2d + 1)/(2d + 2) < p \leq 1$ and $\beta = d(1 - p/2)$. Then there is a constant $C = C(d, p)$ such that
\[
\sum_{N=1}^{\infty} 2^{-N\beta} \left( \sum_{2^N \leq |\alpha| \leq 2^{N+1}} |b_{\alpha}|^2 \right)^{p/2} \leq C
\]
for every $p$-atom $a$.

Thus if
\[
\sum_{2^N \leq |\alpha| \leq 2^{N+1}} |w_{\alpha}|^{p/(1-p/2)} \leq C 2^{-Nd},
\]
then $\sum_{\alpha} |w_{\alpha}b_{\alpha}|^p < \infty$ for every $p$-atom $a$. Again, when $p = 1$, this yields an extension of Hardy's inequality.

7. Necessary conditions for Carleson measures

It is natural to inquire if the conditions that were sufficient in the Carleson measure theorems are also necessary. The next theorem, a converse to Theorem 4.1, is typical of what may be proved along these lines.

**Theorem 7.1.** Let $0 < p < \infty$. Suppose that $\mu$ and $\nu$ are Borel measures on $X^+$ such that
\[
0 < \nu(T(\tilde{B})) \leq C \nu(T(B))
\]
for every quasi-ball $B$ and
\[ \int_{X^+} (H_u F)^p d\mu \leq \int_{X^+} F^p d\nu \]
for every bounded measurable $F \in BR$. Then there is constant $C' = C'(C, p)$ so that
\[ \mu(T(B)) \leq C'\nu(T(B)) \]
for every quasi-ball $B$.

Proof. Fix $y \in X$ and $s > 0$ and define $F(x, r) = (s + r + \rho(x, y))^{-M}$ where $M$ will be chosen later. If $(x, t) \in T(B(y, s))$ then
\[ H_u F(z, t) = \int_{T(B(y, s))} F d\nu \geq 2^{-M}s^{-M} \]
and for large enough $M$,
\[ \int_{X^+} F^p d\nu = \int_{T(B(y, s))} F^p d\nu + \sum_{k=0}^{\infty} \int_{T(B(y, 2^{k+1}s)) \setminus T(B(y, 2^k s))} F^p d\nu \leq C s^{-M} \nu(T(B(y, s))). \]
Combining these two facts completes the proof. \( \square \)

There are similar converse results for Corollaries 3.2 and 3.3 and Theorems 3.4 and 4.2. These may be obtained using the same ideas and the same functions that were used in Theorem 7.1.

In the proof of Theorem 7.1 it was possible to use a smaller collection of test functions than the set of functions for which Theorem 4.1 holds true. In specific examples, it may not be immediately clear which test functions to choose. For example, the analytic functions are an adequate class of test functions in the original Carleson measure theorem [Car], and it is reasonable to expect that they will also be adequate if $X$ is the unit sphere in $\mathbb{C}^d$. If $X$ is formed into a space of homogeneous type as in Example 3 of §5, then Hörmander [Hö] showed that the analytic functions are indeed an adequate test class, but he also showed that if $X$ is made into a space of homogeneous type as in Example 2 of §5, then they are not, but the harmonic functions are. Thus, determining the right collection to serve as a test class poses some interesting problems. The next theorem is one example of what may be done in this direction.

**Theorem 7.2.** Let $\alpha > 0$, $\beta > 0$, and $c > -1$. Suppose that $\mu$ and $\gamma$ are Borel measures on $\mathbb{R}^d$ and $\mathbb{R}^+$ respectively and that
\[ \left( \int_{\mathbb{R}^d} |F(x, r)|^{\alpha} d\mu(x) \right)^{\beta} \gamma(r) \leq \left( \int_{\mathbb{R}^d} |F(x, r)|^2 dx \right)^{\alpha\beta/2} r^c \gamma(r) \]
for every harmonic function $F$. Then there is a constant $C = C(d, \alpha, \beta, c)$ such that
\[ (\mu(B(x, r)))^{\beta} \gamma([0, r]) \leq Cr^{(\alpha\beta d/2)+c+1} \]
for every $x \in \mathbb{R}^d$ and $r > 0$. 

Proof. Fix $\delta > 0$ and for $k \in \mathbb{Z}$ let $Q_k = \{x \in \mathbb{R}^d | |x_1 - 2k\delta| < \delta, |x_2| < \delta, \ldots, |x_d| < \delta\}$. Then $\{Q_k\}$ is a disjoint family of cubes of side length $\delta$, and
\[
\tilde{\chi}_{Q_k}(x) = Ce^{-2i k \delta x_1} \frac{\sin \delta x_1}{x_1} \cdots \frac{\sin \delta x_d}{x_d} \equiv Ce^{-2i k \delta x_1} H(x),
\]
so if $\phi(x) = \sum_{k=0}^{\infty} \langle \frac{\delta}{k} \rangle (-1)^k \chi_{Q_k}(x)$, then $\check{\phi}(x) = C H(x)(1 - e^{-2i \delta x_1})^p$. Consequently, if $F(x, r) = P \phi(x, r)$, then $F$ is harmonic and
\[
\int_{\mathbb{R}^d} |F(x, r)|^2 \, dx = C \int_{\mathbb{R}^d} e^{-2r|x|} |H(x)|^2 \|1 - e^{2i \delta x_1}|^2 |x|^d \, dx
\]
\[
= C \int_{\mathbb{R}^d} e^{-2r|x|} |H(x)|^2 \sin \delta x_1 |x|^d \, dx.
\]
Now,
\[
(1) \int_{\mathbb{R}^d} e^{-2r|x|} |H(x)|^2 \sin \delta x_1 |x|^d \, dx \leq C \delta^d,
\]
\[
\int_{\{|x| \leq 1/\delta\}} e^{-2r|x|} |H(x)|^2 \sin \delta x_1 |x|^d \, dx
\]
\[
\leq C \left( \int_0^{1/\delta} e^{-2rx} \frac{|\sin \delta x|^2}{x^2} \, dx \right)^{d-1}
\]
\[
\leq \left\{ \begin{array}{ll}
C \delta^{2d+2p/pd+2p} & \text{if } \delta \leq r \\
C \delta^d & \text{if } \delta \geq r,
\end{array} \right.
\]
and
\[
(3) \int_{\{|x| \geq 1/\delta\}} e^{-2r|x|} |H(x)|^2 \sin \delta x_1 |x|^d \, dx \leq C \delta^d e^{-2r/\delta}.
\]
Let
\[
I = \int_0^\infty \left( \int_{\mathbb{R}^d} |F|^2 \, dx \right)^{\alpha \beta/2} \, r^c \, dr
\]
\[
\leq \int_0^\delta \left( \int_{\mathbb{R}^d} |F|^2 \, dx \right)^{\alpha \beta/2} \, r^c \, dr + C \int_\delta^\infty \left( \int_{|x| \leq 1/\delta} |F|^2 \, dx \right)^{\alpha \beta/2} \, r^c \, dr
\]
\[
+ C \int_\delta^\infty \left( \int_{|x| \geq 1/\delta} |F|^2 \, dx \right)^{\alpha \beta/2} \, r^c \, dr
\]
\[
= I_1 + I_2 + I_3.
\]
Then $I_1 \leq C \delta^{\alpha \beta d/2 + c+1}$ by (1), $I_3 \leq C \delta^{\alpha \beta d/2} \int_\delta^\infty e^{-\alpha \beta r/\delta} r^c \, dr = C \delta^{\alpha \beta d/2 + c+1}$ by (3), and $I_2 \leq C \delta^{\alpha \beta (2p+2d)/2} \int_\delta^\infty r^{-\alpha \beta (d+2p)/2} \, dr = C \delta^{\alpha \beta (d+2c)/2} \delta^{(d+2p)/2}$ by (2) if $p$ is chosen large enough so that $\alpha \beta (d+2p)/2 > c+1$. Thus $I \leq C \delta^{\alpha \beta d/2 + c+1}$. 

Next we claim that there is a constant $\lambda$ such that $|F(x, r)| \geq 1/2$ if $|x| \leq \lambda \delta$ and $r \leq \lambda \delta$. From this and the hypothesis of the theorem it follows that

$$\gamma((0, \lambda \delta))(\mu(B(0, \lambda \delta)))^{\alpha \beta} \leq C \delta^{\alpha \beta d/2 + c + 1}.$$  

To prove the claim, note that

$$-F(x, r) = -\int_{Q_0} P_r(x, y) dy - \sum_{k=1}^{p} \left(\frac{p}{k}\right)^{(-1)^k} \int_{Q_k} P_r(x, y) dy$$

$$= \int_{\mathbb{R}^d \setminus Q_0} P_r(x, y) dy - \sum_{k=1}^{p} \left(\frac{p}{k}\right)^{(-1)^k} \int_{Q_k} P_r(x, y) dy.$$  

But if $k \geq 1$, then $Q_k \subset \mathbb{R}^d \setminus Q_0$, so $|1 - F(x, r)| \leq 2^p \int_{\mathbb{R}^d \setminus Q_0} P_r(x, y) dy$. Now it easy to see that if $\delta > 0$, $\lambda \leq 1/2$, $|x| \leq \lambda \delta$, and $|r| \leq \lambda \delta$, then $\int_{|y| \geq \delta} P_r(x, y) dy \leq C_d \lambda$, so $|1 - F(x, r)| \leq 1/2$ for sufficiently small $\lambda$, and hence $|F(x, r)| \geq 1/2$ if $|x| \leq \lambda \delta$ and $r \leq \lambda \delta$. This completes the proof of Theorem 7.2.  
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