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Abstract. The results of Boyce for random Sturm-Liouville problems are generalized to random quadratic forms. Order relationships are proved between the means of eigenvalues of a random quadratic form and the eigenvalues of an associated mean quadratic form. Finite-dimensional and infinite-dimensional examples that show these are the best possible results are given. Also included are some results for a general approximation theory for random quadratic forms.

0. Introduction

In [1] and [2] Boyce considered the order relationship between the means of eigenvalues for random Sturm-Liouville problems and the corresponding eigenvalues for the associated Sturm-Liouville problem with random coefficients replaced with their means. Subsequently, Kreith [7] modified Boyce's problem to obtain similar results for a stochastic initial value problem of this type.

At first glance these results seem surprising. In the deterministic case, general comparison results exist for the nth eigenvalue for pairs of two quadratic forms (see [4] or [5]) and hence Sturm-Liouville problems. But why should any relationship exist if we only average the forms?

The major purpose of this paper is to consider the order relations described above for the nth eigenvalue, \( n = 1, 2, 3, \ldots \), for quadratic forms. Our setting is that of [5]. Thus, similar results hold for higher-order linear, selfadjoint differential systems and focal or conjugate point theory including quadratic control problems.

The remainder of this paper is as follows. In Section 1 we sketch the deterministic theory needed for the remainder of this paper. In Section 2 we give our main results for order comparison.

In many cases we give counterexamples to show that general results for the nth eigenvalue do not always hold. Thus, in Section 3 we consider finite-dimensional examples and, in Section 4, infinite-dimensional examples including Sturm-Liouville problems. Finally, in Section 5 we present some new results for a general approximation theory for random quadratic forms.
1. Deterministic theory

Following [4] or [5] we assume that \( \mathcal{H} \) is a Hilbert space, \( J(x) \) is an elliptic quadratic form, and \( K \) is a compact quadratic form defined on \( \mathcal{H} \). \( Q(x) \) is a quadratic form if there exists a linear transformation \( T \) on \( \mathcal{H} \) such that \( J(x) = (Tx, x) \). The associated bilinear form is \( Q(x, y) = (Tx, y) \). \( J \) is elliptic if \( J \) is equivalent to the inner product on \( \mathcal{H} \) except for a subspace of finite co-dimension. \( K \) is compact if \( K(x) = (Tx, x) \) where \( T \) is compact. In this setting, a real number \( \lambda \) is an eigenvalue of \( J(x) \) relative to \( K(x) \) if there exists \( x \neq 0 \) in \( \mathcal{H} \), called the eigenvector, such that

\[
J(x, y; \lambda) = J(x, y) - \lambda K(x, y) = 0
\]

for all \( y \) in \( \mathcal{H} \). We note that the form \( J(x; r) \) is elliptic for any real number \( r \).

For an elliptic quadratic form we have two nonnegative integer value functions which correspond, respectively, to the number of negative and zero eigenvalues. Thus we define the signature \( s \) of \( J(x) \) on a subspace \( \mathcal{E} \subset \mathcal{H} \) to be the dimension of a maximal subspace of \( \mathcal{E} \) contained in \( \{ x \in \mathcal{E} : J(x) < 0 \text{ if } x \neq 0 \} \) and the nullity \( n \) of \( J(x) \) on a subspace \( \mathcal{E} \) to be the dimension of the subspace \( \{ x \in \mathcal{E} : J(x, y) = 0 \text{ for all } y \in \mathcal{E} \} \).

If \( \mathcal{H} = \mathbb{R}^n \), \( A \) is a symmetric matrix, \( J(x) = x^T Ax \), and \( K(x) = x^T x \), then the above definition leads to the usual eigenvalue-eigenvector solutions in \( \mathbb{R}^n \).

If \( \mathcal{H} = \{ x \in AC(a, b) : x' \in L^2(a, b), \ x(a) = x(b) = 0 \} \), \( J(x) = \int_a^b [r(t)x'^2 + q(t)x^2] dt \), and \( K(x) = \int_a^b p(t)x^2 dt \), then condition (1) leads to the Sturm-Liouville problem

\[
(rx')' - qx + \lambda px = 0, \quad x(a) = x(b) = 0
\]

by using the Euler-Lagrange equation. It is known that this problem has a sequence of eigenvalues \( \{ \lambda_n \} \) with \( \lambda_1 < \lambda_2 < \cdots \) and \( \lim_{n \to \infty} \lambda_n = \infty \).

We have the following theorem (see [5, p. 111]).

**Theorem 1.** If \( J_1(x) \leq J_2(x) \) and \( K_1(x) \geq K_2(x) \), then \( \lambda_n^{(1)} \leq \lambda_n^{(2)} \) where \( \lambda_n^{(i)} \) are the \( n \)-th eigenvalues of \( J_i(x) \) relative to \( K_i(x) \) for \( i = 1, 2 \).

In the above Sturm-Liouville problem, the hypothesis holds trivially if \( 0 < r_1(t) \leq r_2(t) \), \( q_1(t) \leq q_2(t) \), and \( p_1(t) \geq p_2(t) \).

We next turn to a general theory of approximations for the \( n \)-th eigenvalue \( \lambda_n \). The complete theory is in [5]. Briefly, assume \( \Sigma \) is a metric space with metric \( \rho \). For each \( \sigma \) in \( \Sigma \) we assume that \( J(x; \sigma) \) and \( K(x; \sigma) \) are elliptic and compact quadratic forms, respectively, defined on a closed subspace \( \mathcal{A}(\sigma) \) of \( \mathcal{H} \). In addition, we assume that the relatively weak approximation conditions (1) and (2) in [5, p. 75; 4, pp. 385–386] are satisfied. These conditions hold in all deterministic cases considered below. If we define \( s(\lambda, \sigma) \) and \( n(\lambda, \sigma) \) to be, respectively, the signature and the nullity of \( J(x; \lambda, \sigma) = J(x; \sigma) - \lambda K(x; \sigma) \) on \( \mathcal{A}(\sigma) \), then the following result holds.

**Theorem 2.** For each real \( \lambda \), there exists \( \delta > 0 \) such that if \( \rho(\sigma, \sigma_0) < \delta \) then

\[
s(\sigma_0, \lambda) \leq s(\sigma, \lambda) \leq s(\sigma, \lambda) + n(\sigma, \lambda) \leq s(\sigma_0, \lambda) + n(\sigma_0, \lambda).
\]
From [5, p. 110] we also have

**Theorem 3.** If the nth eigenvalue of \( J(\sigma) \) with respect to \( K(\sigma) \), \( \lambda_n(\sigma) \), exists for \( \sigma = \sigma_0 \), it exists in a \( p \)-neighborhood of \( \sigma_0 \) and is a \( p \)-continuous function of \( \sigma \).

We note that there is a finite number of negative eigenvalues if we generalize to the condition that \( J(x) > 0 \) whenever \( x \neq 0 \) and \( K(x) \leq 0 \).

---

### 2. ORDER RELATIONSHIPS

We consider here order relationships between the mean values of eigenvalues of a random quadratic form and eigenvalues of the mean quadratic form. This generalizes results in [2].

Let \( J(x, y) \) be a symmetric bilinear form and \( J(x) \) be the associated quadratic form on \( \mathcal{H} \). Let \( K(x, y) \) be an inner product on \( \mathcal{H} \). Suppose that we have real eigenvalues \( \lambda_j \) and associated eigenvectors \( u_j \in \mathcal{H} \) which satisfy

\[
J(u_j, x) - \lambda_j K(u_j, x) = 0 \quad \text{for every } x \in \mathcal{H}.
\]

Suppose also that the eigenvalues are ordered, \( \lambda_1 \leq \lambda_2 \leq \cdots \), and the eigenvectors are chosen to be orthonormal with respect to \( K \). The following is a generalization of the Rayleigh quotient formula for \( \lambda_1 \) and a related formula in [3, p. 459].

**Lemma 4.** Suppose that the set of eigenvectors \( \{u_1, u_2, \ldots\} \) is complete; i.e.,

\[
x = \sum_j K(u_j, x)u_j \quad \text{for all } x \in \mathcal{H}.
\]

Let \( \mathcal{J}_n \) be the collection of all \( K \)-orthonormal sets of \( n \) elements from \( \mathcal{H} \). Then

\[
\sum_{i=1}^n \lambda_i = \min_{\{v_1, \ldots, v_n\} \in \mathcal{J}_n} \sum_{i=1}^n J(v_i).
\]

**Proof.** First we note that \( \{u_1, \ldots, u_n\} \in \mathcal{J}_n \) and \( \sum_{i=1}^n J(u_i) = \sum_{i=1}^n \lambda_i \). For general set \( \{v_1, \ldots, v_n\} \in \mathcal{J}_n \) we have

\[
\sum_{i=1}^n J(v_i) = \sum_{i=1}^n \sum_j \lambda_j \left[K(u_j, v_i)\right]^2.
\]

For each integer \( i, 1 \leq i \leq n \),

\[
1 = K(v_i, v_i) = \sum_j \left[K(u_j, v_i)\right]^2,
\]

and for each integer \( j, j \geq 1 \),

\[
1 = K(u_j, u_j) \geq \sum_{i=1}^n \left[K(u_j, v_i)\right]^2.
\]
Then, defining \( K_{ji} = K(u_j, v_i) \),

\[
\sum_{i=1}^{n} J(v_i) = \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_j K_{ji}^2 + \sum_{i=1}^{n} \sum_{j \geq n+1} \lambda_j K_{ji}^2 \\
\geq \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_j K_{ji}^2 + \lambda_n \sum_{i=1}^{n} \sum_{j \geq n+1} K_{ji}^2 \\
= \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_j K_{ji}^2 + \lambda_n \sum_{i=1}^{n} \left( 1 - \sum_{j=1}^{n} K_{ji}^2 \right) \\
= \sum_{j=1}^{n} \lambda_j \sum_{i=1}^{n} K_{ji}^2 + \lambda_n \sum_{j=1}^{n} \left( 1 - \sum_{i=1}^{n} K_{ji}^2 \right) \\
\geq \sum_{j=1}^{n} \lambda_j
\]

(10)

and the conclusion follows. \( \square \)

In the finite-dimensional case, we have an additional similar result for the maximum.

**Lemma 5.** Suppose \( \mathcal{H} \) has dimension \( N \). For \( n \leq N \), let \( \mathcal{I}_n \) be the collection of all \( K \)-orthonormal sets of \( n \) elements from \( \mathcal{H} \). Then

\[
\sum_{i=N-n+1}^{N} \lambda_i = \max_{\{v_1, \ldots, v_n\} \in \mathcal{I}_n} \sum_{i=1}^{n} J(v_i).
\]

(11)

Let \( (\Omega, \mathcal{B}, P) \) be a probability space. We denote the expected value of a random variable \( X \) by \( \langle X \rangle \). Now we suppose that \( J(x; \omega), \omega \in \Omega \), is a random elliptic quadratic form and \( J(x, y; \omega) \) is the associated random symmetric bilinear form. We let \( \lambda_1(\omega) \leq \lambda_2(\omega) \leq \ldots \) be the ordered eigenvalues of \( J(\omega) \) with respect to \( K \) for each \( \omega \in \Omega \). We shall assume that the corresponding eigenvectors are complete in \( \mathcal{H} \). Define the mean bilinear form \( \langle J \rangle \) by

\[
\langle J \rangle (x, y) \equiv \langle J(x, y) \rangle \quad \text{for} \ x, y \in \mathcal{H}.
\]

We assume all expectations exist. Let \( \mu_1 \leq \mu_2 \leq \ldots \) be the ordered eigenvalues of \( \langle J \rangle \). We also assume that the corresponding eigenvectors are complete in \( \mathcal{H} \).

**Theorem 6.** We have the following inequalities:

(i) \( \langle \lambda_1 \rangle \leq \mu_1 \),

or, more generally,

(ii) \( \sum_{i=1}^{n} \langle \lambda_i \rangle \leq \sum_{i=1}^{n} \mu_i \).

In addition, if \( \mathcal{H} \) is finite-dimensional with dimension \( N \),

(iii) \( \langle \lambda_N \rangle \geq \mu_N \),

or more generally,

(iv) \( \sum_{i=n}^{N} \langle \lambda_i \rangle \geq \sum_{i=n}^{N} \mu_i \).
Proof. We prove part (ii) here. The other cases are similar. By Lemma 4, for each $K$-orthonormal set of $n$ vectors $\{v_1, \ldots, v_n\}$,

\begin{equation}
\sum_{i=1}^{n} \lambda_i(\omega) \leq \sum_{i=1}^{n} J(v_i; \omega) \quad \text{for all } \omega \in \Omega.
\end{equation}

Then

\begin{equation}
\sum_{i=1}^{n} \langle \lambda_i \rangle \leq \sum_{i=1}^{n} \langle J(v_i) \rangle = \sum_{i=1}^{n} \langle J(v_i) \rangle.
\end{equation}

Now

\begin{equation}
\sum_{i=1}^{n} \mu_i = \min_{\{v_1, \ldots, v_n\} \in \mathcal{F}} \sum_{i=1}^{n} \langle J(v_i) \rangle,
\end{equation}

and thus (ii) follows. □

In the $N$-dimensional case, the sum of all eigenvalues satisfies both order relationships and we have

**Corollary 7.** $\sum_{i=1}^{N} \langle \lambda_i \rangle = \sum_{i=1}^{N} \mu_i$.

### 3. Finite-dimensional examples

In this section we study the order relationship between the expected value of the $k$th eigenvalue and the $k$th eigenvalue of the expected value in the finite-dimensional case. In the previous section we showed that an order relationship can be given for the smallest and largest eigenvalues. We will now show by examples that the intermediate eigenvalues can satisfy either order relationship.

Throughout this section we define for $x$ in $\mathcal{F} = \mathbb{R}^n$

\begin{equation}
J(x) = x^T Ax \quad \text{and} \quad K(x) = x^T Bx
\end{equation}

where $A$ is a symmetric real $n \times n$ matrix and $B$ is a symmetric real positive definite $n \times n$ matrix.

We first give a two-dimensional example with strict inequalities in the smallest and largest eigenvalues.

**Example 1.** Suppose $\mu_1 < \mu_2$ are reals and $\eta$ is a random variable with mean 0 and finite variance. Let

\begin{equation}
A = \begin{pmatrix} \mu_1 & \eta \\ \eta & \mu_2 \end{pmatrix} \quad \text{and} \quad B = I_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\end{equation}

Then the eigenvalues of $\langle J \rangle$ are $\mu_1$ and $\mu_2$ while the eigenvalues of $J$ are

\begin{equation}
\lambda_1 = \frac{\mu_1 + \mu_2}{2} - \sqrt{\frac{(\mu_2 - \mu_1)^2}{4} + \eta^2} \quad \text{and} \quad \lambda_2 = \frac{\mu_1 + \mu_2}{2} + \sqrt{\frac{(\mu_2 - \mu_1)^2}{4} + \eta^2}.
\end{equation}

If $\eta \neq 0$ with positive probability, we have the order relationships $\langle \lambda_1 \rangle < \mu_1$ and $\langle \lambda_2 \rangle > \mu_2$.

We now consider $n$-dimensional generalizations of the previous example.
Example 2. Suppose $\mu_1 < \mu_2 < \cdots < \mu_n$, and let $B = I_n$ and

$$A = \text{diag}(\mu_1, \mu_2, \ldots, \mu_n) + \begin{pmatrix}
0 & \eta_2 & \cdots & \eta_n \\
\eta_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\eta_n & 0 & \cdots & 0
\end{pmatrix}$$

where $\eta_i$ are mutually independent random variables with mean 0 and $\eta_i \neq 0$ with positive probability for each $i$. The characteristic polynomial for this matrix is

$$Q(\lambda) = \prod_{i=1}^{n} (\mu_i - \lambda) - \sum_{i=2}^{n} \eta_i^2 \prod_{j \neq i}^{n} (\mu_j - \lambda).$$

Now for $\lambda$ sufficiently smaller than $\mu_1$, $Q(\lambda) > 0$, and for $\lambda$ sufficiently larger than $\mu_n$, $Q(\lambda)$ has the same sign as $(-1)^n$. Evaluating at each $\mu_i$, we have $Q(\mu_1) \leq 0$, $Q(\mu_2) \leq 0$, and $Q(\mu_i)$ alternate $\leq 0$, $\geq 0$ for $i \geq 2$. Furthermore, with positive probability, all of these inequalities hold strictly. It follows that with positive probability, $\lambda_1 < \mu_1$ and $\lambda_i > \mu_i$ for $i \geq 2$. Taking expectations, the mean eigenvalues also satisfy these relationships.

In a similar way, let $B = I_n$ and

$$A = \text{diag}(\mu_1, \mu_2, \ldots, \mu_n) + \begin{pmatrix}
0 & \cdots & 0 & \eta_1 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & \eta_{n-1} \\
\eta_1 & \cdots & \eta_{n-1} & 0
\end{pmatrix}$$

where $\eta_i$ are mutually independent random variables with mean 0 and $\eta_i \neq 0$ with positive probability for each $i$. Then we have $\langle \lambda_i \rangle < \mu_i$ for $1 \leq i \leq n-1$ and $\langle \lambda_n \rangle > \mu_n$.

Example 3. We can construct examples where the intermediate eigenvalues satisfy either order relationship by using the matrices in Examples 1 and 2 as blocks of a larger matrix.

Allowing $A$ and $B$ both to be random, we can construct examples where any eigenvalue can satisfy either order relationship.

Example 4. Suppose $\mu_1 < \mu_2 < \cdots < \mu_n$. Let $A = \text{diag}(\eta_1(\omega), \ldots, \eta_n(\omega))$ where $\langle \eta_i \rangle = \mu_i$ for $1 \leq i \leq n$, and let $B = \text{diag}(\kappa_1(\omega), \ldots, \kappa_n(\omega))$ where $\langle \kappa_i \rangle = 1$ for $1 \leq i \leq n$. Then the eigenvalues of $\langle J \rangle$ relative to $\langle K \rangle$ are $\mu_1, \ldots, \mu_n$ and the (random) eigenvalues of $J$ relative to $K$ are $\eta_i/\kappa_i$ for $1 \leq i \leq n$. Let $\Omega = \{\omega_1, \omega_2\}$ and $P(\omega_1) = 1/2 = P(\omega_2)$. Now if we take

$$\eta_i(\omega_1) = \mu_i(1 - \delta_i), \quad \eta_i(\omega_2) = \mu_i(1 + \delta_i), \quad \kappa_i(\omega_1) = 1 - \epsilon_i, \quad \kappa_i(\omega_2) = 1 + \epsilon_i,$$

we have for sufficiently small positive $\epsilon_i$ and $\delta_i$,

$$\langle \lambda_i \rangle = \begin{pmatrix}
\eta_i \\
\kappa_i
\end{pmatrix} = \frac{\mu_i(1 - \epsilon_i \delta_i)}{1 - \epsilon_i^2} \begin{cases}
> \mu_i & \text{if } 0 < \delta_i < \epsilon_i, \\
< \mu_i & \text{if } 0 < \epsilon_i < \delta_i,
\end{cases}$$
4. INFINITE-DIMENSIONAL EXAMPLES

The theory of quadratic forms on infinite-dimensional spaces includes, for example, the Sturm-Liouville theory. For general quadratic forms on infinite-dimensional spaces we get results very similar to those of the preceding section.

Example 5. We consider the eigenvalue problem where $J$ is random and $K$ is deterministic. We can construct examples where the order relations between the eigenvalues of the mean quadratic form, $\mu_i$, and the mean eigenvalues of the random quadratic form, $\langle \lambda_i \rangle$, are specified in either direction for a finite number of them not including the first. We do this by applying the ideas of Example 3 on a finite-dimensional subspace of $\mathcal{H}$.

It is not clear whether Sturm-Liouville boundary value problem examples can be constructed for the quadratic forms in Example 5. However we give the quadratic form version of a similar Sturm-Liouville example of Boyce [2].

Example 6. Let $\mathcal{H} = \{x \in AC(0, \pi) : x' \in L^2(0, \pi), \quad x(0) = x(\pi) = 0\}$,

\begin{equation}
J(x, \omega) = \int_0^\pi [x'^2 + (1 + \epsilon \eta(\omega) \cos t)x^2] dt, \quad \text{and} \quad K(x) = \int_0^\pi x^2 dt,
\end{equation}

where $\langle \eta \rangle = 0$, $\eta$ is bounded a.s., and $\eta \neq 0$ with positive probability. Boyce shows that for sufficiently small $\epsilon > 0$, $\langle \lambda_k \rangle > \mu_k = 1 + k^2$ for $k \geq 2$.

As in the finite-dimensional case, allowing $K$ also to be random allows for more diversity in the order relationships. Consider the following Sturm-Liouville example.

Example 7. Let $\mathcal{H}$ be as before, and let

\begin{equation}
J(x, \omega) = \int_0^\pi [p(\omega)x'^2 + q(\omega)x^2] dt \quad \text{and} \quad K(x, \omega) = \int_0^\pi r(\omega)x^2 dt
\end{equation}

where $p > 0$, $r > 0$, $q > -p$, $\langle p \rangle = 1$, $\langle q \rangle = 0$, and $\langle r \rangle = 1$. Then the eigenvalues of $\langle J \rangle$ relative to $\langle K \rangle$ are $\mu_k = k^2$ and the random eigenvalues of $J$ relative to $K$ are

\begin{equation}
\lambda_k(\omega) = \frac{p(\omega)k^2 + q(\omega)}{r(\omega)}.
\end{equation}

In particular, let $\Omega = \{\omega_1, \omega_2\}$ and $P(\omega_1) = 1/2 = P(\omega_2)$. If

\begin{align*}
p(\omega_1) &= 1 + \epsilon, \quad &p(\omega_2) &= 1 - \epsilon, \\
q(\omega_1) &= -2n^2\epsilon, \quad &q(\omega_2) &= 2n^2\epsilon, \\
r(\omega_1) &= 1 - \epsilon, \quad &r(\omega_2) &= 1 + \epsilon,
\end{align*}

then, for sufficiently small $\epsilon > 0$,

\begin{equation}
\langle \lambda_k \rangle = k^2 + \frac{2\epsilon^2(k^2 - n^2)}{1 - \epsilon^2}
\end{equation}

and thus

\begin{equation}
\langle \lambda_k \rangle \begin{cases} < \mu_k & \text{if } k < n, \\
> \mu_k & \text{if } k > n.
\end{cases}
\end{equation}
On the other hand, if
\begin{align}
p(\omega_1) &= 1 - 2\varepsilon, \quad p(\omega_2) = 1 + 2\varepsilon, \\
q(\omega_1) &= n^2\varepsilon, \quad q(\omega_2) = -n^2\varepsilon, \\
r(\omega_1) &= 1 - \varepsilon, \quad r(\omega_2) = 1 + \varepsilon,
\end{align}
then, for sufficiently small $\varepsilon > 0$,
\begin{equation}
\langle \lambda_k \rangle = k^2 + \frac{\varepsilon^2(n^2 - k^2)}{1 - \varepsilon^2}
\end{equation}
and thus
\begin{equation}
\langle \lambda_k \rangle \begin{cases}
> \mu_k & \text{if } k < n, \\
< \mu_k & \text{if } k > n.
\end{cases}
\end{equation}

5. APPROXIMATION THEORY

Let $\Sigma$ be a metric space with metric $\rho$ and $J(x; \sigma), \sigma \in \Sigma$, be a family of quadratic forms for which the conclusion of Theorem 2 holds. That is, for each $\lambda$, there exists $\delta > 0$ such that if $\rho(\sigma, \sigma_0) < \delta$ then the inequalities of (3) hold. Then it follows immediately that if $\eta$ is a $\Sigma$-valued random variable such that $\rho(\eta, \sigma_0) < \delta$, a.s., then
\begin{equation}
s(\sigma_0, \lambda) \leq s(\eta, \lambda) \leq s(\eta, \lambda) + n(\eta, \lambda) \leq s(\sigma_0, \lambda) + n(\sigma_0, \lambda), \quad \text{a.s.}
\end{equation}
We define $s(\eta, \lambda)$ to be the number of mean eigenvalues, $\langle \lambda_k(\eta) \rangle$, less than $\lambda$ and $n(\eta, \lambda)$ to be the number of mean eigenvalues equal to $\lambda$. Then we have the following approximation theorem for the mean eigenvalues.

**Theorem 8.** Let $\lambda$ be fixed, and suppose that the conclusion of Theorem 2 holds for $J(x; \sigma)$. Then for the same $\delta > 0$, if $\rho(\eta, \sigma_0) < \delta$, a.s.,
\begin{equation}
s(\sigma_0, \lambda) \leq s(\eta, \lambda) \leq s(\eta, \lambda) + n(\eta, \lambda) \leq s(\sigma_0, \lambda) + n(\sigma_0, \lambda).
\end{equation}
**Proof.** Suppose $s(\sigma_0, \lambda) = m$. Then by (33), if $\rho(\eta, \sigma_0) < \delta$, a.s., $s(\eta, \lambda) \geq m$, a.s. Thus $\lambda_m(\eta) < \lambda$, a.s., and so $\langle \lambda(\eta) \rangle < \lambda$, and it follows that $s(\eta, \lambda) \geq m = s(\sigma_0, \lambda)$. The last inequality follows in a similar way, noting that $s(\eta, \lambda) + n(\eta, \lambda) \leq M$ only if $\lambda_{M+1}(\eta) > \lambda$ and the converse holds for $s + n$. \qed

In certain cases, we can get approximation results with less stringent hypotheses.

**Example 1 revisited.** Consider Example 1 with the added condition that $\text{Var}(\eta) < \delta^2$. Since
\begin{equation}
\frac{\mu_2 - \mu_1}{2} \leq \sqrt{\frac{(\mu_2 - \mu_1)^2}{4} + \eta^2} \leq \frac{\mu_2 - \mu_1}{2} + |\eta|,
\end{equation}
we have that
\begin{equation}
\mu_1 - |\eta| \leq \lambda_1 \leq \mu_1 \quad \text{and} \quad \mu_2 \leq \lambda_2 \leq \mu_2 + |\eta|.
\end{equation}
Thus $\lambda_i$ approximates $\mu_i$ in a mean-square sense:
\begin{equation}
\langle (\lambda_i - \mu_i)^2 \rangle^{1/2} < \delta, \quad i = 1, 2.
\end{equation}
It follows also from this that

\[ |\langle \lambda_i \rangle - \mu_i| < \delta, \quad i = 1, 2, \]

and thus for each \( \lambda \) there exists a \( \delta > 0 \) such that if \( \text{Var}(\eta) < \delta^2 \), (34) holds. Thus we get the approximation result for the mean eigenvalue without requiring a uniform bound on \( \eta \).

The authors would like to thank Professor Keith Kreith for calling this interesting topic to our attention.
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