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Abstract. We determine all factorizations of simple algebraic groups as the product of two maximal closed connected subgroups. Additional results are established which drop the maximality assumption, and applications are given to the study of subgroups of classical groups transitive on subspaces of a given dimension.

INTRODUCTION

Let $G$ be a simple algebraic group over an algebraically closed field $K$ of characteristic $p$ (allowing $p = 0$). In this paper we determine all factorizations $G = XY$ of $G$ as a product of two maximal closed subgroups $X$ and $Y$. Various cases of this problem have been studied by other authors. The “parabolic” factorizations—that is, the factorizations in which one of the factors $X, Y$ is a parabolic subgroup—were determined by A. Onishchik [On] (and also by I.L. Kantor [Ka] when $p = 0$). We also mention that the maximal factorizations of the finite simple groups were determined in [LPS]. Our results form an interesting contrast with those of [LPS]; there are far fewer maximal factorizations of simple algebraic groups than there are of finite simple groups, but a few of those occurring in the algebraic case have no counterpart in the finite case.

One consequence of our results is the determination of all closed reductive subgroups of classical algebraic groups $G$ which act transitively on the set of totally singular or non-degenerate subspaces of some fixed dimension of the usual module for $G$.

We shall give complete proofs, including the parabolic cases covered by [On, Ka], since our methods are somewhat more straightforward than those of Onishchik and Kantor. In particular, we have the advantage of the substantial information on maximal subgroups of simple algebraic groups of exceptional type provided by [Se2].

We state our results separately for $G$ exceptional and $G$ classical. For $G$ exceptional, we give in fact all factorizations $G = XY$ ($X, Y$ closed), with no maximality assumptions on $X, Y$. It is elementary to see that if $G = XY$, then also $G = X^0 Y^0$ and $G = X^g Y^h$ for any $g, h \in G$ (Lemma 1.1); thus it is sufficient to list all possibilities for $X^0$ and $Y^0$ up to $G$-conjugacy.

To state our first result, we need to explain a little notation. In the root system of type $F_4$, the long roots form a $D_4$ subsystem, and the short roots a subsystem which we denote by $\tilde{D}_4$. When $p = 2$, the corresponding root groups in $F_4$ generate subgroups $D_4, \tilde{D}_4$; these are contained in subgroups $B_4, C_4$, respectively. Similarly,
when \( p = 3 \) and \( G = G_2 \), the long and short root subsystems give subgroups \( A_2 \) and \( \tilde{A}_2 \), respectively.

**Theorem A.** Let \( G \) be a simple algebraic group of exceptional type in characteristic \( p \), and suppose that \( G = XY \) with \( X, Y \) closed proper subgroups of \( G \). Then one of the following holds:

1. \( G = F_4, p = 2 \) and \( X^0 = D_4 \) or \( B_4, Y^0 = \tilde{D}_4 \) or \( C_4 \);
2. \( G = G_2, p = 3 \) and \( X^0 = A_2, Y^0 = \tilde{A}_2 \).

Conversely, if \( G, X, Y \) satisfy (i) or (ii), then \( G = XY \).

**Remark.** In (i), if \( \tau \) is a graph automorphism of \( F_4 \), then \( \tilde{D}_4 = D_4^\tau \) and \( C_4 = B_4^\tau \).

To state our result for \( G \) classical, we need some further notation. Let \( V \) be the usual vector space associated with the classical group \( G \); if \( (G, p) = (B_n, 2) \), we take \( V \) to be the associated \( 2n \)-dimensional symplectic space. Label the Dynkin diagram of \( G \) as in [Bou, p. 250], and let \( P_i \) be the parabolic subgroup of \( G \) obtained by deleting the \( i \)th node of the Dynkin diagram. Thus \( P_i \) is the stabilizer in \( G \) of a totally singular \( i \)-subspace of \( V \) except when \( (G, i) = (D_n, n - 1 \text{ or } n) \); in the exceptional case, \( P_{n-1} \) and \( P_n \) are stabilizers of totally singular \( n \)-subspaces in different \( G \)-orbits. When \( G \neq SL_n \), let \( N_i \) denote the connected stabilizer in \( G \) of a non-degenerate subspace of \( V \) of dimension \( i \) with \( i \leq \dim V/2 \); and when \( (G, p) = (SO_{2n}, 2) \), let \( N_i \) denote the connected stabilizer of a nonsingular 1-space. Finally, if \( \lambda \) is a dominant weight, denote by \( V_G(\lambda) \) the rational irreducible \( \mathbb{K}G \)-module with highest weight \( \lambda \).

**Theorem B.** Let \( G \) be a simple algebraic group of classical type in characteristic \( p \) with (irreducible) natural module \( V \), and suppose that \( G = XY \) with \( X, Y \) maximal closed connected subgroups of \( G \). Then \( G = XY \) is one of the following factorizations:

1. **parabolic factorizations:**
   - \( SL_{2m} = Sp_{2m}P_i = Sp_{2m}P_{2m-1} \) \((m \geq 2)\),
   - \( SO_{2m} = N_1P_m = N_1P_{m-1} \) \((m \geq 4)\),
   - \( SO_8 = B_3P_i (i = 1, 3, 4) \) \((\text{where } V \downarrow B_3 = V_{B_3}(\lambda_3))\),
   - \( SO_7 = G_2P_1\),
   - \( Sp_6 = G_2P_1 (p = 2)\);

2. **non-parabolic factorizations, \( p \) arbitrary:**
   - \( SO_{2m} = (Sp_m \otimes Sp_2)N_1 \) \((m \text{ even})\),
   - \( SO_{16} = B_4N_1 \) \((\text{where } V \downarrow B_4 = V_{B_4}(\lambda_4))\),
   - \( PSO_8 = B_3B_7 = B_3N_3 = B_3(Sp_4 \otimes Sp_2) \) \((\text{where } V \downarrow B_3 = V_{B_3}(\lambda_3) \text{ and } \tau \text{ is a triality aut. of } PSO_8)\),
   - \( SO_7 = G_2N_1\);

3. **non-parabolic factorizations, \( p = 3 \):**
   - \( SO_{25} = F_4N_1 \) \((\text{where } V \downarrow F_4 = V_{F_4}(\lambda_4))\),
   - \( SO_{13} = C_3N_1 \) \((\text{where } V \downarrow C_3 = V_{C_3}(\lambda_2))\);
(4) non-parabolic factorizations, \( p = 2 \):

\[
\begin{align*}
SP_{2m} &= SO_{2m}N_{2k} (1 \leq k \leq m - 1), \\
SO_{56} &= E_7N_1 (\text{where } V \downarrow E_7 = V_{E_7}(\lambda_7)), \\
SO_{32} &= D_6N_1 (\text{where } V \downarrow D_6 = V_{D_6}(\lambda_5) \text{ or } V_{D_6}(\lambda_6)), \\
SO_{20} &= A_5N_1 (\text{where } V \downarrow A_5 = V_{A_5}(\lambda_3)), \\
Sp_{6} &= G_2N_2 = G_2SO_6.
\end{align*}
\]

Remarks. (1) Note that factorizations of \( SP_{2m} \) with \( p = 2 \) give corresponding factorizations of \( SO_{2m+1} \), via a surjective morphism from one group to the other (the latter factorizations are not listed in Theorem B).

(2) It is possible to drop the maximality assumptions on \( X \) and \( Y \) in Theorem B, and to determine all factorizations \( G = XY \) where \( X, Y \) are closed proper subgroups and each is either reductive or parabolic. We do this in an Appendix at the end of the paper.

Corollary 1. If \( G \) is classical with natural module \( V \), and \( G = XY \) with \( X, Y \) closed connected proper subgroups, then there is an automorphism \( \alpha \) of \( G \) (as abstract group) such that \( X^\alpha \) or \( Y^\alpha \) is reducible on \( V \).

Theorem B, together with Theorem C in the Appendix, determines all closed reductive subgroups of classical groups which act transitively on the set of totally singular or non-degenerate subspaces of some fixed dimension. In the next corollary, we highlight one particular case.

Corollary 2. Let \( V \) be a vector space of dimension \( n \) over an algebraically closed field of characteristic \( p \). Suppose \( G \) is a closed proper subgroup of \( SL(V) \) which acts transitively on the set of \( i \)-dimensional subspaces of \( V \) for some \( i < n \). Then either \( G = Sp(V) \) with \( n \) even and \( i = 1 \) or \( n - 1 \), or \( G = G_2 \) with \( n = 6, p = 2 \) and \( i = 1 \) or \( 5 \).

This can be deduced from Theorems A and B as follows. Let \( G \) be as in the hypothesis of Corollary 2. Then \( SL(V) = GP_i \). By Lemma 1.1 we may take \( G \) to be connected. From Theorem B we deduce that \( i = 1 \) or \( n - 1 \) and \( G \leq Sp(V) \).

If \( G < Sp(V) \), then \( Sp(V) = GP_1 \), whence Theorem B gives \( n = 6, p = 2 \) and \( G \leq G_2 \); then \( G_2 = GP_1 \), so \( G = G_2 \) by Theorem A.

The layout of the rest of the paper is as follows. In section 1, we demonstrate the existence of all the factorizations in Theorems A and B. Section 2 contains some general lemmas on factorizations, and in section 3 we prove Theorem A. Theorem B is established in sections 4 and 5: section 4 classifies the parabolic factorizations of classical groups, and section 5 the non-parabolic factorizations. Finally, in the Appendix we show how the maximality assumptions of Theorem B can be relaxed, determining all factorizations \( G = XY \) with \( X, Y \) reductive or parabolic.
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1. Existence of the factorizations in Theorems A and B

As before, let \( G \) be a simple algebraic group over an algebraically closed field \( K \) of characteristic \( p \). In this section we establish the existence of the factorizations in Theorems A and B. We thank Professor R. Steinberg for suggesting the method used in Proposition 1.9 below, which is conceptually more natural than our original proof.
Lemma 1.1. Suppose that $G = XY$ with $X, Y$ proper closed subgroups. Then

(i) $G = X^0Y^0$,
(ii) $G = X^gY^h$ for any $g, h \in G$,
(iii) if $X \leq N_G(D)$ for some non-central subgroup $D$ of $G$, then $Y$ contains no conjugate of $D$.

Proof. To prove (ii), let $g = xy$ with $x \in X$, $y \in Y$. Then $G = (XY)^y = X^{x^g}Y = X^gY$. Repeating the argument gives $G = X^gY^h$. For (iii), note that $Y$ is transitive on the conjugates of $D$, so cannot contain one of these.

We now prove (i). Since $X$ is closed, $G/X$ is an irreducible variety. The group $Y$ acts transitively on $G/X$, so $Y^0$ has finitely many orbits, say $\Delta_1, \ldots, \Delta_k$, and these are permuted transitively by $Y/Y^0$. Suppose that $k > 1$. As $G/X$ is irreducible, the orbits $\Delta_i$ are not closed. Some orbit, hence every orbit, is open in its closure, hence is open and dense in $G/X$. But this means that the complement of $\Delta_1$, namely $\Delta_2 \cup \ldots \cup \Delta_k$, is open and closed, hence is equal to $G/X$, a contradiction. Therefore $k = 1$, and $Y^0$ is transitive on $G/X$. In other words, $G = XY^0$. Repeating the argument, we see that $G = X^0Y^0$. \hfill \Box

In the first three propositions we give elementary geometric proofs of some of the factorizations in Theorem B.

Proposition 1.2. The parabolic factorizations in Theorem B(1) occur.

Proof. The factorizations $SL_{2m} = Sp_{2m}P_1 = Sp_{2m}P_{2m-1}$ are clear, as $Sp_{2m}$ is transitive on the sets of 1-spaces and hyperplanes in $2m$-dimensional space.

Next we show that $SO_{2m} = N_1P_m = N_1P_{m-1}$. Let $V$ be the natural $2m$-dimensional module for $G = SO_{2m}$. Pick a Levi subgroup $L = GL_m$ of $G$. Then $L$ fixes a pair $E, F$ of totally singular $m$-spaces with $V = E \oplus F$, and every nonsingular 1-space contains a vector $e + f$ such that $e \in E$, $f \in F$ and $(e, f) = 1$.

Fix $e_0 \in E$ with $e_0 \neq 0$. The stabilizer $L_{e_0}$ acts transitively on vectors $f \in F$ such that $(e_0, f) = 1$ (indeed, so does $(L')_{e_0}$). Since $L'$ is transitive on the nonzero vectors in $V$, it follows that $L'$ is transitive on the set of all nonsingular 1-spaces in $V$. Hence $G = N_1L'$. Since conjugates of $L'$ lie in $P_m$ and in $P_{m-1}$, it follows that $G = N_1P_m = N_1P_{m-1}$.

In particular, $SO_8 = N_1P_3 = N_1P_4$. The image of $N_1$ under a triality automorphism of $D_4$ is an irreducible $B_3$; hence $SO_8 = B_3P_1$ for $i = 1, 3, 4$.

It remains to show that $SO_7 = G_2P_1$ and $Sp_6 = G_2P_1 (p = 2)$. The latter follows from the former on application of a surjective morphism $SO_7 \rightarrow Sp_6 (p = 2)$; so we need only prove that $SO_7 = G_2P_1$. For this, it will suffice to show that $SO_7 = G_2SO_5$, since $SO_5$ is a Levi subgroup of $P_1$. By the third paragraph, we know that $SO_8 = N_1SL_4$. Application of triality gives $SO_8 = B_3SO_6$. It follows that $N_1 = (B_3 \cap N_1)SO_6 = G_2SO_6$; that is, $SO_7 = G_2SO_6$. Again by the third paragraph, $SO_6 = SO_5SL_3$. Inside $SO_7$, this $SL_3$ lies in $G_2$, so $SO_7 = G_2SO_5$. Hence $SO_7 = G_2P_1$, as required. \hfill \Box

Proposition 1.3. The factorizations in Theorem B(2) (excluding $SO_{16} = B_4N_1$) all occur.

Proof. We established in the proof of 1.2 that $SO_{2m} = N_1SL_m$. Let $V$ be the natural $2m$-dimensional orthogonal module, and let $V = E \oplus F$ as in the proof of 1.2. Suppose that $m$ is even, and choose a subgroup $S$ of $SL_m$ with $S \cong Sp_m$. For $0 \neq e \in E$, $S_e$ fixes a nonzero vector $d \in F$ with $(e, d) = 0$, and is transitive
The following factorizations in Theorem B(4) occur:
\[ S_{p_{2m}} = SO_{2m}N_{2k} \] (p = 2, 1 ≤ k ≤ m - 1),
\[ S_{p_6} = G_2N_2 \] (p = 2),
\[ S_{p_6} = G_2SO_6 \] (p = 2).

**Proof.** The first factorization is an immediate consequence of Witt’s Lemma.

We showed in the proof of 1.2 that \( SO_7 = G_2SO_5 \) and \( SO_7 = G_2N_1 \). And we also proved that \( SO_8 = B_3N_1 \), so \( PSO_8 = B_3B_3^\tau \) for any triality automorphism \( \tau \) of \( PSO_8 \).

**Proposition 1.4.** Let \( U \) be a connected unipotent algebraic group over \( K \), and suppose that \( A, B \) are closed subgroups of \( U \) such that \( \dim A + \dim B - \dim A \cap B \geq \dim U \). Then \( U = AB \).

**Proof.** Induct on \( \dim U \). We may assume \( B \) is proper and embed it in a maximal closed subgroup \( M \) of \( U \). If \( A \leq M \) then, by induction, \( M = AB \) and \( \dim A + \dim B - \dim A \cap B = \dim M \), contradicting the hypothesis. Hence \( A \not\subseteq M \); so \( U = AM \) and \( \dim A \cap M = \dim A - 1 \).

Now the hypothesis gives \( \dim A \cap M + \dim B - \dim A \cap M \cap B = \dim A - 1 + \dim B - \dim A \cap B \geq \dim U - 1 = \dim M \). So by induction, \( M = (A \cap M).B \). Multiplying by \( A \) we have the assertion.

**Corollary 1.6.** Let \( B \) be a connected solvable algebraic group over \( K \), and \( X, Y \) closed subgroups with \( \dim X + \dim Y - \dim X \cap Y \geq \dim B \). Then \( B = XY \).

**Proof.** We may assume \( X \) and \( Y \) are connected. Replace \( X \) by a conjugate, if necessary, so that \( X \) and \( Y \) have tori, \( T_X, T_Y \), each contained in a fixed maximal torus \( T \) of \( B \). In fact, we may also assume that \( T_X \cap T_Y \) is a maximal torus of \( X \cap Y \).

First we claim that \( T_XT_Y \) is a closed subgroup of \( T \). Indeed, the map \( T \to T/T_Y \) is a morphism, so \( T_X \) has closed image. Taking preimages we have the claim.

Next note that \( R_u(X), R_u(Y) \) are contained in \( R_u(B) \). Now \( X \cap Y = R_u(X \cap Y).T_X \cap T_Y \). A dimension count shows that we have the hypotheses of Lemma 1.5, so \( R_u(B) = R_u(X)R_u(Y) \).

Now consider \( B/R_u(B) \), a torus. The images of \( X \) and \( Y \) are both subtori, so the argument of the second paragraph shows that the product of the images is a closed subgroup. Hence the preimage, \( XR_u(B)Y = XY \), is also a closed subgroup. Finally, the hypothesis forces \( XY = B \).

**Lemma 1.7** ([St2, Lemma 2, p. 68]). Let \( J \) be an algebraic group over \( K \) acting algebraically on an algebraic variety \( V \) over \( K \), and let \( H \) be a closed subgroup of \( J \) with \( J/H \) complete. Suppose that \( U \) is a closed, \( H \)-invariant subset of \( V \). Then \( JU \) is closed.
Proof. Although this is in [St2] we give a proof for completeness. Let $S = \{ (xH, v) : x^{-1}v \in U \}$. Since $S$ is $H$-invariant, it is a well-defined subset of $J/H \times V$.

We claim $S$ is closed. Map $J \times V \rightarrow V$ via $(g, v) \mapsto g^{-1}v$. Let $D$ be the preimage of $U$. Then $D$ is closed. The natural map $J \times V \rightarrow J/H \times V$ is an open map (see [Hu, p. 86, Ex.4]). Under this map, $D$ and its complement have disjoint images. The assertion follows.

By hypothesis, $J/H$ is complete, so projecting $S$ to the second coordinate, we find that the image, $JU$, is closed.

Corollary 1.8. Let $X, Y$ be closed subgroups of $G$ such that $\dim X + \dim Y = \dim X \cap Y = \dim G$, and suppose that there are Borel subgroups $B_X, B_Y$ of $X, Y$ such that $B_X B_Y$ is closed. Then $G = XY$.

Proof. Apply Lemma 1.7 to $J = X \times Y$ acting on $V = G$ with $(x, y)$ sending $g \mapsto x^{-1}gy$ $(x \in X, y \in Y, g \in G)$, with $H = B_X \times B_Y$ and $U = B_X B_Y$. We conclude that $JU = XY$ is closed. Hence by the assumption on dimensions, $G = XY$.

We are now in a position to establish the remaining factorizations in Theorems A and B.

Proposition 1.9. The following factorizations $G = XY$ occur:

$\begin{align*}
F_1 &= D_4 \tilde{D}_4\ (p = 2) \quad \text{(as in Theorem A)}, \\
G_2 &= A_2 \tilde{A}_2\ (p = 3) \quad \text{(as in Theorem A)}, \\
SO_{56} &= E_7 N_1\ (p = 2) \quad \text{(as in Theorem B(4))}, \\
SO_{32} &= D_6 N_1\ (p = 2) \quad \text{(as in Theorem B(4))}, \\
SO_{25} &= F_4 N_1\ (p = 3) \quad \text{(as in Theorem B(3))}, \\
SO_{20} &= A_2 N_1\ (p = 2) \quad \text{(as in Theorem B(4))}, \\
SO_{16} &= B_4 N_1\ (as in Theorem B(2)), \\
SO_{13} &= C_3 N_1\ (p = 3) \quad \text{(as in Theorem B(3))}.
\end{align*}$

Proof. The embeddings $E_7 < SO_{56} (p = 2), D_6 < SO_{32} (p = 2), F_4 < SO_{25} (p = 3), A_5 < SO_{20} (p = 2), B_4 < SO_{16}$ and $C_3 < SO_{13} (p = 3)$, via the modules given in Theorem B, are well known (see 2.7 in section 2, for example, for some of them).

Let $G, X, Y$ be as in the statement of the proposition. We claim that we can choose $X$ and $Y$ such that

(a) there is a Borel subgroup $B_G$ of $G$ which contains Borel subgroups $B_X, B_Y$ of $X, Y$, respectively, and

(b) $(X \cap Y)^0$ is as follows (where $T_i$ denotes a rank $i$ torus):

<table>
<thead>
<tr>
<th>$G$</th>
<th>$X$</th>
<th>$Y$</th>
<th>$(X \cap Y)^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>$F_4$</td>
<td>$D_4$</td>
<td>$\tilde{D}_4$</td>
</tr>
<tr>
<td>(2)</td>
<td>$G_2$</td>
<td>$A_2$</td>
<td>$\tilde{A}_2$</td>
</tr>
<tr>
<td>(3)</td>
<td>$SO_{56}$</td>
<td>$E_7$</td>
<td>$N_1$</td>
</tr>
<tr>
<td>(4)</td>
<td>$SO_{32}$</td>
<td>$D_6$</td>
<td>$N_1$</td>
</tr>
<tr>
<td>(5)</td>
<td>$SO_{25}$</td>
<td>$F_4$</td>
<td>$N_1$</td>
</tr>
<tr>
<td>(6)</td>
<td>$SO_{20}$</td>
<td>$A_2$</td>
<td>$N_1$</td>
</tr>
<tr>
<td>(7)</td>
<td>$SO_{16}$</td>
<td>$B_4$</td>
<td>$N_1$</td>
</tr>
<tr>
<td>(8)</td>
<td>$SO_{13}$</td>
<td>$C_3$</td>
<td>$N_1$</td>
</tr>
</tbody>
</table>

In cases (1) and (2) this is easy: choose $X, Y$ to satisfy (a) and such that $X \cap Y$ contains a maximal torus $T$ of $G$. Then $(X \cap Y)^0$ is generated by $T$ together with any $T$-root subgroups lying in $X \cap Y$; but the root subgroups in $X$ correspond to
long roots, whereas those in \(Y\) correspond to short roots, and hence \((X \cap Y)^0 = T\), as claimed.

The remaining cases (3)–(8) are similar to each other. In each case we claim first that we can find a closed connected subgroup \(D\) of \(X\) as in the last column of the above table, generated by long root subgroups of \(X\), such that \(V \downarrow D\) is as follows:

\[
\begin{align*}
(3) \quad V \downarrow D &= V_{E_6}(\lambda_1) \oplus V_{E_6}(\lambda_6) \oplus V_2, \\
(4) \quad V \downarrow D &= V_{A_4}(\lambda_2) \oplus V_{A_4}(\lambda_1) \oplus V_2, \\
(5) \quad V \downarrow D &= V_{D_4}(\lambda_1) \oplus V_{D_4}(\lambda_3) \oplus V_{D_4}(\lambda_4) \oplus V_1, \\
(6) \quad V \downarrow D &= (V_{A_2}(\lambda_1) \oplus V_{2A_2}(\lambda_2)) \oplus (V_{A_2}(\lambda_2) \oplus V_{A_2}(\lambda_1)) \oplus V_2, \\
(7) \quad V \downarrow D &= V_{B_3}(\lambda_3) \oplus V_{B_3}(\lambda_1) \oplus V_1, \\
(8) \quad V \downarrow D &= (V_{A_1}(\lambda_1) \oplus V_{A_1}(\lambda_1) \oplus V_{A_1}(0)) \oplus (V_{A_1}(\lambda_1) \oplus V_{A_1}(0) \ominus V_{A_1}(\lambda_1)) \\
&\quad \oplus (V_{A_1}(0) \ominus V_{A_1}(\lambda_1) \ominus V_{A_1}(\lambda_1)) \oplus V_1,
\end{align*}
\]

where \(V_i\) (\(i = 1\) or 2) denotes a trivial submodule of dimension \(i\). This claim is well known in cases (3), (4) and (5)—see for example [LS2, §2]. The claim is clear in case (6), since in this case \(V \downarrow X\) is the wedge-cube of the usual 6-dimensional \(X\)-module; similarly in case (8), \(V \downarrow X\) is a section of the wedge-square of the usual 6-dimensional module. Finally for (7), take a subgroup \(D_4\) of \(X = B_3\) such that the spin module \(V = V_X(\lambda_3)\) restricts to \(D_4 = V_{D_4}(\lambda_3) \oplus V_{D_4}(\lambda_4)\). Now choose a subgroup \(D = B_3\) of this \(D_4\) fixing a nonsingular 1-space in one of the summands.

Thus \(V \downarrow D\) is as above. Let \(T_X\) be a maximal torus of \(X\) and choose a basis \(B\) of \(T_X\)-weight vectors for \(V\). All \(T_X\)-weight spaces have dimension 1; for a weight \(\mu\), let \(e_\mu\) be the chosen weight vector. In cases (3), (4) and (6), if \(\lambda\) denotes the highest weight, we may take \(V_2 = \langle e_\lambda, e_{-\lambda} \rangle\), and we define \(v = e_\lambda + e_{-\lambda}\); in the other cases we choose \(v\) so that \(V_1 = \langle v \rangle\). Then \(X_v^0 = D\). Taking \(Y = G_v^0\), we therefore have \((X \cap Y)^0 = D\), establishing conclusion (b) above.

Now we argue that (a) holds. Let \(B_X\) be a Borel subgroup of \(X\) containing \(T_X\). In cases (5) and (8) we may take \(V_1 = \langle v \rangle\) to be the 0-weight space for \(T_X\). Then \(B_X\) fixes a complete flag \(F\) of \(V\) determined by an ordered basis of the form \(e_{\mu_1}, \ldots, e_{\mu_m}, v, e_{-\mu_1}, \ldots, e_{-\mu_1}\) (where \(\dim V = 2m + 1\)). Then \(Y_F = (G_v)_F^0\) is a Borel subgroup of \(Y\). Hence the Borel subgroup \(G_F\) of \(G\) contains Borel subgroups of \(X\) and of \(Y\), establishing (a) for these cases. Now consider cases (3), (4), (6). Here \(B_X\) fixes a complete flag \(F\) of \(V\) determined by an ordered basis of the form \(e_{\mu_1}, \ldots, e_{\mu_m}, e_{-\mu_1}, \ldots, e_{-\mu_1}\). Since the Weyl group \(W(X)\) is transitive on the set of weights appearing, the 2-space \(\langle e_{\mu_m}, e_{-\mu_m} \rangle\) is fixed by a \(W(X)\)-conjugate of \(D\); replace \(V_2\) by this 2-space and \(v\) by the vector \(e_{\mu_m} + e_{-\mu_m}\). Then \(Y_F = (G_v)_F^0\) is again a Borel subgroup of \(Y\), and (a) follows as before. Finally in case (7), a maximal torus of \(D = B_3\) has 0-weight space of dimension 2, which we may take to be \(\langle e_{\mu_m}, e_{-\mu_m} \rangle\) in the previous argument. This argument now yields (a) for this case.

Thus (a) and (b) hold in all cases. Observe now that for all the cases (1)–(8) listed above, we have

\[
\dim X + \dim Y - \dim X \cap Y = \dim G
\]

and also

\[
\dim B_X + \dim B_Y - \dim B_{X \cap Y} = \dim B_G.
\]

Hence by Corollary 1.6 we have \(B_G = B_XB_Y\). It now follows from Corollary 1.8 that \(G = XY\), as required. \(\square\)
We have now established all the factorizations in Theorems A and B.

2. Preliminaries for proofs of Theorems A and B

Continue to assume that $G$ is a simple algebraic group over an algebraically closed field of characteristic $p$. The first two results of this section give useful information concerning parabolic factorizations of $G$.

**Lemma 2.1.** Suppose that $G = XY$ with $X$ a proper closed subgroup, and $Y$ a proper parabolic subgroup of $G$. Then

(i) $X$ is reductive;
(ii) $X \cap Y$ is a parabolic subgroup of $X$;
(iii) $R_u(Y)$ and $R_u(X \cap Y)$ have equal dimensions (equal to $\dim(G/Y)$);
(iv) $\dim X \geq 2 \dim(G/Y) + \text{rank}(X)$;
(v) $X$ lies in no proper subgroup of maximal rank in $G$.

**Proof.**
(i) Suppose that $X$ is not reductive, and let $U = R_u(X) \neq 1$. Then $X \leq N_G(U)$. But the parabolic subgroup $Y$ contains a conjugate of $U$, so this contradicts 1.1(iii).

(ii) Let $Y = QL$, where $Q = R_u(Y)$ and $L$ is a Levi subgroup of $Y$. Choose maximal tori $T_X, T$ lying in Borel subgroups $B_X, B$ of $X, G$ respectively, such that $T_X \leq T \leq L$ and $B_X \leq B \leq Y$. Then $X \cap Y$ contains $B_X$, hence is a parabolic subgroup of $X$.

(iii) We have $\dim(G/Y) = \dim R_u(Y)$; and by (ii),
$$\dim(X/X \cap Y) = \dim(R_u(X \cap Y)).$$
Since $G = XY$, $\dim(G/Y) = \dim(X/X \cap Y)$, and (iii) follows.

(iv) We have
$$\dim X = \dim(G/Y) + \dim(X \cap Y) \geq \dim(G/Y) + \dim R_u(X \cap Y) + \text{rank}(X)$$
$$= 2 \dim(G/Y) + \text{rank}(X),$$
using (iii) for the last equality.

(v) By way of contradiction, assume that $X$ is a proper subgroup of maximal rank in $G$. Then $T_X = T$. Write $X \cap Y = Q_X L_X$, where $Q_X$ is the unipotent radical and $L_X$ a Levi subgroup of $X \cap Y$. Since $T_X = T$, every root subgroup of $X$ is a root subgroup of $G$.

Suppose that $Q_X \not\leq Q$, where $Y = QL$ as before, and pick a $T$-root subgroup $U_\beta$ lying in $Q_X$ but not in $Q$. Since every $T$-root subgroup of $Y = QL$ lies in $Q$ or in $L$, we have $U_\beta \leq L$. This implies that $U_{-\beta} \leq L$. As $U_{-\beta} \leq X$ also, this gives $U_{-\beta} \leq X \leq Q_X L_X$, which is impossible as $U_{-\beta} \leq Q_X$. Therefore $Q_X \leq Q$, and so $Q_X = Q$ by (iii). But then
$$G = \langle Q^G \rangle = \langle Q^X \rangle = \langle Q_X \rangle \leq X,$$
which is a contradiction. This completes the proof.

**Lemma 2.2.** Suppose that $G = XY$ with $X$ a closed subgroup and $Y = QL$ parabolic, with unipotent radical $Q$ and Levi subgroup $L$. Assume that the subsystem of the root system of $G$ corresponding to $L$ is fixed by $w_0$, the longest element of the Weyl group of $G$. Then $G = XL$. 

\[\square\]
Proof. Choose maximal tori $T_X, T$ contained in Borel subgroups $B_X, B$ of $X, G$ respectively, with $T_X \leq T \leq L$ and $B_X \leq B \leq Y$. As in the proof of 2.1, write $X \cap Y = Q_X L_X$.

We first establish that $Q_X \cap L = 1$. By our hypothesis concerning $w_0$, we can find a dominant weight $\lambda$ such that $V = V_G(\lambda)$ is self-dual and $G_{(v^+)} = Y$ for some maximal vector $v^+ \in V$. Let $\bar{w}_0$ be an element in the coset of $w_0$, and put $v^- = v^+ \bar{w}_0$. Then $G_{(v^+),(v^-)} = Y \cap Y^\bar{w}_0 = L$.

Let $\delta = \lambda \downarrow T_X$, so that $v^+, v^-$ afford the weights $\delta, -\delta$ for $T_X$, respectively. As $B_X \leq B$, $v^+$ is a maximal vector for $B_X$ and $V \downarrow X$ has a composition factor of high weight $\delta$. Because $V$ is finite-dimensional, it follows that $\delta$ is a dominant weight. Since $G = XY$, we have

$$V = \langle v^+ G \rangle = \langle v^+ X \rangle.$$  

Consequently $V \downarrow X$ is an image of the Weyl module $W_X(\delta)$ in which the weights $\delta, -\delta$ appear with multiplicity 1. Now $X_{(v^+)} = X \cap Y = Q_X L_X$, so $X_{(v^-)} = (Q_X L_X)^t$, where $t = \bar{w}_0(X)$. As $L_X$ fixes $\langle v^- \rangle$, we have $L_X = L_X$ and $Q_X^t$ is the unipotent radical of the parabolic of $X$ opposite to $Q_X L_X$. Hence we conclude that $X_{(v^+),(v^-)} = L_X$. Then $Q_X \cap L = Q_X \cap G_{(v^+),(v^-)} = Q_X \cap L_X = 1$.

Thus $Q_X \cap L = 1$. Since $\dim Q_X = \dim Q = \dim(Y/L)$ by 2.1(iii), it follows that $Q_X$ has a dense open orbit on $Y/L$. Now $Y/L$ is an affine irreducible variety as $L$ is reductive (see [Ha, Ri]). By [Bo, 4.10], every orbit of a unipotent group on an affine variety is closed. We deduce that $Q_X$ is transitive on $Y/L$—that is, $Y = Q_X L$. Therefore $G = XY = XQ_X L = XL$.  

Proposition 2.3. Assume that $G$ is of exceptional type, and that $X$ is a reductive maximal closed connected subgroup of $G$.

(i) If $X$ is of maximal rank and $\dim X \geq \frac{1}{2} \dim G$, then $(G, X)$ is one of the following: $(E_8, A_1 E_7)$, $(E_7, A_1 D_6)$, $(F_4, B_4)$, $(F_4, C_4)$ ($p = 2$), $(G_2, A_2)$, $(G_2, \tilde{A}_2)$ ($p = 3$).

(ii) Suppose that $X$ is not of maximal rank, and that $\dim X$ is greater than 66, 55, 22, 14 or 3, according as $G = E_8, E_7, E_6, F_4$ or $G_2$, respectively. Then $(G, X)$ is $(E_6, F_4)$, $(E_6, C_4)$ ($p \neq 2$) or $(F_4, A_1 G_2)$ ($p \neq 2$).

Proof. (i) Since $X$ is of maximal rank, it is generated by root groups corresponding to a subsystem $\Delta$ of the root system of $G$. As $X$ is maximal connected, it has no central torus (otherwise it lies in a Levi subgroup). It follows that, apart from the cases where $(G, p) = (F_4, 2)$ or $(G_2, 3)$, $\Delta$ is obtained by deleting a node in the extended Dynkin diagram of $G$. Now a check of dimensions gives the conclusion. In the exceptional cases, the dual of such a subsystem $\Delta$ also yields a group $X$, giving the extra cases $(F_4, C_4)$ ($p = 2$) and $(G_2, \tilde{A}_2)$ ($p = 3$).

(ii) We use [Se2, Theorem 1], which determines the maximal connected subgroups $X$ of $G$ (assuming certain mild restrictions on the characteristic $p$ when $X$ is of small rank). By the lower bounds on $\dim X$, none of the characteristic restrictions comes into play, and the result is immediate from [Se2, Theorem 1].  

The rest of this section contains various results on representations of simple algebraic groups with small dimensions, and corresponding subgroups of classical groups. We use the notation

$$G = Cl(V)$$
to indicate that \( G \) is a classical algebraic group with natural module \( V \) (where if \((G,p) = (B_n,2)\), we take \( V \) to be the natural \(2n\)-dimensional symplectic module).

The next proposition is a general result on maximal subgroups of classical groups, taken from [Se1].

**Proposition 2.4** ([Se1, Theorem 3]). Let \( G = Cl(V) \), and suppose that \( X \) is a maximal closed connected subgroup of \( G \). Then one of the following holds:

(i) \( X = P_k \) or \( N_k \) for some \( k \) (notation as in the Introduction);
(ii) \( V = U \otimes W \) and \( X = Cl(U) \otimes Cl(W) \);
(iii) \((X,G) = (Sp(V),SL(V)),(SO(V),SL(V)) \) \((p \neq 2) \) or \((SO(V),Sp(V)) \) \((p = 2) \);
(iv) \( X \) is simple, and \( V \downarrow X \) is irreducible and tensor indecomposable.

**Proposition 2.5.** Let \( X \) be a simple algebraic group over the algebraically closed field \( K \) of characteristic \( p \), and suppose that \( V = V_X(\lambda) \) is a rational irreducible \( KX \)-module such that \( \dim V \leq \dim X \) and \( X \neq Cl(V) \). Then, up to duals and field twists, either \( V \) is a composition factor of the adjoint module for \( X \), or \( X,\lambda \) are as follows:

<table>
<thead>
<tr>
<th>( X )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_n )</td>
</tr>
<tr>
<td>( C_n )</td>
</tr>
<tr>
<td>( B_n, D_n )</td>
</tr>
<tr>
<td>( G_2 )</td>
</tr>
<tr>
<td>( F_4 )</td>
</tr>
<tr>
<td>( E_6 )</td>
</tr>
<tr>
<td>( E_7 )</td>
</tr>
<tr>
<td>( \lambda )</td>
</tr>
<tr>
<td>( \lambda_2, 2\lambda_1, \lambda_3 ) ((n = 5, 6, 7))</td>
</tr>
<tr>
<td>( \lambda_2, \lambda_3 ) ((n = 3)), ( \lambda_3 ) ((3 \leq n \leq 6, p = 2))</td>
</tr>
<tr>
<td>( \lambda_2, \lambda_n ) ((n \leq 7)), ( \lambda_{n-1} ) ((X = D_n, n \leq 7))</td>
</tr>
<tr>
<td>( \lambda_1 )</td>
</tr>
<tr>
<td>( \lambda_4 )</td>
</tr>
<tr>
<td>( \lambda_1 )</td>
</tr>
<tr>
<td>( \lambda_7 )</td>
</tr>
</tbody>
</table>

**Proof.** This is immediate from [Li, Section 2].

The next result determines the type of form (symplectic or quadratic) fixed by a simple algebraic group \( X \) on a self-dual module in many cases. In the statement we use the usual parametrization \( h_\alpha(t) \) for elements of a Cartan subgroup of \( X \), where \( t \in K^* \) and \( \alpha \) is a root in the root system of \( X \).

**Proposition 2.6.** Let \( X \) be as in 2.5, and let \( V_X(\lambda) \) be a rational irreducible self-dual \( KX \)-module.

(i) Suppose \( p \neq 2 \), and define \( z = \prod h_\alpha(-1) \), the product being over all positive roots \( \alpha \) of \( X \). Then \( X \) preserves a quadratic form on \( V_X(\lambda) \) if and only if \( \lambda(z) = 1 \).

(ii) Suppose \( p = 2 \) and the Weyl module \( W_X(\lambda) \) is irreducible (i.e. \( V_X(\lambda) = W_X(\lambda) \)). Then either \((X,\lambda) = (C_n,\lambda_1)\), or \( X \) preserves a quadratic form on \( V_X(\lambda) \).

**Proof.** Part (i) is [St1, Lemma 79]. Part (ii) is proved in [KST]; as this is unpublished, we sketch the argument. Let \( V = V_X(\lambda) \). The action of \( X \) on \( V \) preserves a morphism \( X \rightarrow Sp_{2n} \), where \( \dim V = 2n \). Following this by a morphism \( Sp_{2n} \rightarrow SO_{2n+1} \) gives a morphism \( X \rightarrow SO_{2n+1} \). Let \( W \) be the corresponding \((2n + 1)\)-dimensional \( X \)-module. Then \( W \) is an extension of a Frobenius twist \( V^{\sigma_2} \) by the trivial \( X \)-module. If this extension is indecomposable, then by [LS2, 1.3], either \((X,\lambda) = (C_n,\lambda_1)\), or there is an indecomposable extension of \( V \) by the trivial \( X \)-module, which contradicts the hypothesis that \( V_X(\lambda) = W_X(\lambda) \). Therefore, assuming that \((X,\lambda) \neq (C_n,\lambda_1)\), we see that \( W \) must be decomposable as \( V^{\sigma_2} \oplus \langle v \rangle \). Therefore \( X \) preserves a non-degenerate quadratic form on \( V^{\sigma_2} \), hence on \( V \).
Proposition 2.7. Let $X$ be as in 2.5, and suppose $V = V_X(\lambda)$ is such that $X \neq Cl(V)$ and

$$\dim V \leq \frac{1}{2}(\dim X - \text{rank}(X) + 4).$$

Then, up to duals and twists, $X, \lambda$ are as in the following table; we also give $Cl(V)$, the smallest classical group on $V$ containing $X$:

$$
\begin{array}{ccc}
X & \lambda & Cl(V) \\
A_n (n \geq 4) & \lambda_2 & SL_n(n+1)/2 \\
B_3 (\text{or } C_3, p = 2) & \lambda_3 & SO_8 \\
B_4 (\text{or } C_4, p = 2) & \lambda_4 & SO_{16} \\
D_5 & \lambda_5 & SL_{16} \\
D_6 & \lambda_5 \text{ or } \lambda_6 & SP_{32}(p \neq 2), SO_{32}(p = 2) \\
G_2 & \lambda_1 & SO_7(p \neq 2), SP_6(p = 2) \\
F_4 & \lambda_4 & SO_{26}(p \neq 3), SO_{25}(p = 3) \\
E_6 & \lambda_1 & SL_{27} \\
E_7 & \lambda_7 & SP_{56}(p \neq 2), SO_{56}(p = 2) \\
\end{array}
$$

Proof. The possibilities for $\lambda$ are immediate from 2.5. Except for $(X, p) = (G_2, 2)$, the group $Cl(V)$ is determined by 2.6. In the exceptional case it is clear that $X$ lies in $Sp_6$ but not in $SO_6$. \hfill \Box

Proposition 2.8. Let $X$ be as in 2.5 and let $V = V_X(\lambda)$ with $\dim V \leq \dim X$. Assume that $p = 2$ and that $X < Sp(V)$ but $X \not\subset SO(V)$. Then either $V$ is a composition factor of the adjoint module for $X$, or $(X, \lambda) = (G_2, \lambda_1)$.

Proof. This follows from 2.5 and 2.6. \hfill \Box

Our final result is also a straightforward consequence of 2.5.

Proposition 2.9. Let $X$ be as in 2.5, and assume that $V = V_X(\lambda)$ is self-dual and that $X \neq Cl(V)$. Let $P = QL$ be the stabilizer of a 1-space spanned by a maximal vector in $V$, where $Q$ is the unipotent radical and $L$ a Levi subgroup of the parabolic $P$. Suppose that

$$\dim V \leq \max(\dim X - \dim L' + 1, \frac{1}{2}\dim X + 2).$$

Then, up to duals and twists, $(X, \lambda)$ is one of the following: $(A_2, \lambda_1 + \lambda_2)$, $(A_5, \lambda_3)$, $(C_3, \lambda_2)$, $(C_3, \lambda_3)(p \neq 2)$, $(B_n, \lambda_n)(n \leq 5)$, $(C_n, \lambda_n)(n \leq 5, p = 2)$, $(D_6, \lambda_5$ or $\lambda_6)$, $(G_2, \lambda_1)$, $(F_4, \lambda_4)$, $(E_6, \lambda_1)$, $(E_7, \lambda_7)$.

3. Exceptional groups: proof of Theorem A

Let $G$ be a simple algebraic group of exceptional type in characteristic $p$, and assume that $G = XY$ with $X, Y$ proper closed subgroups of $G$. By 1.1 we have $G = X^0 Y^0$. Choose maximal connected subgroups $X_1, Y_1$ of $G$ containing $X^0, Y^0$ respectively. We aim to show that $(G, p, X_1, Y_1)$ is $(F_4, 2, B_4, C_4)$ or $(G_2, 3, A_2, A_2)$. Theorem A will follow quickly from this.

Lemma 3.1. Both $X_1$ and $Y_1$ are reductive.
**Proof.** Suppose otherwise. Then $X_1$ or $Y_1$ is parabolic, say $Y_1$. Write $Y_1 = QL$, where $Q$ is the unipotent radical and $L$ a Levi subgroup. By 2.1(iv), $X_1$ is reductive and is not of maximal rank in $G$. Also $\dim X_1 \geq 2\dim (G/Y_1) + \rank (X_1)$ by 2.1(iv).

Inspection of $\dim (G/Y_1)$ for parabolics $Y_1$ yields

$$\dim (G/Y_1) \geq 57, 27, 16, 15, 6 \quad \text{for} \quad G = E_8, E_7, E_6, F_4, G_2 \quad \text{(respectively)}.$$  

Hence $\dim X_1 \geq 114, 54 + \rank (X_1)$, 32, 30, 12 in the respective cases. Now 2.3(ii) forces $G = E_6$ and $X_1 = F_4$ or $C_4 (p \neq 2)$.

By 2.1(ii,iii), $X_1 \cap Y_1$ is a parabolic subgroup $Q_{X_1} L_{X_1}$ of $X_1$, with unipotent radical $Q_{X_1}$, Levi subgroup $L_{X_1}$, and $\dim Q_{X_1} = \dim Q = \dim (G/Y_1)$. Hence $Y_1$ is not $P_3, P_4$ or $P_5$ (as for these, $\dim (G/Y_1) \geq 25$, which is greater than the dimension of a maximal unipotent subgroup of $X_1 = F_4$ or $C_4$). So $Y_1$ is $P_1, P_2$ or $P_6$; and if $Y_1 = P_2$ then $\dim (G/Y_1) = 21$ forces $X_1 = F_4$.

Suppose $Y_1 = P_2$. Then by 2.2,

$$G = E_6 = X_1 L = F_4 A_5 T_1.$$  

Now $L = A_5 T_1$ normalizes a fundamental subgroup $A_1$ of $G$. As $X_1 = F_4$ contains a conjugate of this $A_1$, this contradicts 1.1(iii).

Thus $Y_1 = P_1$ or $P_5$, and $\dim (G/Y_1) = 16$. One checks that 16 is not the dimension of the unipotent radical of any parabolic subgroup of $F_4$. Hence $X_1 = C_4 (p \neq 2)$ and $X_1 \cap Y_1$ is a Borel subgroup of $X_1$. However both $X_1$ and $Y_1$ then contain fundamental subgroups $SL_2$ of $G$; so replacing $X, Y$ by conjugates, we may take $SL_2 \leq X_1 \cap Y_1$, which contradicts the previous sentence. $\square$

**Lemma 3.2.** We have $(G, p, X_1, Y_1) = (F_4, 2, B_4, C_4)$ or $(G_2, 3, A_2, \tilde{A}_2)$.

**Proof.** Since $G = X_1 Y_1$, we may assume that $\dim X_1 \geq \frac{1}{2} \dim G$.

Suppose first that $X_1$ is not of maximal rank in $G$. Then by 2.3(ii), $G = E_6$ and $X_1 = F_4$. Hence $\dim Y_1 \geq 26$, so again by 2.3, either $Y_1$ is of maximal rank or $Y_1 = F_4$ or $C_4 (p \neq 2)$. If $Y_1$ is of maximal rank, then $\dim Y_1 \geq 26$ forces $Y_1 = A_1 A_5$. But then $Y_1$ normalizes a fundamental $A_1$, a conjugate of which lies in $X_1$, contrary to 1.1(iii). If $Y_1 = F_4$, then $X_1$ and $Y_1$ are $G$-conjugate, which is impossible. Thus $Y_1 = C_4 (p \neq 2)$. Then $\dim (X_1 \cap Y_1) = 10$. By [CLSS, 2.7], we can choose $X_1, Y_1$ so that $X_1 = C_G (\tau), Y_1 = C_G (\tau h)$, where $\tau$ is a graph automorphism of $G$ and $h$ is an involution of $G$ commuting with $\tau$. Then $X_1 \cap Y_1 = C_G (\tau, h) = C_{X_1} (h) = A_1 C_3$, which has dimension more than 10, a contradiction.

This establishes that $X_1$ must have maximal rank. Then $X_1$ is given by 2.3(i): $X_1$ is $A_1 E_7, A_1 D_6, B_4$ or $C_4 (p = 2), A_2$ or $\tilde{A}_2 (p = 3)$, according as $G = E_8, E_7, F_4, G_2$, respectively. We deduce that $\dim Y_1$ is at least 112, 64, 16, 6 in the respective cases. If $G = E_7$ or $E_8$ then 2.3(ii) forces $Y_1$ to be of maximal rank also. But then $X_1$ normalizes a fundamental $A_1$, a conjugate of which lies in $Y_1$, a contradiction.

Now let $G = F_4$. By 2.3(ii), either $Y_1$ is of maximal rank or $Y_1 = A_1 G_2 (p \neq 2)$. In the latter case, $Y_1$ normalizes the factor $G_2$, while $X_1 = B_4$ contains a conjugate of this $G_2$, contrary to 1.1(iii). Hence $Y_1$ is of maximal rank, and so $Y_1$ is $B_2 C_4 (p = 2), A_2 C_3, A_7 C_4, A_2 A_2, A_3 A_3, A_5 A_1$ or $A_3 A_3$. The last five cases are impossible by 1.1(iii), as $X_1$ contains conjugates of the factors $A_1$ or $A_2$ of these maximal rank subgroups. Therefore, as $Y_1$ is not conjugate to $X_1$, we conclude that $p = 2$ and $\{X_1, Y_1\} = \{B_4, C_4\}$, as in the conclusion.
Finally, consider \( G = G_2 \). Here \( Y_1 \) is of maximal rank by 2.3(ii), so \( Y_1 \) is \( A_2, \tilde{A}_2 \) \((p = 3)\) or \( A_1, \tilde{A}_1 \). The latter is impossible by 1.1(iii) as usual, so \( p = 3 \) and \( \{ X_1, Y_1 \} = \{ A_2, \tilde{A}_2 \} \), as required.

To complete the proof of Theorem A, it remains to determine the possibilities for the (not necessarily maximal) connected subgroups \( X^0, Y^0 \) lying in \( X_1, Y_1 \), such that \( G = X^0Y^0 \). Observe that \( X_1 = X^0( X_1 \cap Y_1 ) \).

If \( G = G_2 \) and \( ( X_1, Y_1 ) = ( A_2, \tilde{A}_2 ) \), then \( \dim( X_1 \cap Y_1 ) = 2 \), so \( X^0 \) (respectively \( Y^0 \)) can have codimension at most 2 in \( X_1 \) (respectively \( Y_1 \)). But the only proper connected subgroup of \( A_2 \) of codimension 2 or less is a parabolic, and \( G_2 \) has no parabolic factorizations by 3.1. Hence \( X^0 = X_1, Y^0 = Y_1 \). This does give a factorization of \( G_2 \), by 1.9.

Finally, consider \( G = F_4 \), \(( X_1, Y_1 ) = ( B_4, C_4 ) \) (with \( p = 2 \)). Suppose that \( X^0 < X_1 \). Since \( G = X^0Y_1 \), we have \( \dim X^0 \geq 16 \); also \( X^0 \) lies in no parabolic subgroup of \( G \), by 3.1. Using 2.4 and 2.5, we see that this forces \( X^0 = D_4 \) or \( D_3B_1 \).

In the latter case \( Y_1 \) contains a conjugate of the subgroup \( B_1 \) (note that \( B_1 = A_1 \), contrary to 1.1(iii)). Hence \( X^0 = D_4 \).

We have established that \( X^0 = B_4 \) or \( D_4 \); similarly, \( Y^0 = C_4 \) or \( \tilde{D}_4 \). All these possibilities give factorizations of \( F_4 \), by 1.9.

This completes the proof of Theorem A.

4. Classical groups: parabolic factorizations

In this section we determine the maximal parabolic factorizations of classical algebraic groups, showing that they are as in (1) of Theorem B.

Let \( G \) be a simple algebraic group of classical type, with natural module \( V \) over an algebraically closed field \( K \) of characteristic \( p \). If \(( G, p ) = ( B_n, 2 ) \), we take \( V \) to be the \( 2n \)-dimensional symplectic module; and if \( G = D_n \), we assume that \( n \geq 4 \). Suppose that \( G = XY \), where \( X, Y \) are maximal closed connected subgroups of \( G \) and \( Y \) is parabolic. Thus \( Y = P_i \) for some \( i \), the parabolic obtained by deleting the \( i \)th node from the Dynkin diagram of \( G \). Write \( Y = QL \), where \( Q \) is the unipotent radical and \( L \) a Levi subgroup of \( Y \). We aim to show that \( G, X, Y \) are as in (1) of Theorem B. Since those factorizations exist by 1.2, this will establish Theorem B for parabolic factorizations.

By 2.1, \( X \) is reductive and \( X \cap Y = P_X = Q_XL_X \), a parabolic subgroup of \( X \) with unipotent radical \( Q_X \) and Levi subgroup \( L_X \). Moreover, \( \dim Q_X = \dim Q = \dim(G/Y) \).

Our first lemma is immediate from inspection of parabolic subgroups of \( G \).

**Lemma 4.1.** Define a number \( c(G) \) as follows: \( c(G) = 1 \) if \( G \neq D_n \), \( c(G) = 2 \) if \( G = D_n \). Then \( \dim Q \geq \dim V - c(G) \).

In the rest of the section we consider separately the possibilities for \( X \) which are given by 2.4.

**Lemma 4.2.** If \( X \) is simple and irreducible on \( V \), and \( X \neq Sp(V), SO(V) \), then \( ( G, X, Y ) = ( SO_8, B_3, P_1 ) \) \((i = 1, 3, 4)\), \(( SO_7, G_2, P_1 ) \) \((p \neq 2) \) or \(( Sp_6, G_2, P_1 ) \) \((p = 2) \) (as in (1) of Theorem B).
Consequently the possibilities for \((X, \lambda)\) are given by 2.7; and since \(X\) is maximal, \(G\) is the group \(\text{Cl}(V)\) given in 2.7.

Assume first that \(Y = P_i\) (or \(P_{n-1}\) for \(G = \text{SL}_n\)). Then \(\dim Q = \dim V - c(G)\), hence also \(\dim Q_X = \dim V - c(G)\). The parabolic \(X \cap Y = P_X\) is the stabilizer in \(X\) of a 1-space spanned by a maximal vector of \(V\) (or of \(V^*\) if \(Y = P_{n-1}\)), hence is given by deleting from the Dynkin diagram of \(X\) those nodes corresponding to nonzero coefficients in \(\lambda\). We conclude from the list in 2.7 that \(\dim Q_X\) is as follows:

\[
\begin{align*}
X & = \quad A_n \quad B_3 \quad B_4 \quad D_5 \quad D_6 \quad G_2 \quad F_4 \quad E_6 \quad E_7 \\
\lambda & = \quad \lambda_2 \quad \lambda_3 \quad \lambda_4 \quad \lambda_5 \quad \lambda_6 \quad \lambda_7 \quad \lambda_8 \\
\dim Q_X & = \quad 2n - 2 \quad 6 \quad 10 \quad 10 \quad 15 \quad 5 \quad 16 \quad 27
\end{align*}
\]

The fact that \(\dim Q_X = \dim V - c(G)\) now forces \((X, G)\) to be \((B_3, \text{SO}_8), (G_2, \text{SO}_7)\) \((p \neq 2)\) or \((G_2, \text{Sp}_6)\) \((p = 2)\).

Now suppose that \(Y = P_i\) with \(i \geq 2\) (and \(i \leq n - 2\) if \(G = \text{SL}_n\)). Inspection of the list in 2.7 shows that \(\dim Q\) is greater than the dimension of a maximal unipotent subgroup of \(X\), except in the following cases:

\[
(G, X, Y) = (\text{SO}_7, G_2, P_3) \quad (p \neq 2), (\text{Sp}_6, G_2, P_3) \quad (p = 2),
\]

\[
(\text{SO}_8, B_3, P_i) \quad (i = 2, 3, 4).
\]

Since \(\dim Q = \dim Q_X\), one of these cases must occur. It remains to rule out the cases \((G, X, Y) = (\text{SO}_7, G_2, P_3), (\text{Sp}_6, G_2, P_3)\) and \((\text{SO}_8, B_3, P_3)\). In the first two cases, 2.2 implies that \(\text{SO}_7 = G_2 A_2 T_1\) (where \(A_2 T_1\) is a Levi subgroup of \(P_3\)). But the subgroup \(G_2\) contains a conjugate of this \(A_2\), so this is impossible. And in the last case, application of triality yields \(\text{SO}_8 = N_1 P_2\). This implies that \(N_1\), the stabilizer of a nonsingular vector \(v\), is transitive on the set of totally singular 2-spaces, which is false (since a totally singular 2-space may or may not lie in \(v^\perp\)).

\[\square\]

**Lemma 4.3.** If \(X\) is \(\text{Sp}(V)\) or \(\text{SO}(V)\), then \((G, X, Y) = (\text{SL}_{2m}, \text{Sp}_{2m}, P_1)\) or \((\text{P}_{m-1})\) (as in Theorem B(1)).

**Proof.** If \(G = \text{SL}(V)\), then the fact that \(G = XP_i\) implies that \(X\) is transitive on \(i\)-spaces in \(V\), and clearly the only possibility is that given in the conclusion. Otherwise, \(G = \text{Sp}(V), X = \text{SO}(V), p = 2\) and \(X\) is transitive on totally isotropic \(i\)-spaces in \(V\). This is impossible, as some of these \(i\)-spaces are totally singular (with respect to the quadratic form on \(V\) preserved by \(X\)), and some are not. \(\square\)

**Lemma 4.4.** Suppose that \(X = N_k\), the (connected) stabilizer in \(G\) of a non-degenerate \(k\)-subspace of \(V\) (or, if \((G, p) = (D, 2)\), of a nonsingular 1-space). Then \((G, X, Y) = (\text{SO}_{2m}, N_1, P_m)\) or \((\text{P}_{m-1})\) (as in Theorem B(1)).

**Proof.** By 2.1(v), \(X\) is not of maximal rank in \(G\). Hence \(G = D_m, X = B_k B_{m-1}, B_{m-l-1}, \) where \(k = 2l + 1 \leq m\). Also, if \(p = 2\), then \(k = 1, l = 0\). Let \(X\) be the stabilizer of the \(k\)-subspace \(W\) of \(V\). Thus either \(W\) is non-degenerate, or \(p = 2\) and \(W\) is a nonsingular 1-space.

Recall that \(Y = P_i\). Suppose that \(i \leq m - 2\). Then \(X\) is transitive on totally singular \(i\)-spaces in \(V\). However, if \(k > 1\), then there exist totally singular \(i\)-spaces
where $u$ of connected unipotent subgroup of $X$.

Proof. In particular, no parabolic factorizations occur in this case.

Therefore $i = m$ or $m - 1$, and $Y$ is the stabilizer of a totally singular $m$-space $U$. If $k > 1$, then there are non-degenerate $k$-spaces $U_1, U_2$ such that $U_1 \cap U, U_2 \cap U$ have dimensions $l, l - 1$, respectively; hence $Y$ is not transitive on non-degenerate $k$-spaces, a contradiction.

We conclude that $i = m$ or $m - 1$ and $k = 1$, as required.

By Lemmas 4.2, 4.3, 4.4 and Proposition 2.4, the only remaining possibility for the maximal connected subgroup $X$ is

$$X = Cl(U) \otimes Cl(W),$$

where $V = U \otimes W$.

The various subgroups $X < G$ occurring are as follows:

$$SL_a \otimes SL_b < SL_{ab},$$
$$Sp_a \otimes Sp_b < SO_{ab},$$
$$Sp_a \otimes SO_b < Sp_{ab},$$
$$SO_a \otimes SO_b < SO_{ab}.$$  

Note that for any factor $SO_a$ or $SO_b$ we have $a \geq 3$ or $b \geq 3$ accordingly, since $SO_2$ is a reducible group.

For convenience in the proof of Theorem B, we handle in the next lemma all factorizations $G = XY$, where $Y$ is either $P_i$ (as assumed at the beginning of this section) or $N_i$.

**Lemma 4.5.** Let $G = Cl(V), X = Cl(U) \otimes Cl(W)$ with $V = U \otimes W$. Suppose that $G = XY$ with $Y = P_i$ or $N_i$. Then $(G, X, Y) = (SO_{2a}, Sp_a \otimes Sp_2, N_1)$ with $a$ even.

In particular, no parabolic factorizations occur in this case.

Proof. Let $a = \dim U, b = \dim W$, and for any $m \leq a, n \leq b$ let $U_m, W_n$ denote subspaces of $U, W$ of dimension $m, n$ respectively. Also, write $U(X)$ for a maximal connected unipotent subgroup of $X$.

The proof is somewhat long and tedious, and we divide it into a number of steps.

1. $X$ is not $SL_a \otimes SL_b$.

For suppose that $X = SL_a \otimes SL_b, G = SL_{ab}$, and take $a \geq b$. Then $Y = P_i$, and $\dim Q = \dim Q_X = i(ab - i)$. We may assume that $i \leq \frac{1}{2}ab$ (since $G = XP_i$ implies $G = XP_{ab-i}$ by application of a graph automorphism).

If $i \geq a$, then $\dim Q_X \geq a(ab - a)$, and hence $a(ab - a) \leq \dim U(X) = \frac{1}{2}a(a - 1) + \frac{1}{2}b(b - 1) < a^2$, which is false. Therefore $i < a$. Now define $i$-subspaces $A, B$ of $V$ as follows. If $i > 1$,

$$A = U_i \otimes w, \ B = (U_{i-1} \otimes w) \oplus \langle u \otimes w' \rangle,$$

where $u \in U - U_{i-1}$ and $w, w' \in W$ are linearly independent; and if $i = 1$,

$$A = \langle u \otimes w \rangle, \ B = \langle u \otimes w + u' \otimes w' \rangle,$$

where $u, u' \in U$ and $w, w' \in W$ are linearly independent. Then $A$ and $B$ lie in different $X$-orbits, and hence $G \neq XP_i$, a contradiction.

2. (i) If $Y = P_i$ and $X = Sp_a \otimes Sp_b$ or $SO_a \otimes SO_b$ with $a \geq b$, then $i < \frac{1}{2}(a - 1)$.

(ii) If $Y = P_i$ and $X = Sp_a \otimes SO_b$, then $i < \frac{1}{2}a$ if $a \geq b$, and $i < \frac{1}{2}(b - 1)$ if $a \leq b$. 

We prove (i). Here $G = SO_{ab}$ and $\dim Q_X = \dim Q = i(ab - \frac{3}{2}i - \frac{1}{2}) = d_i$, say. Note that $a \geq 3$, since otherwise $X = Sp_2 \otimes Sp_2 = SO_4 = G$.

Suppose that $i \geq \frac{1}{4}(a-1)$. Now $d_i$ increases with $i$ until reaching a maximum at $i = x$ or $x + 1$, where $x = \lfloor \frac{1}{2}(ab - \frac{1}{2}) \rfloor$, after which $d_i$ decreases. Hence either
\[ \dim Q \geq d_{i\{\frac{1}{2}(a-1)\}} \text{ or } \dim Q \geq d_{i\{\frac{1}{2}ab\}}. \]
In the first case, we have
\[ \frac{1}{2}(a-1)(ab-a+1) \leq \dim Q_X \leq \dim U(X) \leq \frac{1}{4}(a^2 + b^2). \]
This implies that $a = b = 2$, a contradiction. We obtain a similar contradiction when $\dim Q \geq d_{i\{\frac{1}{2}ab\}}$.

For part (ii), note that here $\dim Q = i(ab - \frac{3}{2}i + \frac{1}{2})$ and apply the same argument.

(3) $Y = P_i$ does not occur.

For suppose $Y = P_i$. Then (2)(i) or (2)(ii) holds. Interchanging the factors in (ii) if necessary, we can assume that $a \geq b$, and then (2) gives $i < \frac{1}{2}a$, and also $i < \frac{1}{2}(a-1)$ if $a$ is odd. Now define totally singular $i$-subspaces $A, B$ of $V$ as in the proof of (1) above (taking $U_1$ and $(U_{i-1}, U)$ to be totally singular in $U$, etc.). Then $A, B$ are in different $X$-orbits, so $G \neq XP_i$.

In view of (3), we have $Y = N_i$. We may assume that $i \leq \frac{1}{2}ab$. Interchanging the factors of $X$ if necessary, we may also take $a \geq b$.

(4) We have $i \leq 2a$.

To see this, suppose first that $G = SO_{ab}$, so that $X = Sp_a \otimes Sp_b$ or $SO_a \otimes SO_b$. Then $\dim(G/N_i) = i(ab - i)$. If $i > 2a$, then $b \geq 5$ (as $i \leq \frac{1}{2}ab$), so $\dim X \geq \dim(G/N_i) > 2a(ab - 2a)$, which is false. Therefore $i \leq 2a$ in this case. A similar argument proves this when $G = Sp_{ab}$.

(5) We have $b = 2$.

For suppose $b \geq 3$. Choose a non-degenerate 2-space $W_2$ in $W$. Then $U \otimes W_2$ is a non-degenerate 2a-space in $V$. By (4) we may choose a non-degenerate $i$-space $A \subseteq U \otimes W_2$ (or, if $p = 2$ and $i = 1$, a nonsingular 1-space $A \subseteq U \otimes W_2$), and take $Y = (GA)^0$. However, when $b \geq 3$ it is easy to see that there are nonsingular vectors which do not lie in any such subspace $U \otimes W_2$. Hence $X$ cannot be transitive on $G/N_i$. This shows that $b = 2$.

By (5), $X = Sp_a \otimes Sp_2$ or $SO_a \otimes Sp_2 \ (p \neq 2)$. To complete the proof of 4.5, it only remains to show that $i = 1$, that is, $Y = N_1$ (note that $N_1$ does not exist when $X = SO_a \otimes Sp_2, G = Sp_{2a}$).

Suppose then that $i \geq 2$, and choose non-negative integers $q, r$ such that
\[ i = 4q + r \text{ and } r \in \{0, 2, 3, 5\}. \]

(6) Either $2q \leq a - 4$ or $i = 4$.

To see this, observe first that $i \leq \frac{1}{2} \dim V = a$, so $2q = \frac{1}{2}(i - r) \leq \frac{1}{2}(a - r)$. If $2q > a - 4$, then $a < 8$, so $q = 0$ or 1, and hence either $i = 2$ and $X = SO_3 \otimes Sp_2$, or $i = 4$. If $i = 2$ and $X = SO_3 \otimes Sp_2$, then there is a non-degenerate $i$-space of the form $(U) \otimes W_2$; since not all non-degenerate $i$-spaces are of this form, $X$ is not transitive on $G/N_i$, a contradiction. Therefore $i = 4$ if $2q > a - 4$.

We now complete the proof. Pick a non-degenerate $2q$-space $U_{2q}$ in $U$, and set $M = U_{2q} \otimes W$, a non-degenerate $4q$-space in $V$. If $r = 0$, then $i = 4q$ and $M$ is a non-degenerate $i$-space; however not all non-degenerate $i$-spaces are of this form, so $G \neq XN_i$ here. Therefore $r \neq 0$, and in particular $i \neq 4$. Consequently $2q \leq a - 4$ by (6).
We may choose non-degenerate subspaces $U_2, U_4$ of $U$ such that $U_2 \subseteq U_4 \subseteq U_{2q}$. If $r = 2$ or 3, choose non-degenerate $r$-subspaces $M_1, M_2$ in $V$ such that $M_1 \subseteq U_2 \otimes W$, $M_2 \subseteq U_4 \otimes W$, and $M_2$ lies in no subspace $U_2' \otimes W$ with $U_2'$ a non-degenerate 2-space in $U$. Then $M \oplus M_1$ and $M \oplus M_2$ are non-degenerate $i$-spaces lying in different $X$-orbits, so $G \neq XN_i$.

This leaves the case where $r = 5$. Here $i = 4q + 5$, an odd number, so $G$ must be $SO_{2a}$ with $p \neq 2$, and $X = Sp_a \otimes Sp_2$. There exist non-degenerate $i$-spaces lying in $(U_{2q} + U_4) \otimes W$, but not all non-degenerate $i$-spaces lie in a subspace of this form (i.e. of the form $U_{2q+4} \otimes W$). Hence again $G \neq XN_i$.

We have now established that $i = 1$ and $X = Sp_a \otimes Sp_2$, as in the conclusion of Lemma 4.5.

Lemmas 4.2–4.5 establish Theorem B for parabolic factorizations.

5. Classical groups: non-parabolic factorizations

Continue to assume that $G$ is a classical algebraic group with natural module $V$ over the algebraically closed field $K$ of characteristic $p$. Suppose that $G = XY$, where $X$ and $Y$ are maximal closed connected reductive subgroups of $G$. To complete the proof of Theorem B, we must show that $G, X, Y$ are as in (2), (3) or (4) of Theorem B (all these factorizations exist, by §1).

Clearly either $X$ or $Y$ has dimension at least $\frac{1}{2} \dim G$, say $\dim X \geq \frac{1}{2} \dim G$.

**Lemma 5.1.** The possibilities for $X, G$ are as follows:

<table>
<thead>
<tr>
<th>$X$</th>
<th>$G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_k$</td>
<td>$Sp(V)$ or $SO(V)$</td>
</tr>
<tr>
<td>$Sp(V)$</td>
<td>$SL(V)$</td>
</tr>
<tr>
<td>$SO(V)$</td>
<td>$Sp(V)$ ($p = 2$)</td>
</tr>
<tr>
<td>$B_3$</td>
<td>$SO_8$</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$Sp_6$ ($p = 2$), $SO_7$ ($p \neq 2$)</td>
</tr>
</tbody>
</table>

**Proof.** The maximal subgroup $X$ of $G$ satisfies one of the conclusions of 2.4. If 2.4(i), (ii) or (iii) holds, then the fact that $\dim X \geq \frac{1}{2} \dim G$ forces $X$ to be $N_k, Sp(V)$ or $SO(V)$ ($p = 2$). In case (iv) of 2.4, $X$ is simple and irreducible on $V$; then $\dim X \geq \frac{1}{2} \dim G$ forces $\dim V \leq \dim X$, whence $X$ is given by 2.5. A quick check shows that $\dim X \geq \frac{1}{2} \dim G$ only in the cases given in the conclusion.

**Remark.** When $X = C_3$ and $V = V_X(\lambda_3)$ with $p = 2$, the image of $X$ in $SO(V)$ is $B_3$ rather than $C_3$. Hence the pair $(X, G) = (C_3, SO_8)$ does not appear in the conclusion of 5.1.

The remaining lemmas deal with the possibilities for $X$ given by 5.1.

**Lemma 5.2.** If $X = N_k$, then $G, X, Y$ are as in Theorem B(2,3,4).

**Proof.** Here $G = Sp(V)$ or $SO(V)$, and we may take $k \leq \frac{1}{2} \dim V$.

We exclude until later the case where $k = 1$ and $Y$ is simple and irreducible on $V$ with $Y \neq Cl(V)$. Thus we assume now that either $k \geq 2$ or $Y$ satisfies (i), (ii) or (iii) of 2.4. When $k \geq 2$ and $Y$ is simple and irreducible, we have
dim $Y \geq \dim(G/N_2) = 2 \dim V - 4$, so $\dim V \leq \frac{1}{2} \dim Y + 2$. By 2.4, we conclude that one of the following holds:

(a) $Y = N_l$ for some $l$,
(b) $Y = Cl(V_1) \otimes Cl(V_2)$, where $V = V_1 \otimes V_2$,
(c) $Y = SO(V)$ with $G = Sp(V)$, $p = 2$,
(d) $Y$ is simple and irreducible on $V$, with $k \geq 2$ and $\dim V \leq \frac{1}{2} \dim Y + 2$.

In case (a), take $t \leq l$ and let $Y$ stabilize the $l$-space $W$. There are nonsingular $k$-spaces lying in $W$, and nonsingular $k$-spaces not lying in $W$, so $Y$ cannot be transitive on nonsingular $k$-spaces. Thus $G \neq N_l Y$, a contradiction.

In case (b), Lemma 4.5 implies that $k = 1, Y = Sp_a \otimes Sp_2$ and $G = SO_{2a}$, as in Theorem B(2). And in case (c) we have the factorization $Sp(V) = SO(V)N_{2m}$ (where $2m = k$), as in Theorem B(4).

Assume now that (d) holds. Let $V \downarrow Y = V_Y(\lambda)$. Since $\dim V \leq \frac{1}{2} \dim Y + 2$, the possibilities for $(Y, \lambda)$ are among those listed in the conclusion of 2.9, from which we deduce that $Y, \lambda, G$ are in the following list:

<table>
<thead>
<tr>
<th>$Y$</th>
<th>$\lambda$</th>
<th>$G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_3$</td>
<td>$\lambda_3$</td>
<td>$SO_8$</td>
</tr>
<tr>
<td>$B_4$</td>
<td>$\lambda_4$</td>
<td>$SO_{16}$</td>
</tr>
<tr>
<td>$D_6$</td>
<td>$\lambda_5$ or $\lambda_6$</td>
<td>$Sp_{32} (p \neq 2), SO_{32} (p = 2)$</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$\lambda_1$</td>
<td>$SO_7 (p \neq 2), Sp_8 (p = 2)$</td>
</tr>
<tr>
<td>$F_4$</td>
<td>$\lambda_4$</td>
<td>$SO_{26} (p \neq 3), SO_{25} (p = 3)$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$\lambda_7$</td>
<td>$Sp_{56} (p \neq 2), SO_{56} (p = 2)$</td>
</tr>
</tbody>
</table>

We have $k \geq 2$. Suppose that $k = 2$. Then $G = Sp(V)$ (as $N_2$ is non-maximal in $SO(V)$), so $Y = D_6, G_2$ or $E_7$. For $Y = G_2$ we have the factorization $Sp_8 = G_2N_2$ in Theorem B(2). For $Y = D_6$ or $E_7$, let $v^+$ be a maximal vector in $V$. The stabilizer of $v^+$ in $V$ is a parabolic subgroup $QL$, where $Q$ is the unipotent radical and $L$ a Levi subgroup (and $L' = A_5$ or $E_6$, respectively). Relative to a maximal torus of $L$, let $\bar{w}_0$ be an element in the coset of the longest element of $W(Y)$, the Weyl group of $Y$, and let $v^- = v^+ \bar{w}_0$. Then $\langle v^+, v^- \rangle$ is a non-degenerate 2-space in $V$ which is stabilized by $L$. We conclude that $X \cap Y = N_2 \cap Y$ contains $L' = A_5$ or $E_6$. Thus $\dim X \cap Y > \dim X + \dim Y - \dim G$, and so $G \neq XY$.

Now assume that $k \geq 3$. We know that $\dim Y \geq \dim(G/N_k)$. From the above table, the only possibilities for $(Y, \lambda)$ are $(B_3, \lambda_3)$ and $(G_2, \lambda_1)$. The factorization $SO_8 = B_3N_3$ is in Theorem B(2). Thus it remains to exclude the possibilities $(G, X, Y) = (SO_8, N_4, B_3)$ and $(SO_7, N_3, G_2)$. In the first case, application of triality to a factorization $SO_8 = B_3N_4$ would yield $SO_8 = N_1N_4$, which is not true. Now suppose $SO_7 = G_2N_3$. A maximal rank subgroup $A_1A_1$ of $G_2$ fixes a non-degenerate 3-space, so lies in $X \cap Y$; but then $\dim X \cap Y = 6 > \dim X + \dim Y - \dim G$, a contradiction.

We now consider the case where $k = 1$ and $Y$ is simple and irreducible on $V$ with $Y \neq Cl(V)$, excluded from consideration earlier. Here $G = SO(V)$ and $\dim(G/X) = \dim(G/N_1) = \dim V - 1$. As above, let $v^+$ be a maximal vector in $V$ with $Y_{v^+} = QL$, a parabolic subgroup of $Y$, and let $v^- = v^+ \bar{w}_0$. Then $\langle v^+, v^- \rangle$ is a non-degenerate 2-space in $V$, fixed pointwise by $L'$. Taking $X$ to be the stabilizer in $G$ of a nonsingular 1-space in $\langle v^+, v^- \rangle$, we then have $L' \leq X \cap Y$. Thus

$$\dim Y = \dim(G/X) + \dim X \cap Y \geq \dim V - 1 + \dim L'.$$
Consequently \( \dim V \leq \dim Y - \dim L' + 1 \), and so the possibilities for \( Y, \lambda \) (where \( V \downarrow Y = V_Y(\lambda) \)) are given by 2.9; as \( G = SO(V) \), combining this with 2.6 shows that the possibilities are:

<table>
<thead>
<tr>
<th>( Y )</th>
<th>( \lambda )</th>
<th>( G )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_2 )</td>
<td>( \lambda_1 + \lambda_2 )</td>
<td>( SO_{6-k,p,3} )</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>( \lambda_3 )</td>
<td>( SO_{20} (p = 2) )</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>( \lambda_2 )</td>
<td>( SO_{14-k,p,3} )</td>
</tr>
<tr>
<td>( B_n )</td>
<td>( \lambda_n )</td>
<td>( SO_{2n} (n = 3, 4, 5) )</td>
</tr>
<tr>
<td>( D_6 )</td>
<td>( \lambda_5, \lambda_6 )</td>
<td>( SO_{32} (p = 2) )</td>
</tr>
<tr>
<td>( G_2 )</td>
<td>( \lambda_1 )</td>
<td>( SO_2 (p \neq 2) )</td>
</tr>
<tr>
<td>( F_4 )</td>
<td>( \lambda_4 )</td>
<td>( SO_{26-k,p,3} )</td>
</tr>
<tr>
<td>( E_7 )</td>
<td>( \lambda_7 )</td>
<td>( SO_{56} (p = 2) )</td>
</tr>
</tbody>
</table>

All these give factorizations \( G = YN_1 \) in Theorem B, apart from the cases where \( Y = A_2, C_3 (p \neq 3), B_5 \) and \( F_4 (p \neq 3) \). If \( Y = B_5 \), then \( Y < D_6 < G \), so \( Y \) is non-maximal. It remains to show that the other cases do not give factorizations.

Suppose \( Y = A_2 \). If \( p \neq 3 \) then \( G = SO_8 \) and there is a maximal torus of \( Y \) fixing pointwise a non-degenerate 2-space, hence contained in \( Y \cap N_1 \), so \( \dim Y = \dim(Y/N_1) + \dim Y \cap N_1 \), hence \( G \neq YN_1 \). And if \( p = 3 \), then \( Y = A_2 < G_2 < G = SO_2 \), so \( Y \) is non-maximal in \( G \).

Now let \( Y = C_3 \) with \( p \neq 3 \), so \( G = SO_{14} \). If \( W \) is the usual 6-dimensional \( Y \)-module \( V_Y(\lambda_1) \), then \( V = V_Y(\lambda_2) \) is a submodule of codimension 1 in \( \wedge^2 W \). Hence the maximal rank subgroup \( A_1 A_1 A_1 \) of \( Y \) fixes nonsingular vectors in \( V \), so \( \dim Y \cap N_1 = 1 \). Therefore \( G \neq YN_1 \) by the usual count of dimensions.

Finally, consider \( Y = F_4 \) with \( p \neq 3 \). Here \( G = SO_{26} \). Let \( D \) be a maximal rank subgroup \( B_4 \) of \( Y \). Then \( V \downarrow D = V_D(\lambda_4) \oplus M \), where \( M \) is a \( D \)-submodule of dimension 10 having one composition factor \( V_D(\lambda_1) \) and the other \( 1 + \delta_{p,2} \) factors trivial. It follows that \( D \) fixes a nonsingular 1-space in \( M \), so we may take it that \( D \leq Y \cap N_1 \). Since \( \dim Y/D < \dim G/N_1 \), it follows that \( G \neq YN_1 \).

In view of 5.2, we assume from now on that neither \( X \) nor \( Y \) is \( N_k \).

**Lemma 5.3.** We have \( X \neq Sp(V) \).

**Proof.** Suppose \( X = Sp_{2m}, G = SL_{2m} \). If \( m = 2 \), then \( X \) corresponds to the subgroup \( N_1 \) in \( SO_6 \cong G/\langle -I \rangle \). So we assume that \( m \geq 3 \). We have \( \dim Y \geq \dim(G/X) = 2m^2 - m - 1 \). This implies that \( Y \neq Cl(U) \otimes Cl(W) \) with \( V = U \otimes W \), so 2.4(iii) or 2.4(iv) holds for \( Y \). Certainly \( \dim V \leq \frac{1}{2} \dim Y + 2 \), so from 2.9 we deduce that 2.4(iii) holds—that is, \( Y = Cl(V) \). Since \( X, Y \) are non-conjugate, it follows that \( Y = SO_{2m} \) and \( p \neq 2 \). Then

\[
\dim X \cap Y = \dim Y - \dim(G/X) = 1.
\]

However, a maximal torus in \( SO_{2m} \) fixes both a non-degenerate symmetric bilinear form on \( V \) and a non-degenerate skew-symmetric bilinear form on \( V \), hence lies in a subgroup \( Sp_{2m} \). Hence \( \dim X \cap Y \geq m \), a contradiction.

**Lemma 5.4.** If \( (X, G) = (SO(V), Sp(V)) \) with \( p = 2 \) (and \( Y \neq N_k \)), then \( \dim V = 6 \) and \( Y = G_2 \), as in Theorem B(4).

**Proof.** Let \( \dim V = 2m \). Clearly \( Y \not\leq SO(V) \). Since \( p = 2 \), \( Y \) is not \( Cl(V_1) \otimes Cl(V_2) \) as in 2.4(ii) (all these subgroups lie in \( SO(V) \) when \( p = 2 \)). Also \( Y \neq N_k \), so \( Y \) must
be simple and irreducible on $V$, as in 2.4(iv). Moreover, if $T$ is a maximal torus of $Y$, then $T$ lies in a maximal torus of a subgroup $SO(V)$ of $G$ (since maximal tori of $SO(V)$ and $Sp(V)$ coincide), and hence we may take it that $T \leq X \cap Y$. We may also assume that rank($Y$) = $k > 1$. Thus

$$\dim Y - k \geq \dim (G/X) = 2m = \dim V.$$ 

Write $V \upharpoonright Y = V_Y(\lambda)$. Then by 2.8, either $V$ is a composition factor of the adjoint module for $Y$, or $(Y, \lambda) = (G_2, \lambda_1)$. If $(Y, \lambda) = (G_2, \lambda_1)$, the conclusion of the lemma holds.

Assume now that $V$ is a composition factor of the adjoint module for $Y$. Since $\dim V \leq \dim Y - k$ and $k \geq 2$, it must be the case that $Y = B_n, C_n, D_n$ or $F_4$. In the last case the adjoint module has two composition factors, $V_Y(\lambda_1)$ and $V_Y(\lambda_2)$, both of dimension 26; since neither of the Weyl modules $W_Y(\lambda_1)$, $W_Y(\lambda_2)$ has a trivial composition factor, the proof of Lemma 2.6 shows that $V$ is not the usual 2$^n$-dimensional module for $Y$, so $V = V_Y(\lambda_2)$. The image of $B_n$ in $SL(V)$ in this representation is $C_n$; moreover, $D_n < C_n < Sp(V)$. Therefore by the maximality of $Y$ in $G$, $Y = C_n$.

We conclude that $Y = C_n$ and $V = V_Y(\lambda_2)$. If $n$ is odd, then $V_Y(\lambda_2) = V_Y(\lambda_2)$, so 2.6 gives $V \neq SO(V)$, a contradiction. Therefore $n$ is even.

If $n = 2$, then $\dim V = 4$ and $Y = G$; so $n \geq 4$. Let $W$ be the usual 2$n$-dimensional $Y$-module $V_Y(\lambda_1)$. Then there is a series of $Y$-submodules

$$0 < V_1 < V_2 < \Lambda^2 W$$

with $\dim V_1 = \dim (\Lambda^2 W/V_2) = 1$, such that $V = V_Y(\lambda_2) = V_2/V_1$; in particular, $\dim V = 2m = n(2n - 1) - 2$. Choose a maximal rank subgroup $CD = C_1C_{n-1}$ in $Y$. Then

$$V \upharpoonright CD = V_D(\lambda_2) \oplus (V_C(\lambda_1) \oplus V_D(\lambda_1)).$$

By 2.8, since $n - 1$ is odd, $D$ preserves a quadratic form on $V_D(\lambda_2)$; and $CD$ preserves a quadratic form on $V_C(\lambda_1) \oplus V_D(\lambda_1)$. Hence $CD$ lies in a subgroup $SO(V)$ of $G$, so we may take it that $CD \leq X \cap Y$. But then

$$\dim Y - \dim X \cap Y \leq \dim C_n - \dim C_1C_{n-1} = 4n - 4 < \dim V = \dim (G/X),$$

and so $G \neq XY$.

The final lemma deals with the last remaining possibilities for $X$ given by 5.1.

**Lemma 5.5.** If $(X, G) = (B_3, SO_8)$, $(G_2, SO_7)$ ($p \neq 2$) or $(G_2, Sp_6)$ ($p = 2$), then $G, X, Y$ are as in Theorem B.

**Proof.** If $X = B_3$, then there is a triality automorphism $\tau$ of $G$ such that $X^\tau = N_1$. The factorization $G = X^\tau Y^\tau$ is then given by 5.2; hence $G = XY$ is as in Theorem B. Now suppose $X = G_2$. Then $\dim Y \geq \dim (G/X) = 7$. We are assuming $Y \neq N_k$; and if $Y = SO_6$ ($p = 2$), the result follows from 5.4. So we assume that $Y \neq N_k, SO_6$. Then by 2.4 and 2.5, we have $p = 3$ and $Y = A_2$ or $G_2$ (with $V \upharpoonright Y = V_Y(\lambda_1 + \lambda_2)$ or $V_Y(\lambda_1)$, respectively). But then $X$ contains a conjugate of $Y$, which means that $G \neq XY$.

Lemmas 5.1–5.5 complete the proof of Theorem B.
APPENDIX

In this Appendix we use Theorem B to determine all factorizations $G = XY$ with $G$ a classical group, $X, Y$ closed proper subgroups, and $X, Y$ either reductive or parabolic. We do this by finding the minimal factorizations, where a factorization $G = XY$ is minimal if $G \neq X_0Y_0$ for all closed subgroups $X_0, Y_0$ of $X, Y$, at least one of which is proper.

**Theorem C.** Let $G$ be a classical simple algebraic group in characteristic $p$. The minimal factorizations $G = XY$ of $G$ as a product of closed proper subgroups $X, Y$, each of which is either reductive or parabolic, are as follows:

1. **generic factorizations:**
   
   \[
   \begin{align*}
   SL_{2m} &= Sp_{2m}SL_{2m-1}, \\
   SO_{2m} &= N_1SL_m \text{ (}m\text{ odd)}, \\
   SO_{2m} &= N_1Sp_m \text{ (}m\text{ even, } (m, p) \neq (6, 2)), \\
   SO_{2m} &= N_1(SO_m \otimes Sp_2) \text{ (}m\text{ even, } m \neq 8, p = 2), \\
   Sp_{2m} &= SO_{2m}((Sp_4)^t \times (Sp_2)^u) \ (p = 2, 2m = 8t + 2u);
   \end{align*}
   \]

2. **factorizations in bounded dimensions:**
   
   \[
   \begin{align*}
   SO_{32} &= B_5N_1 \ (p = 2), \\
   SO_{16} &= (B_3 \otimes Sp_2)N_1 \ (p = 2), \\
   SO_{12} &= G_2N_1 \ (p = 2), \\
   Sp_8 &= B_3N_2 \ (p = 2), \\
   SO_8 &= B_3A_1^3 = B_3Sp_4 = B_3SO_5, \\
   SO_7 &= G_2SO_5, \\
   SO_7 &= A_2N_1 \ (p = 3), \\
   Sp_6 &= G_2(Sp_2)^3 = G_2Sp_4 = G_2SO_5 \ (p = 2), \\
   SL_6 &= G_2SL_5 \ (p = 2);
   \end{align*}
   \]

3. **factorizations occurring in Theorem B:**
   
   \[
   \begin{align*}
   SO_{56} &= E_7N_1 \ (p = 2), \\
   SO_{25} &= F_4N_1 \ (p = 3), \\
   SO_{20} &= A_5N_1 \ (p = 2), \\
   SO_{16} &= B_4N_1 \ (p \neq 2), \\
   SO_{13} &= C_3N_1 \ (p = 3).
   \end{align*}
   \]

**Remarks.** (a) In particular, classical groups have no minimal parabolic factorizations. (This is not too surprising, in view of 2.2.)

(b) The embeddings of a few of the subgroups in the list require some elucidation:

(i) In the last case of (1), the subgroup $(Sp_4)^t \times (Sp_2)^u$ of $Sp_{2m}$ (with $2m = 8t + 2u$) lies in $(Sp_4 \times Sp_4)^t \times (Sp_2)^u$, with $Sp_4$ embedded in $Sp_4 \times Sp_4$ as \{(g, g^\tau) : g \in Sp_4\}, where $\tau$ involves a graph automorphism of $Sp_4$.

(ii) In the third case of (2), the subgroup $G_2 < Sp_6 < Sp_6 \otimes Sp_2 < SO_{12}$.

(iii) In the fifth case of (2), $A_1^3$ is either $SO_4 \otimes Sp_2 < Sp_4 \otimes Sp_2 < SO_8$, or $SO_4 \times SO_3 < N_3 < SO_8$.

(iv) In the seventh case of (2), the factor $A_2$ is irreducible on the natural 7-dimensional module (which is a composition factor of the adjoint module for $A_2$).

**Sketch proof of Theorem C.** By 1.1 and minimality, $X$ and $Y$ are connected. Choose maximal connected subgroups $X_1, Y_1$ of $G$ containing $X, Y$ respectively.
Then the factorization \( G = X_1 Y_1 \) is in the list in Theorem B. Moreover, we have
\[
X_1 = X(X_1 \cap Y), \quad Y_1 = (X \cap Y_1)Y.
\]
Using this, it is usually a simple matter to determine the "sub-factorizations" of a given maximal factorization \( G = X_1 Y_1 \) in Theorem B. We do this for the factorizations in Theorem B of large dimension:
\[
SL_{2m} = Sp_{2m}P_1, \quad SO_{2m} = N_1 P_m, \quad SO_{2m} = (Sp_m \otimes Sp_2)N_1, \quad Sp_{2m} = SO_{2m}N_{2k},
\]
and leave the rest to the reader.

Suppose first that \( G = X_1 Y_1 \) is \( SL_{2m} = Sp_{2m}P_1 \). Write \( Q = R_0(Y_1) \) and let \( T_1 \) be the centre of a Levi subgroup of \( Y_1 \). If \( Y < Y_1 \) then \( SL_{2m} = Sp_{2m}Y \). When \( Y \) is parabolic, Theorem B implies that \( Y \) lies in the intersection of \( P_1 \) and \( P_{2m-1} \); but then it is easy to see that \( SL_{2m} \neq Sp_{2m}Y \). Thus \( Y \) is reductive, and writing \( Y \) for the image of \( Y \) modulo \( QT_1 \), we have \( SL_{2m-1} = Sp_{2m-2}Y \), whence \( Y = SL_{2m-1} \) by Theorem B. In fact, \( SL_{2m} = Sp_{2m}SL_{2m-1} \), since the subgroup \( SL_{2m-1} \) is the stabilizer of a vector \( v \) and a hyperplane \( H \) not containing \( v \), and \( Sp_{2m} \) is transitive on such pairs \( v, H \). If \( X < X_1 \), then \( Sp_{2m} = XP_1 \); hence by Theorem B, we have \( p = 2, m = 3 \) and this factorization is \( Sp_6 = G_2 P_1 \). In fact \( Sp_6 = G_2 Sp_4 \); for \( G_2 \) is transitive on the set of non-zero vectors, so \( Sp_6 = G_2 P_1 \), and the assertion now follows from the proof of 2.2. Hence \( SL_6 = Sp_6 SL_5 = G_2 Sp_4 SL_5 = G_2 SL_5 \). We have now established that the minimal sub-factorizations of \( SL_{2m} = Sp_{2m}P_1 \) are
\[
SL_{2m} = Sp_{2m}SL_{2m-1} ((m, p) \neq (3, 2)) \quad \text{and} \quad SL_6 = G_2 SL_5 (p = 2).
\]
In both cases the conjugacy class of \( Y \) in \( G \) is uniquely determined, as can be seen using [LS2, 1.5].

Now suppose \( G = X_1 Y_1 \) is \( SO_{2m} = N_1 P_m \ (m \geq 4) \). If \( X < X_1 \), then \( SO_{2m-1} = XP_{m-1} \); there is no such factorization by Theorem B. Assume then that \( Y < Y_1 \). If \( Y \) is parabolic, then Theorem B implies that \( Y \leq P_m \cap P_{m-1} \), which is the stabilizer of a totally singular \((m-1)\)-space, \( W \) say. But there are nonsingular \( 1 \)-spaces inside and outside \( W \), so \( G \neq N_1 Y \). Therefore \( Y \) is reductive. Let \( Y \) be the image of \( Y \) modulo \( QT_1 \) (defined as in the previous paragraph). Then \( SL_m = SL_{m-1}Y \). By the previous paragraph, \( Y \) is \( SL_m, Sp_m \ (m \text{ even}) \) or \( G_2 \ (m = 6, p = 2) \). Hence we obtain the minimal factorizations
\[
SO_{2m} = N_1 SL_m \ (m \text{ odd}), \quad SO_{2m} = N_1 Sp_m \ (m \text{ even}, \ (m, p) \neq (6, 2)), \quad SO_{12} = N_1 G_2 \ (p = 2).
\]
The existence of the first two of these is given by the proofs of 1.2 and 1.3; for the existence of the last one, use \( SO_{12} = N_1 Sp_6 \) and \( Sp_6 = G_2 Sp_4 \), noting that the factor \( Sp_4 \) lies in a subgroup \( N_1 \) of \( SO_{12} \). As above, the conjugacy class of \( Y \) in \( G \) can be seen to be uniquely determined, using [LS2, 1.5].

Next suppose \( G = X_1 Y_1 \) is \( SO_{2m} = (Sp_m \otimes Sp_2)N_1 \ (m \text{ even}, m \geq 4) \). Here \( X_1 \cap Y_1 = Sp_{m-2} \times Sp_2 \), where the factor \( Sp_2 \) is a diagonal subgroup of a subgroup \( Sp_2 \times Sp_2 \) in \( X_1 \). If \( X < X_1 \), then \( Sp_m \otimes Sp_2 = X(X_1 \cap Y_1) \) implies that \( Sp_m = X_0 N_2 \), where \( X_0 \) is the projection of \( X \) in \( Sp_m \). Hence by Theorem B, either \( X_0 = Sp_m \) or \( X_0 \leq SO_m (p = 2) \) or \( m = 6, X_0 = G_2 (p = 2) \). In the case where \( X_0 \leq SO_m \) we have \( SO_m = X_0 N_2 = X_0 P_1 \), whence either \( X_0 = SO_m \) or \( m = 8 \) and \( X_0 = B_3 \).

If \( Y < Y_1 \), then \( SO_{2m-1} = Y(X_1 \cap Y_1) \). When \( p \neq 2 \) this gives \( SO_{2m-1} = YN_3 \), which is not possible by Theorem B. And when \( p = 2 \), applying a morphism
SO_{2m-1} \to Sp_{2m-2} \text{ we have } Sp_{2m-2} = YN_2 \text{ which forces either } Y \leq SO_{2m-2} \text{ or } m = 4, Y = G_2. \text{ In the first case,}

\[ Sp_{2m-2} = SO_{2m-2}((Sp_{m-2} \otimes Sp_2) \times Sp_2), \]

which is not possible as the factor \( Sp_{m-2} \otimes Sp_2 \) lies in \( SO_{2m-2} \). The second case is also impossible as \( Sp_6 \neq G_2(Sp_2 \times Sp_2) \) by dimension considerations.

We conclude that the minimal factorizations in this case \((X_1Y_1 = (Sp_m \otimes Sp_2)N_1)\) are

\[ SO_{2m} = Sp_mN_1 ((m, p) \neq (6, 2)), SO_{2m} = (SO_m \otimes Sp_2)N_1 (p = 2, m \neq 8), \]

\[ SO_{16} = (B_3 \otimes Sp_2)N_1 (p = 2), SO_{12} = G_2N_1 (p = 2). \]

Finally, consider the case where \( G = X_1Y_1 \) is \( Sp_{2m} = SO_{2m}N_2k (p = 2) \). If \( X < X_1, \) then \( SO_{2m} = XN_2k, \) whence by Theorem B, \( m = 4, X = B_3 \) and we have the factorization \( Sp_8 = B_3N_2; \) one checks that this factorization is minimal. Now suppose \( Y < Y_1, \) Let \( Y^{(1)}, Y^{(2)} \) be the projections of \( Y \) in the factors \( Sp_{2k}, Sp_{2m-2k} \) of \( Y_1 = N_{2k} \), respectively. Then \( Sp_{2k} = SO_{2k}Y^{(1)} \) and \( Sp_{2m-2k} = SO_{2m-2k}Y^{(2)} \).

If \( Y^{(1)} = Sp_{2k} \) and \( Y^{(2)} = Sp_{2m-2k}, \) then \( 2k = m \) and \( Y \cong Sp_m \) is a diagonal subgroup of \( Y_1 = Sp_m \times Sp_m \), say \( Y = \{(a, a^\tau) : a \in Sp_m\}, \) where \( \tau \) is an automorphism of \( Sp_m \) (as abstract group). This implies that \( Sp_m = (SO_m)(SO_m)^\tau, \) whence \( m = 4 \) and \( \tau \) involves a graph automorphism of \( Sp_4 \). If \( Y^{(1)} < Sp_{2k}, \) then by Theorem B, \( Y^{(1)} \leq N_{2l} \) for some \( l < k, \) and we repeat the above argument. Hence we obtain the minimal factorizations

\[ Sp_8 = B_3N_2, \hspace{1cm} Sp_{2m} = SO_{2m}(Sp_4^t \times Sp_2^u) \text{ (with } 2m = 8t + 2u). \]
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