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ABSTRACT. We study the Seifert fiber spaces modeled on the product space $S^3 \times \mathbb{R}^2$. Such spaces are “fiber bundles” with singularities. The regular fibers are spherical space-forms of $S^3$, while singular fibers are finite quotients of regular fibers. For each of possible space-form groups $\Delta$ of $S^3$, we obtain a criterion for a group extension $H$ of $\Delta$ to act on $S^3 \times \mathbb{R}^2$ as weakly $S^3$-equivariant maps, which gives rise to a Seifert fiber space modeled on $S^3 \times \mathbb{R}^2$ with weakly $S^3$-equivariant maps $\text{TOP}_{S^3}(S^3 \times \mathbb{R}^2)$ as the universal group. In the course of proving our main results, we also obtain an explicit formula for $H^2(Q;\mathbb{Z})$ for a cocompact crystallographic or Fuchsian group $Q$. Most of our methods for $S^3$ apply to compact Lie groups with discrete center, and we state some of our results in this general context.

1. Introduction

There have been many successful investigations of fiberings with singularities. We have been concerned with fiberings where the typical fiber is the quotient $\Gamma \backslash G$ of a Lie group $G$ by a cocompact lattice $\Gamma \subset G$. The singular fibers are then quotients of $\Gamma \backslash G$ by finite groups of affine diffeomorphisms. A viable theory with $G$ connected abelian was developed by Conner and Raymond in several works [2], [3], [4]. This was carried further in a series of papers by the current authors and expanded to include nilpotent and certain solvable $G$. The fiber structure is useful and often crucial for applications such as determining what groups can act effectively on flat or almost flat manifolds. See [4], [9] and [8] for a careful exposition and many other geometric applications.

In a short paper [10], we introduced the notion of Seifert fiberings modeled on principal $G$-bundles. Here $G$ was an arbitrary Lie group and the theory was set up so that it included all the previous work. However, nothing really explicit involving concrete calculations for groups other than solvable groups are in the literature, except possibly [17].

In this paper, we shall examine Seifert fiberings modeled on product $G$-bundles, $G \times W$, where $G$ is the simple group $S^3$. Here the typical fibers are 3-dimensional
spherical space-forms. Even more concretely, when we require $W$ to be homeomorphic to $\mathbb{R}^2$, the Seifert fiberings become explicitly determined closed 5-dimensional manifolds over 2-dimensional orbifolds.

From our point of view, the classical 3-dimensional Seifert manifold $M$ consists of a “model space” $P$ and a “universal group” $\text{Isom}(P)$. For example, we may choose $P = \widetilde{\text{PSL}(2,\mathbb{R})}$, the universal covering of $\text{PSL}(2,\mathbb{R})$ and, $\text{Isom}(P) = (\mathbb{R} \times \mathbb{R}) \times \mathbb{R}$. Note, in general, $P$ is a principal $G$-fibration with fiber either $G = \mathbb{R}$ or $S^1$, and $\text{Isom}(P)$ is weakly $G$-equivariant. A Seifert manifold is then $M = G \backslash P$, with $G$ discrete in $\text{Isom}(P)$ and acting properly (automatically) and freely on $P$. The manifold $M$ inherits the geometry from $P$ when $G$ acts freely. If $G$ does not act freely, we obtain a Seifert orbifold. (Observe that classical Seifert 3-manifolds over bad 2-dimensional orbifolds can be regarded as Seifert orbifolds coming from $(S^3, \text{Isom}(S^3))$.)

In general, the model space $P$ will be a principal $G$-bundle over a space $W$ with a general Lie group $G$. For the universal group, we use $\text{TOP}_G(P)$, the group of weakly $G$-equivariant homeomorphisms of $P$. Sometimes we use smaller subgroups, like $\text{Isom}_G(P) = \text{Isom}(P) \cap \text{TOP}_G(P)$, to get stronger geometries as in the classical case mentioned above. A discrete group $\Pi \subset \text{TOP}_G(P)$ acting on $P$ properly, yields a Seifert fiber space $M = \Pi \backslash P$. Although it is not necessary, we shall require that $\Gamma = \Pi \cap \ell(G)$ be a cocompact lattice of $G$, where $\ell(G)$ is the principal left $G$-action. The space $M$ inherits a “fiber structure” coming from the principal fibering $G \to P \to W$. If $\Pi$ acts freely, then $P \to M$ is an unbranched covering. Otherwise, it will be branched. Since the group $\Pi$ normalizes the left $G$-action on $P$, we obtain the group $G \cdot \Pi$ acting on $P$ with the fibering $\Pi \backslash P = M \to B = (G \cdot \Pi) \backslash P = (\Pi / G) \backslash (G \cdot P) = Q \setminus W$, where $Q = \Pi / (\Pi \cap G)$. That is, we have the following diagram of maps coming from the proper actions of $G \cdot \Pi$ on $P$:

$$
\begin{array}{ccc}
(G \cdot \Pi, P) & \xrightarrow{\triangle} & (Q, W) \\
\downarrow m \setminus & & \downarrow q \setminus \\
\Pi \backslash P = M & \xrightarrow{f} & B = Q \setminus W
\end{array}
$$

The bottom map is the singular fibering. Now each “fiber” $f^{-1}(b)$ can be described by examining the action of $G \cdot \Pi$ on $(G \cdot \Pi)(u)$, where $u$ is on the $G \cdot \Pi$ orbit of $b \in B$. In this context, $f^{-1}(b)$ is $\Gamma \setminus G$ with $\Gamma = G \cap H$, or a finite quotient of this homogeneous space where the finite group is isomorphic to the stabilizer $Q_w$ of the $Q$ orbit $G \setminus (G \cdot \Pi)(u) = w \in W$. Furthermore, this group $Q_w$ acts, in a controlled way, as diffeomorphisms on $\Gamma \setminus G$ induced from $G \times \text{Aut}(G)$.

An explicit description is as follows: Let $\Gamma \subset \ell(G)$ be a lattice, and $\rho : Q \to \text{TOP}(W)$ be a properly discontinuous action. Consider an extension of $\Gamma$ by $Q$,

$$
1 \to \Gamma \to \Pi \to Q \to 1.
$$

Thus $\text{TOP}_G(P)$, the topological group of homeomorphisms which normalize the left $G$-action on $P$, is our universal group and $P$ is our model space. We want in this paper to characterize those $\Pi$ which act on the product $P = G \times W$ as weakly $G$-equivariant homeomorphisms. The group $\Pi$ must map into $\text{TOP}_G(P)$, and $\Pi \cap G = \Gamma$. This is the same as studying representations $\theta$ of $\Pi$ into $\text{TOP}_G(G \times W)$ which extend $\Gamma \subset \ell(G)$ and inducing $\rho : Q \to \text{TOP}(W)$. The action of $\Pi$ on $G \times W$ will
be properly discontinuous, and it will yield a *Seifert fiber space*

\[ \Gamma \setminus G \to \Pi \setminus (G \times W) \to Q \setminus W \]

with typical fiber \( \Gamma \setminus G \) and base orbifold \( Q \setminus W \). Each such homomorphism \( \theta : \Pi \to \text{TOP}_G(P) \) is called a *Seifert Construction*.

Reducing the universal group \( \text{TOP}_G(G \times W) \) to a subgroup that still contains all the left translations has the effect of imposing additional structure on the Seifert fiberings \( \Pi \setminus (G \times W) \). For example, if \( G \) has a left-invariant metric and \( W \) is a Riemannian manifold, we may impose the product metric on \( G \times W \) and require that \( \Pi \hookrightarrow \text{TOP}_G(G \times W) \cap \text{Isom}(G \times W) \). Then, if \( \Pi \) acts freely on \( G \times W \), \( M = \Pi \setminus (G \times W) \) would inherit a product geometry from \( G \times W \), and the fibers would be Riemannian submanifolds of \( M \).

When \( G = \mathbb{R}^n \), simply connected nilpotent or solvable of type (R) (i.e., all eigenvalues of \( \text{ad}(g) \) are real for every \( g \in G \)), every extension gives rise to a Seifert construction. Furthermore, after fixing \( \phi \times \rho : Q \to \text{Out}(G) \times \text{TOP}(W) \), each embedding is unique up to conjugation by elements of the universal group \( \text{TOP}_G(P) \). This is due largely to two facts about these groups \( G \):

1. Lattices \( \Gamma \) in \( G \) have the unique automorphism extension property.
2. The cohomology groups \( H^i(Q) \) with certain coefficients vanish for \( i = 1, 2 \).

This state of affairs does not hold for general \( G \) nor for our special case of \( G = S^3 \). Extensions may not embed and, if they do, they are not necessarily unique. The group \( G = S^3 \) is a good choice to begin to understand the complexities and complications of the general case, because \( S^3 \) is a compact, simply connected, simple non-trivial Lie group of least dimension. Moreover, it is especially relevant since it ties in very nicely with 3-dimensional geometry and topology.

In the second section, we define precisely and characterize the universal group for a product \( G \)-bundle \( P = G \times W \). For our exploration, we additionally require that \( \text{Aut}(G) \) splits as \( \text{Inn}(G) \times \text{Out}(G) \), which is automatically true for \( G = S^3 \). The Main Lemma 2.2 then determines what we must do to solve the embedding problem of our extension into \( \text{TOP}_G(G \times W) \) (i.e., finding a Seifert construction). Theorem 3.6 then tells us what the criteria are to embed \( \Pi \) when \( G = S^3 \) for general \((Q, W)\) and \( \Delta \), a 3-dimensional spherical space-form group lying in \( G \times G \) which replaces the less general lattice \( \Gamma \subset G \). Section 4 then carries out the program for \((Q, W)\), where \( Q \) is a cocompact group of orientation-preserving proper homeomorphisms of \( \mathbb{R}^2 \). This is equivalent to assuming that \( Q \) is a crystallographic or Fuchsian group acting topologically on the euclidean or hyperbolic plane. Under these conditions we obtain, in Theorem 4.7, a remarkably clear answer to the embedding problem. We can easily discern those that possess 5-dimensional geometries which are the product of spherical 3-dimensional geometry and hyperbolic or euclidean plane geometry. In the course of establishing 4.7, in Theorem 4.5 (and the Remark following it) we obtain an explicit formula for \( H^*(Q; \mathbb{Z}) \), and an integer invariant for each mod \( n \) reduction class of elements of \( H^2(Q; \mathbb{Z}) \). In Theorem 5.4, we obtain a complete solution for deformation of Seifert fiber structures in terms of group cohomology. An example is worked out in 4.8 and 5.5.

2. Structure of the Universal Group

Let \( G \) be a Lie group and \( W \) be a locally compact Hausdorff space which admits covering space theory. We view the product \( G \times W \) as a principal \( G \)-bundle.
We denote by $M(W,G)$ the group of all continuous maps from $W$ into $G$ with multiplication

$$(\lambda \cdot \nu)(w) = \lambda(w) \cdot \nu(w).$$

$\text{TOP}(W)$ denotes the topological group of all homeomorphisms of $W$, and $\text{Aut}(G)$ denotes the Lie group of all continuous automorphisms of $G$. Then $\text{Aut}(G) \times \text{TOP}(W)$ acts on $M(W,G)$ via

$$(\alpha,h) \lambda = \alpha \circ \lambda \circ h^{-1}$$

for $(\alpha,h) \in \text{Aut}(G) \times \text{TOP}(W)$ and $\lambda \in M(W,G)$. The group $\text{TOP}_G(G \times W)$ of weakly $G$-equivariant self-homeomorphisms of $G \times W$ is defined as follows: A homeomorphism $f$ of $G \times W$ onto itself belongs to $\text{TOP}_G(G \times W)$ if and only if there exists a continuous automorphism $\alpha_f$ of $G$ so that

$$f(a \cdot x, w) = \alpha_f(a)f(x, w)$$

for all $a \in G$ and $(x, w) \in G \times W$.

It is known [9] that

$$\text{TOP}_G(G \times W) = M(W,G) \rtimes (\text{Aut}(G) \times \text{TOP}(W)).$$

The group law is

$$(\lambda_1, \alpha_1, h_1) \cdot (\lambda_2, \alpha_2, h_2) = (\lambda_1 \cdot \alpha_1 \circ \lambda_2 \circ h_1^{-1}, \alpha_1 \circ \alpha_2, h_1 \circ h_2),$$

and the action of $\text{TOP}_G(G \times W)$ on $G \times W$ is given by

$$(\lambda, \alpha, h) \cdot (x, w) = (\alpha(x) \cdot \lambda(h(w)))^{-1}, h(w)).$$

Then $M(W,G) \rtimes \text{Aut}(G)$ is the group of all weakly $G$-equivariant self-homeomorphisms of $G \times W$ which move only along the fibers. (In the past, the action of $\lambda$ that was used was multiplication by $\lambda(w)$ rather than $\lambda(w)^{-1}$, which caused the group law of $M(W,G)$ to be written in a reversed order. Here we chose this more convenient form.)

For $a \in G$, the constant map $W \rightarrow G$ sending $W$ to $a$ is denoted by

$$r(a) = (a, 1) \in M(W,G) \rtimes \text{Aut}(G).$$

This is a right translation by $a^{-1}$ on the first factor of $G \times W$ so that $r(a)(x, w) = (x \cdot a^{-1}, w)$, and the subgroup of all such right translations is denoted by $r(G) \subset M(W,G)$. Let $\ell(G)$ denote the group of left translations on the first factor, so that $\ell(a)(x, w) = (a \cdot x, w)$. Then elements of $\ell(G)$ are of the form

$$\ell(a) = (a^{-1}, \mu(a)) \in M(W,G) \rtimes \text{Inn}(G),$$

where $\mu(a)$ is conjugation by $a \in G$ so that $\mu(a)(x) = axa^{-1}$. Note that $\ell(G)$ is normal in $\text{TOP}_G(G \times W)$. In fact, our $\text{TOP}_G(G \times W)$ is the largest subgroup of $\text{TOP}(G \times W)$ in which $\ell(G)$ is normal. We call the group $\text{TOP}_G(G \times W)$ the universal group for the Seifert construction. Recall that it is the group of all weakly $G$-equivariant self-homeomorphisms of $G \times W$.

Let $G$ be a Lie group such that $\text{Aut}(G) = \text{Inn}(G) \rtimes \text{Out}(G)$. For example, $\mathbb{R}^n$ or a semi-simple Lie group of non-compact type with trivial center satisfies this condition. From now on, we use a specific fixed lifting of $\text{Out}(G)$ into $\text{Aut}(G)$. 
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Then every \( \alpha \in \text{Aut}(G) \) is written uniquely as \( \mu(a) \circ \overline{\tau} \), for some \( a \in G \) and \( \overline{\tau} \in \text{Out}(G) \subset \text{Aut}(G) \). We work with
\[
\mathcal{U} = M(W,G) \rtimes (\text{Aut}(G) \times \text{TOP}(W))
\]
\[
= M(W,G) \rtimes ((\text{Inn}(G) \rtimes \text{Out}(G)) \times \text{TOP}(W))
\]
as the universal group for a Seifert fiber space construction for \( G \).

2.1. Lemma. Let \( G \) be a Lie group such that \( \text{Aut}(G) = \text{Inn}(G) \rtimes \text{Out}(G) \). Then \( \mathcal{U} \) can be written as
\[
\mathcal{U} = \ell(G) \rtimes Z(G) [M(W,G) \rtimes (\text{Out}(G) \times \text{TOP}(W))].
\]

Proof. If \( \alpha = \mu(a) \circ \overline{\tau} \), we can write \((\lambda, \alpha, h)\) as
\[
(\lambda, \alpha, h) = (\lambda, \mu(a) \circ \overline{\tau}, h)
\]
\[
= (a^{-1}(\lambda a^{-1}a^{-1}), \mu(a) \circ \overline{\tau}, h)
\]
\[
= (a^{-1}, \mu(a), 1) \cdot (\lambda, \overline{\tau}, h).
\]

This shows \( \ell(G) \) and \( M(W,G) \rtimes (\text{Out}(G) \times \text{TOP}(W)) \) generate \( M(W,G) \rtimes (\text{Aut}(G) \times \text{TOP}(W)) \). Clearly, the center \( Z(G) \) of \( G \) lies in \( \ell(G) \) and \( r(G) \subset M(W,G) \), and \( \ell(a) = (a^{-1}, \mu(a), 1) \) and \( r(a^{-1}) = (a^{-1}, 1, 1) \) for \( a \in Z(G) \) define the same elements of \( \mathcal{U} \).

Define \( \widetilde{\mathcal{U}} \) and \( \overline{\mathcal{U}} \) by
\[
\widetilde{\mathcal{U}} = \ell(G) \rtimes [M(W,G) \rtimes (\text{Out}(G) \times \text{TOP}(W))],
\]
\[
\overline{\mathcal{U}} = M(W,G) \rtimes (\text{Out}(G) \times \text{TOP}(W)).
\]

Then, by Lemma 2.1,
\[
\mathcal{U} = \ell(G) \rtimes_{Z(G)} \overline{\mathcal{U}}.
\]

Our chief concern in this paper is for \( G = S^3 \). We note then that \( \text{Out}(G) \) is trivial, and consequently we have
\[
\widetilde{\mathcal{U}} = \ell(G) \rtimes [M(W,G) \rtimes \text{TOP}(W)],
\]
\[
\overline{\mathcal{U}} = M(W,G) \rtimes \text{TOP}(W),
\]
\[
\mathcal{U} = \ell(G) \rtimes_{Z(G)} \overline{\mathcal{U}}.
\]

Now suppose \( \Gamma \subset \ell(G) \) is a lattice, and \( \rho : Q \to \text{TOP}(W) \) is an action which is not necessarily effective. With an extension \( 1 \to \Gamma \to \Pi \to Q \to 1 \), our goal is finding a homomorphism \( \theta : \Pi \to \mathcal{U} \) which gives rise to an action of \( \Pi \) on \( G \times W \). For \( \theta \) to be injective, it is necessary that the kernel of \( \phi \times \rho : Q \to \text{Out}(G) \times \text{TOP}(W) \) be mapped injectively to \( \ell(G) \times Z(G) M(W,G) \). Let \( \Delta = \theta(\Pi) \cap [M(W,G) \times \text{Inn}(G)] \).

In the case when \( G \) is simply connected nilpotent, or more generally, solvable of type (R) \([8]\), for \( \Delta \) to act properly on \( G \), it must be a lattice of \( G \) again, and lie inside \( \ell(G) \subset r(G) \times \text{Inn}(G) = \ell(G) \times Z(G) r(G) \). This can be seen as follows: Suppose \( \Delta \subset M(W,G) \times \text{Inn}(G) \) acts properly on \( G \times W \). Since it acts trivially on the \( W \)-factor, it acts on \( G \) properly. Therefore, \( Q' = \Delta / \Gamma \) must be finite, and injects into \( M(W,G)/Z(G) \) by the natural projection \( M(W,G) \times \text{Inn}(G) = \ell(G) \times Z(G) M(W,G) \to M(W,G)/Z(G) \). However, for all Lie groups listed above, \( M(W,G)/Z(G) \) does not have elements of finite order except the identity. This is because the exponential map \( g \to G \) is bijective. Thus the equation \( x^n = a \) on \( G \)
has a unique solution for every \( n \in \mathbb{Z} \) and every \( a \in G \). This shows that \( \Delta \subset G \).

For \( G = S^3 \), this is not true any more. In fact, an abstract lattice \( \Gamma \) can sit in \( M(W, G) \times \text{Im}(G) \) with \( \Gamma \cap \ell(G) \) even trivial. To control such situations, we shall use \( \Delta \subset \ell(G) \times \mathbb{Z}(G) r(G) \) instead of \( \Gamma \), where \( r(G) \) is the group of right translations on the first factor of \( G \times W \). In fact, to avoid complication, we shall use subgroups \( \Delta^* \) of \( \ell(G) \times r(G) \) rather than of \( \ell(G) \times \mathbb{Z}(G) r(G) \). Note that some finite subgroups \( \Delta \subset \ell(G) \times \mathbb{Z}(G) r(G) \) lift to \( \ell(G) \times r(G) \) and some do not. For the latter case, \( \Delta^* \) will then be the covering group of \( \Delta \), so that \( \Delta = \Delta^*/\mathbb{Z}(G) \), where \( \mathbb{Z}(G) \) is the center of \( G \) sitting diagonally. If we use \( \Delta \subset \ell(G) \times \mathbb{Z}(G) r(G) \), and replace the exact sequence \( 1 \to \Gamma \to \Pi \to Q \to 1 \) by \( 1 \to \Delta \to \Pi \to Q' \to 1 \), where \( Q' = \Pi/\Delta = Q/(\Delta/\Gamma) \), nothing is lost in generality, but more geometry is put into our embedding problem when \( G \) is compact. (If \( G \) is \( \mathbb{R}^n \) or a simply connected nilpotent Lie group or solvable Lie group of type (R), nothing would be gained by this move.)

Suppose \( W = \mathbb{R}^2 \) or \( \mathbb{H} \), and \( Q \) is either a euclidean crystallographic or Fuchsian group, respectively. Then the typical fiber of the resulting Seifert fiber space is \((\Delta \cap \ell(G))\backslash G\), and the base is a 2-dimensional compact Riemannian orbifold. Actually there will be no “typical fiber” unless \( \Delta \) lies purely in \( \ell(G) \). This is due to the way the term typical fiber is defined. What we actually see over all the non-branched points is \( \Delta \); over a branched point \( w \in Q/W \) with multiplicity \( \alpha_j \), we find that the fiber is the orbit space of \( \Delta \times S^3 \) by a cyclic group \( \mathbb{Z}_{\alpha_j} \), acting, up to affine equivalence, as isometries.

Since we require that \( \Delta \) maps into \( \ell(G) \times \mathbb{Z}(G) r(G) \), \( \phi \times \rho \) will be injective if \( \theta \) is to be injective.

Dividing out by \( \mathbb{Z}(G) \) causes a lot of unnecessary trouble. Therefore, to avoid such trouble, we use \( \tilde{U} \) instead of \( U \) itself. Hence we work with \( \Delta^* \subset \ell(G) \times r(G) \) rather than \( \Delta \subset \ell(G) \times \mathbb{Z}(G) r(G) \). This procedure is useful when \( \mathbb{Z}(G) \) is small, say a finite group. For \( G = S^3 \), it is \( \mathbb{Z}_2 \). We shall use the same notation for subgroups \( \Delta \subset \ell(G) \times \mathbb{Z}(G) r(G) \) and \( \Delta^* \subset \ell(G) \times r(G) \), unless we need to distinguish them clearly. It should be clear from the context. Therefore, \( \Delta \) may mean a subgroup of \( U \) or \( \tilde{U} \).

The following lemma says that making a Seifert construction \( \Pi \to \tilde{U} \) is equivalent to constructing a homomorphism of \( \Pi \) extending the homomorphism of \( \Delta \). This breaks the construction problem into two pieces, each of which can be addressed separately.

2.2. Main Lemma. Let \( G \) be a Lie group such that \( \text{Aut}(G) = \text{Im}(G) \rtimes \text{Out}(G) \).

Suppose \( 1 \to \Delta \to \Pi \to Q \to 1 \) is exact, \( i = i_\ell \times i_r : \Delta \hookrightarrow \ell(G) \times r(G) \), and \( \rho : Q \to \text{TOP}(W) \) is an action. In order for there to exist a homomorphism \( \theta : \Pi \to \tilde{U} \) which makes the diagram

\[
\begin{array}{cccccc}
1 & \to & \Delta & \to & \Pi & \to & Q & \to & 1 \\
\downarrow & & \downarrow \theta & & \downarrow \phi \times \rho \\
1 & \to & \ell(G) \times M(W, G) & \to & \tilde{U} & \to & \text{Out}(G) \times \text{TOP}(W) & \to & 1
\end{array}
\]

commutative, the following conditions are necessary and sufficient:

(a) The abstract kernel \( Q \to \text{Out}(\Delta) \) induces a homomorphism \( \phi : Q \to \text{Out}(G) \).

(b) There exists a homomorphism \( \Pi \to \ell(G) \rtimes \text{Out}(G) \) extending \( i_\ell : \Delta \to \ell(G) \), and compatible with \( \phi \).
(c) There exists a homomorphism $\Pi \to \tilde{U} = \text{M}(W, G) \rtimes (\text{Out}(G) \times \text{TOP}(W))$ extending $i_r : \Delta \to r(G)$, and compatible with $\phi$.

Proof. (Necessity) Suppose there exists such a homomorphism $\theta$. Observe that the subgroups of $\tilde{U}$, $\text{M}(W, G) \rtimes \text{TOP}(W)$, $\ell(G) \times [\text{M}(W, G) \rtimes \text{TOP}(W)]$, $\text{M}(W, G) \rtimes (\text{Out}(G) \times \text{TOP}(W))$, and $\ell(G)$ are normal in $\tilde{U}$. Thus, $\theta$ followed by the appropriate quotient map by one of the above normal subgroups is a desired homomorphism.

(Sufficiency) The factor $\text{M}(W, G) \rtimes \text{TOP}(W)$ of $\tilde{U}$ commutes with $\ell(G)$, and only the $\text{Out}(G)$-factor acts non-trivially on $\ell(G)$. Thus, the action of $\tilde{U}$ on $\ell(G)$ is only through $\text{Out}(G)$. Since the homomorphisms $\Pi \to \ell(G) \rtimes \text{Out}(G)$ and $\Pi \to \tilde{U}$ share the same $\Pi \to \text{Out}(G)$, they yield a desired homomorphism $\theta : \Pi \to \tilde{U}$. □

This lemma enables us to divide the embedding problem into 2 steps. Let $K_\ell$ be the kernel of $i_\ell : \Delta \to \ell(G)$. Then, as we shall see in Theorem 3.2, $K_\ell$ and $K_r$ are characteristic in $\Delta$, and hence are normal in $\Pi$. We map $\Pi/K_\ell$ into $\ell(G) \rtimes \text{Out}(G)$ extending $\Delta \to \ell(G)$. Now let $K_r$ be the kernel of $i_r : \Delta \to r(G)$. As before, we map $\Pi/K_r$ into $\tilde{U}$, using the extension $1 \to i_r(\Delta) \to \Pi/K_r \to Q \to 1$ together with $\phi \times \rho : Q \to \text{Out}(G) \rtimes \text{TOP}(W)$. Then we combine these two homomorphisms to construct a desired homomorphism $\Pi \to \tilde{U}$. We may express the desired homomorphism as the “composition” $\Pi \to \Pi \times \Pi \to \Pi/K_\ell \times \Pi/K_r \to (\ell(G) \rtimes \text{Out}(G)) \times (\text{M}(W, G) \rtimes (\text{Out}(G) \times \text{TOP}(W))) \to \ell(G) \rtimes [\text{M}(W, G) \rtimes \text{Out}(G)] \rtimes \text{TOP}(W)$, where the first homomorphism is the diagonal map. Observe that it does not matter which homomorphism (b) or (c) in the statement is constructed first.

3. Seifert Fiberings with $G = S^3$

Now we specialize to the case where $G = S^3$. Then it has center $Z(G) = \mathbb{Z}_2$, and $\text{Aut}(G) = \text{Inn}(G)$ since $\text{Out}(G)$ is trivial. Therefore,

$$\tilde{U} = \ell(G) \times [\text{M}(W, G) \rtimes \text{TOP}(W)] = [\ell(G) \times \text{M}(W, G)] \rtimes \text{TOP}(W),$$

$$\overline{U} = \text{M}(W, G) \rtimes \text{TOP}(W),$$

$$\mathcal{U} = \ell(G) \rtimes \mathbb{Z}_2 \tilde{U}.$$ 

Here is the list of all the finite subgroups of $S^3$:

- cyclic group $\mathbb{Z}_k = \langle x \mid x^k = 1 \rangle$,
- binary dihedral group $\mathbb{D}_{4k}^* = \langle x, y \mid x^{2k} = 1, x^k = y^2, yxy^{-1} = x^{-1} \rangle$,
- binary tetrahedral group $\mathbb{T}^* = \langle x, y \mid x^4 = 1, x^2 = (xy)^3 = y^3 \rangle$,
- binary octahedral group $\mathbb{O}^* = \langle x, y \mid x^4 = 1, x^2 = (xy)^3 = y^4 \rangle$,
- binary icosahedral group $\mathbb{I}^* = \langle x, y \mid x^4 = 1, x^2 = (xy)^3 = y^5 \rangle$.

Note that $\mathbb{D}_{4k}^* = \mathbb{Z}_{2k} \rtimes \mathbb{Z}_2 \mathbb{Z}_4$. When $k$ is odd, then $\mathbb{D}_{4k}^*$ is also isomorphic to $\mathbb{Z}_k \rtimes \mathbb{Z}_4$. In fact,

$$\mathbb{Z}_k \rtimes \mathbb{Z}_4 = \langle x', y \mid x'^k = 1, y^4 = 1, yx'y^{-1} = x'^{-1} \rangle,$$

where $x' = x^2$. It is enough to see that $x \in \mathbb{Z}_k \rtimes \mathbb{Z}_4$. Let $k = 2m + 1$. Then, $y^2 = x^k = x^{2m+1} = x^m \cdot x$. Thus, $x = x'^m \cdot y^2 \in \mathbb{Z}_k \rtimes \mathbb{Z}_4$. 


It is convenient to look at $G = S^3$ as a subgroup of $SO(4)$. We may identify $G$ with the subgroup of $SO(4)$ consisting of elements of the form

$$
\begin{pmatrix}
  x_0 & -x_1 & -x_2 & -x_3 \\
  x_1 & x_0 & -x_3 & x_2 \\
  x_2 & x_3 & x_0 & -x_1 \\
  x_3 & -x_2 & x_1 & x_0
\end{pmatrix}
$$

with $x_0^2 + x_1^2 + x_2^2 + x_3^2 = 1$. This corresponds to a unit quaternion $x = x_0 + x_1 i + x_2 j + x_3 k$. So, if we identify the first column as $x$, then the second, third and fourth columns are $xi, xj,$ and $xk$, respectively. Let

$$
\sigma = \begin{pmatrix}
  -1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1
\end{pmatrix}.
$$

Conjugation by $\sigma$ is an involution of $SO(4)$, changing the signs of the first row and the first column (therefore, the $(1,1)$–entry does not change). We denote the image $\sigma(G)$ by $G^\sigma$. Clearly $-I \in G \cap G^\sigma = \mathbb{Z}_2$, which is the center of $G$ and $G^\sigma$, and also of $SO(4)$. Thus, $G \cdot G^\sigma = SO(4)$ and $G \cap G^\sigma = \mathbb{Z}(SO(4)) \cong \mathbb{Z}_2$, the center of $SO(4)$. Therefore, every element of $SO(4)$ can be written as $a \cdot b^\sigma = (-a) \cdot (-b)^\sigma$, with $a, b \in G$, uniquely modulo $\mathbb{Z}(SO(4))$.

In the following, $R(\theta)$ denotes the rotation

$$
R(\theta) = \begin{pmatrix}
  \cos 2\pi \theta & -\sin 2\pi \theta \\
  \sin 2\pi \theta & \cos 2\pi \theta
\end{pmatrix}.
$$

Note that

$$
R(\theta) = \begin{bmatrix}
  R(\theta) & 0 \\
  0 & R(\theta)
\end{bmatrix} \in G \quad \text{and} \quad \begin{bmatrix}
  R(\theta) & 0 \\
  0 & R(\phi)
\end{bmatrix}^\sigma = \begin{bmatrix}
  R(-\theta) & 0 \\
  0 & R(\phi)
\end{bmatrix}.
$$

We need to find the normalizers of the finite subgroups of $S^3$.

**3.1. Lemma.** For $\Gamma \subset G$, the normalizer of $\Gamma$ in $G$ is as follows:

$$
\begin{array}{cccc}
\Gamma & : & 1 \text{ or } \mathbb{Z}_2 & \mathbb{Z}_k(k>2) \\
\text{Normalizer} & : & G \times \mathbb{Z}_2 \times \mathbb{Z}_4 & \mathbb{Z}^* \mathbb{D}^* \mathbb{D}_k \mathbb{O}^* \mathbb{T}^* \mathbb{O}^* \mathbb{I}^*
\end{array}
$$

**Proof.** Since $\Gamma$ is a closed subgroup, its normalizer $N(\Gamma)$ is also a closed, and hence compact, subgroup of the compact Lie group $S^3$. Moreover, $N(\Gamma)$ is a Lie group. If $\dim N(\Gamma) = 0$, then $N(\Gamma)$ is finite. Suppose that $\dim N(\Gamma) > 0$. The subgroup $N(\Gamma)$ of $S^3$ acts on $S^3$ freely via left multiplications. Then $N(\Gamma)$ is isomorphic to either $S^1, N(S^1)$, or $S^3$. See [1, p.153]. Note that $N(\mathbb{Z}_2) = S^3$, and if $\Gamma \not\cong 1$ or $\mathbb{Z}_2$, then $N(\Gamma) \neq S^3$.

Consider $\mathbb{Z}_k$ with $k > 2$. By conjugating if necessary, we may assume that a generator of $\mathbb{Z}_k$ is $R(1/k)$. Then $R(\theta) \in G$ commutes with $\mathbb{Z}_k$, and conjugation by $
\tau = \begin{bmatrix}
  0 & J \\
  -J & 0
\end{bmatrix}$ and $J = \begin{bmatrix}
  -1 & 0 \\
  0 & 1
\end{bmatrix}$, inverts $\mathbb{Z}_k$. Clearly, $SO(2) = \{R(\theta) : 0 \leq \theta < 1\}$ and $\{\tau\}$ generate the normalizer of $\mathbb{Z}_k$ for $k > 0$. Since $\tau^2 = -I = R(1/2) \in SO(2)$, $\tau^4 = I$. Therefore, $N(\mathbb{Z}_k) = SO(2) \times \mathbb{Z}_2 \times \mathbb{Z}_4$. 
For $\Gamma = D_{4k}^* = \mathbb{Z}_{2k} \times \mathbb{Z}_4$ with $k > 2$, in order for an element of $S^3$ to normalize $D_{4k}^*$, it should normalize the characteristic subgroup $\mathbb{Z}_{2k}$. Therefore, $N(D_{4k}^*)$ is contained in $SO(2) \times \mathbb{Z}_4$. Now it is easy to see that $N(D_{4k}^*)$ is $\mathbb{Z}_{4k} \times \mathbb{Z}_4 = D_{8k}$.

Let $\Gamma = D_{8k}^*$. It is well known that $D_{8}^*$ is a normal subgroup of $O^*$. No binary dihedral group $D_{4k}$ can contain $O^*$. Therefore, $N(D_{8k}^*) = O^*$.

The case of $\Gamma = T^*$, $O^*$, or $\Gamma^*$. If $N(\Gamma)_0 \cong SO(2)$, then $N(\Gamma) = SO(2) \times \mathbb{Z}_2 \mathbb{Z}_4 = N(SO(2))$, since it is the only proper subgroup of $S^3$ containing $SO(2)$. Since $N(SO(2))$ cannot contain $\Gamma$, this is impossible. Hence $N(\Gamma)$ is a finite group. Since $T^*$ is a normal subgroup of $O^*$, it follows that $N(T^*) = O^*$. It is easy to see that $N(O^*) = O^*$ and $N(\Gamma^*) = \Gamma^*$.

An element of $G \subset SO(4)$ is determined by its first column. In fact, there is a natural one-to-one correspondence between $S^3 \subset \mathbb{R}^4$ and $G$, by $v \leftrightarrow v$, where $v$ is the unique element of $G$ whose first column is $v$. Furthermore, the action of $a \cdot b^\sigma \in SO(4)$ on $v \in S^3$ corresponds to the matrix product $a \cdot v \cdot b^{-1}$, verifying that the subgroups $G$ and $G^\sigma$ correspond to $\ell(G)$ and $r(G) \subset M(W, G$).

The following diagram is commutative:

\[
\begin{array}{ccc}
(\ell(G) \times r(G)) \times G & \rightarrow & G \\
\downarrow & & \downarrow \\
SO(4) \times S^3 & \rightarrow & S^3 \\
(a, b), v & \rightarrow & (a \cdot v \cdot b^{-1})
\end{array}
\]

Note that $\ell(G)$ and $r(G)$ are the same group $G$. We view these as different subgroups of $TOP(G)$. Also, note that

\[
\ell(G) \times r(G) \rightarrow SO(4), \quad (a, b) \rightarrow a \cdot b^\sigma,
\]

is a two-to-one map. In fact, the subgroup $\{\pm(I, I)\} = \{(z, z) : z \in \mathbb{Z}_2\}$, where $\mathbb{Z}_2 = \ell(G) \cap r(G)$ is exactly the ineffective part of the action of $\ell(G) \times r(G)$ on $G$. All spherical space-form groups can be put into either $\ell(G) \times \mathbb{Z}_2 r(S^3)$ or $\ell(S^3) \times \mathbb{Z}_2 r(G)$, where $\mathbb{Z}_2 = \ell(G) \cap r(G)$ as above. Sometimes a spherical space-form group $\Delta \subset SO(4)$ lifts to a subgroup of $\ell(G) \times r(G)$. Otherwise, we can take a central extension $\Delta^* \subset \ell(G) \times r(G)$ so that $1 \rightarrow \mathbb{Z}_2 \rightarrow \Delta^* \rightarrow \Delta \rightarrow 1$ is exact. We still call such a $\Delta^*$ a spherical space-form group.

Let $i = i_\ell \times i_r : \Delta \rightarrow \ell(G) \times r(G) \times G$ be an injective homomorphism. We denote

\[
K_\ell = \text{Ker}(i_\ell) = \Delta \cap \ell(G), \quad K_r = \text{Ker}(i_r) = \Delta \cap r(G), \quad \Delta_\ell = \text{Im}(i_\ell) = \Delta / K_\ell, \quad \Delta_r = \text{Im}(i_r) = \Delta / K_r.
\]

We shall say that $H$ is a diagonal subgroup of $H_1 \times H_2$ if there exist surjections $f_1$ and $f_2$ from $H_1$ and $H_2$ respectively to some abelian group $A$, and $H$ is the kernel of the map $H_1 \times H_2 \rightarrow A$ whose restriction to $H_i$ is $f_i$. More generally, a group $H$ is a diagonal subgroup of $H_1 \times H_2$ if there exist a (not necessarily abelian) group $A$ and surjective homomorphisms $f_1 : H_1 \rightarrow A$ and $f_2 : H_2 \rightarrow A$ so that $H$ is the pullback of $f_1$ and $f_2$. That is, $H = \{(x, y) \in H_1 \times H_2 : f_1(x) = f_2(y)\}$.

The following is known from work of Seifert and Threlfall, see for example, [18, p.224], [15, 4.11], [13, p.111], [12] or [14].
3.2. Theorem. Let $\Delta$ be a finite subgroup of $SO(4)$ acting freely on $S^3$. Then one of the following holds. In all cases, $r(S^3)$ and $\ell(S^3)$ can be interchanged.

1. $\Delta = \mathbb{Z}_n$ lifts to $\ell(S^3) \times r(S^3)$ as a diagonal subgroup of $\mathbb{Z}_p \times \mathbb{Z}_q$ so that

$$
K_\ell = \mathbb{Z}_{p'}, \quad K_r = \mathbb{Z}_{q'}, \\
\Delta_\ell = \mathbb{Z}_p, \quad \Delta_r = \mathbb{Z}_q,
$$

where $p, p', q, q'$ are certain integers satisfying $pp' = qq' = n$.

2. $\Delta = \mathbb{B}^* \times \mathbb{Z}_m$, where $\mathbb{B}^*$ is one of the binary polyhedral groups and $m$ is coprime to the order of $\mathbb{B}^*$, lifts to $\ell(S^3) \times r(S^3)$ as

$$
K_\ell = \mathbb{Z}_m, \quad K_r = \mathbb{B}^*, \\
\Delta_\ell = \mathbb{B}^*, \quad \Delta_r = \mathbb{Z}_m.
$$

3. $\Delta$ is an extension of a cyclic group $\mathbb{Z}_{2n}$ by $\mathbb{Z}_2$. Its double covering $\Delta^*$ is a diagonal subgroup of $\mathbb{Z}_{4n} \times \mathbb{D}^*_4 \subset \ell(S^3) \times r(S^3)$ of index 2, where $n = uv$ with $(u, v) = 1$ and $u$ even, and $\Delta = \Delta^*/\mathbb{Z}_2$. Therefore, $\Delta^*$ embeds in $\ell(S^3) \times r(S^3)$ as

$$
K_\ell = \mathbb{Z}_{2u}, \quad K_r = \mathbb{D}^*_4, \\
\Delta_\ell = \mathbb{D}^*_4, \quad \Delta_r = \mathbb{Z}_{4u}.
$$

4. $\Delta^* \subset \ell(S^3) \times r(S^3)$ is a diagonal subgroup of $T^* \times \mathbb{Z}_{6m}$ of index 3, and $\Delta = \Delta^*/\mathbb{Z}_2$:

$$
K_\ell = \mathbb{Z}_{2m}, \quad K_r = \mathbb{D}^*_8, \\
\Delta_\ell = \mathbb{D}^*_8 \times \mathbb{Z}_3 = T^*, \quad \Delta_r = \mathbb{Z}_{6m}.
$$

In all cases, $K_\ell$ and $K_r$ are characteristic subgroups of $\Delta$ or $\Delta^*$.

Proof. (1) A cyclic group $\mathbb{Z}_n$ in $SO(4)$ is generated by

$$
\begin{bmatrix}
R(\frac{\pi}{n}) & 0 \\
0 & R(\frac{\pi}{n})
\end{bmatrix} = \begin{bmatrix}
R(\frac{\pi}{2n}) & 0 \\
0 & R(\frac{\pi}{2n})
\end{bmatrix} \cdot \begin{bmatrix}
R(\frac{\pi}{2n}) & 0 \\
0 & R(\frac{\pi}{2n})
\end{bmatrix} = R\left(\frac{1+\pi}{2n}\right) \cdot R\left(\frac{1-\pi}{2n}\right)
$$

up to conjugation in $SO(4)$. Then $\mathbb{Z}_n$ acts freely if and only if $r$ satisfies $(r, n) = 1$. Furthermore, any two such representations with $r$ and $r'$ are conjugate in $O(4)$ if and only if $r \equiv \pm r' \mod n$ or $rr' \equiv \pm 1 \mod n$. Suppose $r$ is even, $0 < r < n$. Then $n$ is odd since $(r, n) = 1$. Take $r' = n - r$. Then $r'$ is odd. Therefore, without loss of generality, we may assume that $r$ is odd. Then we define a lift $\mathbb{Z}_n \to \ell(G) \times r(G)$ by

$$
SO(4) \ni R\left(\frac{1+\pi}{2n}\right) \cdot R\left(\frac{1-\pi}{2n}\right) \quad \mapsto \quad \left(R\left(\frac{1+\pi}{2n}\right), R\left(\frac{1-\pi}{2n}\right)\right) \in \ell(G) \times r(G).
$$

Since $r$ is odd, $(R\left(\frac{1+\pi}{2n}\right), R\left(\frac{1-\pi}{2n}\right))$ has order exactly $n$ in $\ell(S^3) \times r(S^3)$. Note that if $r \equiv 1 \equiv 0 \mod n$, then $\Delta$ lies completely in one of $\ell(G)$ or $r(G)$. In general, $\Delta$ lies in $\ell(G) \times r(G)$ diagonally.

The order of $\Delta_\ell$ and $\Delta_r$ are $p = 2n/gcd(2n, 1+r)$ and $q = 2n/gcd(2n, 1-r)$; and $p' = n/p$, $q' = n/q$.

In the following, we indicate the commutative diagram
omitting the trivial groups.

Then the group $\mathbb{Z}_n$ fits the commutative diagram

$$
\begin{array}{c}
\mathbb{Z}_q' \longrightarrow \mathbb{Z}_q' \\
\downarrow \quad \downarrow \\
\mathbb{Z}_p' \longrightarrow \mathbb{Z}_n \longrightarrow \mathbb{Z}_p \\
\downarrow \quad \downarrow \\
\mathbb{Z}_m \longrightarrow \mathbb{Z}_q \longrightarrow \mathbb{Z}_\alpha
\end{array}
$$

so that $\mathbb{Z}_\alpha$ is a diagonal subgroup of $\mathbb{Z}_p \times \mathbb{Z}_q$ of index $\alpha$, where $\alpha = pq/n$.

(2) The product $\Delta = B^* \times \mathbb{Z}_m$ maps into $\ell(S^3) \times r(S^3)$ by $B^* \subset \ell(S^3)$ and $\mathbb{Z}_m \subset r(S^3)$ so that it fits the commutative diagram

$$
\begin{array}{c}
B^* \longrightarrow B^* \\
\downarrow \quad \downarrow \\
\mathbb{Z}_m \longrightarrow \mathbb{Z}_m \longrightarrow 1
\end{array}
$$

(3) A decomposition $2n = 2u \cdot v$, $u = 2w$ with $(2w, v) = 1$, gives rise to an embedding of $\Delta^*$ as follows: Let $x$, $y$ be integers such that $2wx + vy = 1$. Then let $r \equiv 1 - 4wx(\equiv -1 + 2vy)$ mod $2n$. Then $r^2 \equiv 1 \mod 2n$. Such an $r$ is called a regular solution of $r^2 \equiv 1 \mod 2n$ of even type associated with the decomposition $2n = 2u \cdot v$, $u = 2w$. $\Delta$ is generated by

$$
C_{2n}^{(r)} = \begin{bmatrix} R(\frac{r}{2n}) & 0 \\ 0 & R(\frac{1}{2n}) \end{bmatrix}
$$

and

$$
V = \begin{bmatrix} 0 & R(\frac{1}{2n}) \\ -I & 0 \end{bmatrix}.
$$
Then $\Delta^*$ fits the diagram

\[
\begin{array}{cccccc}
\mathbb{Z}_{2u} & \longrightarrow & \mathbb{Z}_{2u} \\
\downarrow & & \downarrow \\
\mathbb{Z}_{2v} & \longrightarrow & \Delta^* & \longrightarrow & \mathbb{Z}_{4u} \\
\downarrow & & \downarrow & & \downarrow \\
\mathbb{Z}_{2v} & \longrightarrow & \mathbb{D}_4^* & \longrightarrow & \mathbb{Z}_2
\end{array}
\]

so that $\Delta^*$ is a diagonal subgroup of $\mathbb{Z}_{4u} \times \mathbb{D}_4^* \subset \ell(S^3) \times r(S^3)$ of index 2.

For example, let $2n = 24$. An even decomposition $24 = (2 \cdot 4) \cdot 3$, $2w = u = 4$, $v = 3$, and $(2w, v) = (4, 3) = 1$, gives rise to subgroup $\Delta$ of $\text{SO}(4)$ generated by

\[
\begin{bmatrix}
R(\frac{3}{24}) & 0 \\
0 & R(\frac{1}{24})
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
0 & R(\frac{1}{3}) \\
-I & 0
\end{bmatrix}.
\]

Observe that these can be written as

\[
C = R\left(\frac{3}{8}\right) \cdot R\left(-\frac{1}{3}\right) \quad \text{and} \quad V = R\left(-\frac{1}{16}\right) \cdot W^\sigma,
\]

where $W$ is a matrix such that $W^2 = -I$, $W R\left(-\frac{1}{3}\right) W^{-1} = R\left(\frac{1}{3}\right)$, and it commutes with every other matrix. Therefore, $K_r = \mathbb{Z}_8$ and $K_\ell = \mathbb{Z}_6$ are generated by $C^3$ and $C^3 V^{-2}$, respectively.

Remark. An odd decomposition of $2n$ gives rise to a product embedding which is case (2). For more details, the reader is referred to the paper [14], but one should beware of many typographical errors in that paper. Specifically, in page 149 line $-17$, $u = 2v$ should read $u = 2w$. Also in the same page, line $-10$, all $n$'s should read $u$'s.\(^1\)

(4) The group $\Delta^*$ fits the commutative diagram

\[
\begin{array}{cccccc}
\mathbb{Z}_{2m} & \longrightarrow & \mathbb{Z}_{2m} \\
\downarrow & & \downarrow \\
\mathbb{D}_8^* & \longrightarrow & \Delta^* & \longrightarrow & \mathbb{Z}_{6m} \\
\downarrow & & \downarrow & & \downarrow \\
\mathbb{D}_8^* & \longrightarrow & \mathbb{T}^* & \longrightarrow & \mathbb{Z}_3
\end{array}
\]

so that it is a diagonal subgroup of $\mathbb{T}^* \times \mathbb{Z}_{6m}$ of index 3. Of course, $\Delta = \Delta^*/\mathbb{Z}_2$.

Finally, from the list, it is clear that all $K_\ell$ and $K_r$ are characteristic in $\Delta$ or $\Delta^*$.

Let $Q'$ be an extension of a non-cyclic binary polyhedral group $\mathbb{B}^*$ by $Q$. Consider the following condition on $Q'$.

\(^1\)If you happen to be using the Russian original of [14], the same errors appear on page 135, lines 2 and 9.
Condition (B).

1. If \( B^* = D^*_k \), \( Q' \) is either a product \( D^*_k \times Q \), a diagonal subgroup of \( D^*_k \times Q \) of index 2, a diagonal subgroup of \( T^* \times Q \) of index 3, or a diagonal subgroup of \( O^* \times Q \) of index 6.
2. If \( B^* = D^*_k (k > 2) \) or \( T^* \), then \( Q' \) is either \( B^* \times Q \) or a diagonal subgroup of \( D^*_k \times Q \) or \( O^* \times Q \) of index 2, respectively.
3. If \( B^* = O^* \) or \( T^* \), then \( Q' = B^* \times Q \).

From Main Lemma 2.2, we have

3.3. Lemma (Non-cyclic). Let \( i : \Delta \to G \) be a finite non-cyclic binary polyhedral group. \( \rho : Q \to \text{TOP}(W) \) be an action on a connected space \( W \); and let \( 1 \to \Delta \to \Pi \to Q \to 1 \) be exact. The following are equivalent:

1. There exists a homomorphism \( \theta : \Pi \to M(W, G) \times \text{TOP}(W) \) extending \( i : \Delta \to r(G) \subset M(W, G) \) and compatible with \( \rho \).
2. There exists a homomorphism \( \theta : \Pi \to G \times \text{TOP}(W) \) compatible with \( i \) and \( \rho \).
3. There exists a homomorphism \( \tilde{i} : \Pi \to G \) extending \( i \).
4. \( \Pi \) satisfies the condition (B).

In each of the cases, there exists only one homomorphism \( \tilde{i} \) defined by projecting \( \Pi \) onto the first factor of the product and then followed by the inclusion of the first factor into \( G \). The homomorphism \( \theta \) is injective if and only if \( \rho \) is injective.

Proof. Suppose there exists \( \theta : \Pi \to M(W, G) \times \text{TOP}(W) \). For any \( (\eta, h) \in M(W, G) \times \text{TOP}(W) \),

\[
(\eta, h)(z, 1)(\eta, h)^{-1} = (\eta \cdot z \cdot \eta^{-1}, 1)
\]

for \( z \in r(G) \). This implies that if \( (\eta, h) \in \theta(\Pi) \), then \( \eta : W \to G \) must have values in \( N_G(\Delta) \). In other words, \( \theta : \Pi \to M(W, N_G(\Delta)) \times \text{TOP}(W) \). Since \( \Delta \) is not cyclic, \( N_G(\Delta) \) is discrete. Moreover, since \( W \) is connected, every continuous map into \( N_G(\Delta) \) is constant so that \( M(W, N_G(\Delta)) = N_G(\Delta) \). Note also that the action of \( \text{TOP}(W) \) on \( N_G(\Delta) \subset r(G) \) is trivial. Consequently, any homomorphism \( \theta : \Pi \to M(W, G) \times \text{TOP}(W) \) has image in \( r(G) \times \text{TOP}(W) \subset M(W, G) \times \text{TOP}(W) \), and such a homomorphism exists if and only if there exists a homomorphism \( \tilde{i} : \Pi \to N_G(\Delta) \subset G \) extending \( i \).

Now the image \( i(\Pi) \) is isomorphic to either \( \Delta \) or a normal subgroup \( S \) of \( N_G(\Delta) \) containing \( \Delta \). If \( i(\Pi) \cong \Delta \), then \( \Pi \) is a product \( \Delta \times Q \). Otherwise, \( \Pi \) is a diagonal subgroup of \( S \times Q \). This happens only when \( \Delta = D^*_k \) or \( T^* \), see 3.1.

To treat the case when \( \Delta \) is cyclic, we use cohomology arguments. We shall use the first and second group cohomology, but they have non-abelian coefficients. The first cohomology arises from crossed homomorphisms. With the same notation as in Lemma 3.3, any homomorphism \( \theta : \Pi \to M(W, G) \times \text{TOP}(W) \) compatible with \( \rho : Q \to \text{TOP}(W) \) yields a crossed homomorphism \( \lambda : \Pi \to M(W, G) \). That is,

\[
\lambda(\alpha, \beta) = \lambda(\alpha) \cdot \pi \lambda(\beta) = \lambda(\alpha) \cdot \lambda(\beta) \circ \rho(\pi)^{-1},
\]

where \( \pi \in Q \) is the image of \( \alpha \in \Pi \). Conversely, any such a crossed homomorphism \( \lambda \) gives rise to a homomorphism \( \tilde{\theta} \). If \( M(W, G) \) is replaced by \( r(G) \), the action of \( \text{TOP}(W) \) on \( r(G) \) is trivial, so that the crossed homomorphism becomes a homomorphism.
For a group $Q$, a commutative group $A$ and a homomorphism $\phi: Q \to \text{Aut}(A)$, each congruence class of extensions of the form $0 \to A \to \Pi \to Q \to 1$ with abstract kernel $\phi$ is represented by an element of $H^2_\phi(Q; A)$. We denote the element of $H^2_\phi(Q; A)$ which is represented by this extension by $[\Pi]$. See [11]. If $\phi$ is obvious from the context, we suppress it and write $H^2_\phi(Q; A)$ as $H^2(Q; A)$.

3.4. Lemma (Cyclic). Let $i: \Delta = \mathbb{Z}_n \to r(G)$, $n > 2$ (so that $N_G(\Delta) = \text{SO}(2) \rtimes \mathbb{Z}_2 \mathbb{Z}_4$), let $\rho: Q \to \text{TOP}(W)$ be an effective properly discontinuous action on a simply connected space $W$; and let $1 \to \Delta \to \Pi \to Q \to 1$ be exact. The following are equivalent:

1. There exists an injective homomorphism $\overline{\theta}: \Pi \to \overline{\Pi} = M(W, G) \rtimes \text{TOP}(W)$ extending $i: \Delta \to r(G) \subset M(W, G)$ and compatible with $\rho$.

2. There exists a crossed homomorphism $\tilde{i}: \Pi \to M(W, \text{SO}(2) \rtimes \mathbb{Z}_2 \mathbb{Z}_4)$ extending $i$.

If 1 holds, then either the subgroup $\Delta$ is central or elements of $\Pi$ must act as inversion on $\Delta$. If $\Delta$ is central, the above is also equivalent to

3. There exists an exact sequence $1 \to \mathbb{Z} \to \Pi \to Q \to 1$ so that $1 \to \Delta \to \Pi \to Q \to 1$ is its natural image.

Suppose $\Delta$ is central, and 3 holds. Then $\overline{\theta}$ has image in $\text{SO}(2) \rtimes \text{TOP}(W)$ (and consequently, $i$ extends to a homomorphism $\Pi \to \text{SO}(2)$) if and only if

4. The image of $[\Pi]$ under the homomorphism $j_*: H^2(Q; \mathbb{Z}) \to H^2(Q; \mathbb{R})$ induced by the inclusion map $j: \mathbb{Z} \hookrightarrow \mathbb{R}$ lies in $\text{Image}(j_*) \subset H^2(Q; \mathbb{R})$.

Proof. A homomorphism $\overline{\theta}: \Pi \to M(W, G) \rtimes \text{TOP}(W)$ induces a crossed homomorphism $\Pi \to M(W, G)$ which necessarily has values in $M(W, \text{SO}(2) \rtimes \mathbb{Z}_2 \mathbb{Z}_4)$ (recall that $N_G(\Delta) = \text{SO}(2) \rtimes \mathbb{Z}_2 \mathbb{Z}_4$), and conversely, such a crossed homomorphism gives rise to a homomorphism $\overline{\theta}: \Pi \to M(W, G) \rtimes \text{TOP}(W)$. Thus 1 and 2 are equivalent.

We show that 1$\iff$3. Suppose (1) holds. Then $\overline{\theta}$ must have image in $M(W, \text{SO}(2) \rtimes \mathbb{Z}_2 \mathbb{Z}_4) \rtimes \text{TOP}(W)$. (See the proof of Lemma 3.3.) This implies the abstract kernel $Q \to \text{Aut}(\Delta)$ is either trivial or has image $\mathbb{Z}_2$ whose non-trivial element is the inversion on $\Delta$.

Suppose $\Delta$ is central. View $\text{SO}(2)$ as $\mathbb{R}/n\mathbb{Z}$, and take the pullback $\tilde{\Pi}$ of the two homomorphisms $\overline{\theta}: \Pi \to M(W, \text{SO}(2)) \rtimes \text{TOP}(W)$ and $M(W, \mathbb{R}) \rtimes \text{TOP}(W) \to M(W, \text{SO}(2)) \rtimes \text{TOP}(W)$, to get

\[1 \to n\mathbb{Z} \to \tilde{\Pi} \to \Pi \to 1\]

\[1 \to n\mathbb{Z} \to M(W, \mathbb{R}) \rtimes \text{TOP}(W) \to M(W, \text{SO}(2)) \rtimes \text{TOP}(W) \to 1\]

Simple connectivity of $W$ assures that the bottom sequence is exact. By restricting the above diagram to the subgroup $\mathbb{Z}_n = \Delta \subset \Pi$, we get a subgroup $A \subset \tilde{\Pi}$ and a commutative diagram

\[1 \to n\mathbb{Z} \to A \to \mathbb{Z}_n \to 1\]

\[(3.4.1)\]

\[1 \to n\mathbb{Z} \to \mathbb{R} \to \text{SO}(2) \to 1\]
This implies $A$ is torsion free, and hence $A \cong \mathbb{Z}$. Since $\tilde{\Pi}/A \cong Q$, we have a desired extension $1 \to Z = A \to \tilde{\Pi} \to Q \to 1$.

Conversely, suppose there exists an exact sequence $1 \to Z \to \tilde{\Pi} \to Q \to 1$ which maps down to $1 \to \Delta \to \Pi \to Q \to 1$ naturally. We shall first map $\tilde{\Pi}$ into $M(W, \mathbb{R}) \times \text{TOP}(W)$, and then it will induce a desired homomorphism $\Pi \to M(W; \text{SO}(2) \times \text{TOP}(W)) \subset M(W; G) \times \text{TOP}(W)$ via $\text{SO}(2) \subset G$. In order to find a homomorphism $\tilde{\theta} : \tilde{\Pi} \to M(W, \mathbb{R}) \times \text{TOP}(W)$, we employ a cohomological argument. The existence of a homomorphism $\tilde{\theta}$ which makes the diagram

$$
\begin{array}{cccccc}
1 & \to & Z & \to & \tilde{\Pi} & \to & Q & \to & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
1 & \to & M(W, \mathbb{R}) & \to & M(W, \mathbb{R}) \times \text{TOP}(W) & \to & \text{TOP}(W) & \to & 1 \\
\end{array}
$$

commutative is equivalent to saying that $[\tilde{\Pi}] \in H^2(Q; \mathbb{Z})$ maps to $[M(W, \mathbb{R}) \times Q] = 0 \in H^2(Q; M(W, \mathbb{R}))$ under the homomorphism $H^2(Q; \mathbb{Z}) \to H^2(Q; M(W, \mathbb{R}))$ induced by the coefficient homomorphism $\mathbb{R} \to M(W, \mathbb{R})$. However, it is known [2] that the group $H^2(Q; M(W, \mathbb{R}))$ is 0 when the action $\rho : Q \to \text{TOP}(W)$ is properly discontinuous. Now divide out $\tilde{\Pi} \to M(W, \mathbb{R}) \times \text{TOP}(W)$ by $n\mathbb{Z}$ to get a homomorphism of $\Pi \to M(W; \text{SO}(2)) \times \text{TOP}(W)$. Since $\text{SO}(2) \subset G$, we have obtained a desired $\tilde{\theta} : \Pi \to M(W, G) \times \text{TOP}(W)$. This establishes the equivalence of 1, 2 and 3 when $\Delta$ is central.

To prove the final claim, suppose $\Delta$ is central, and 3 holds. The commutative diagram (3.4.1) of trivial $Q$-modules yields a commutative diagram

$$
\begin{array}{cccccc}
H^2(Q; n\mathbb{Z}) & \overset{j}{\to} & H^2(Q; \mathbb{Z}) & \overset{p}{\to} & H^2(Q; \Delta) & \to & H^3(Q; n\mathbb{Z}) \\
\| & & \| & & \| & & \|
\end{array}
$$

$$
\begin{array}{cccc}
H^2(Q; n\mathbb{Z}) & \overset{j'}{\to} & H^2(Q; \mathbb{R}) & \overset{p'}{\to} & H^2(Q; \text{SO}(2)) & \to & H^3(Q; n\mathbb{Z}) \\
\end{array}
$$

Suppose $\tilde{\theta}$ has image in $G \times \text{TOP}(W)$. Then, in fact, $\Pi$ maps into $\text{SO}(2) \times Q$. (We identify $Q$ with $\rho(Q)$.) This implies $\tilde{\theta}^* [\Pi] = 0 = [\text{SO}(2) \times Q]$. Since $p' [\tilde{\Pi}] = [\Pi]$, we have $p' j_* [\tilde{\Pi}] = p' [\tilde{\Pi}] = \tilde{\theta}^* [\Pi] = 0$ by the commutativity of the second square of the diagram. By exactness, there exists $a \in H^2(Q; n\mathbb{Z})$ such that $j'(a) = j_* [\tilde{\Pi}]$. However, $j'$ is just $\otimes \mathbb{R}$ and is the same as the composite $H^2(Q; \mathbb{Z}) \overset{n}{\to} H^2(Q; \mathbb{Z}) \overset{\otimes \mathbb{R}}{\to} H^2(Q; \mathbb{R})$. Consequently, $j_* [\tilde{\Pi}]$ lies in $n\text{-Image}(j_*) \subset H^2(Q; \mathbb{R})$.

Conversely, suppose $j_* [\Pi] \in \text{n-Image}(j_*) \subset H^2(Q; \mathbb{R})$. Then it is in the image of $j'$ by the above argument. By exactness, $p' j_* [\Pi] = 0 \in H^2(Q; \text{SO}(2))$. The commutativity of the second square again implies $\tilde{\theta}^* [\Pi] = 0$, which is equivalent to saying that $\Pi$ maps into $\text{SO}(2) \times Q$. Since $\text{SO}(2) \subset G$, we have obtained a desired $\Pi \to G \times Q \subset G \times \text{TOP}(W)$.

Note that the above statement 3 is not true if $\Delta$ is not central. For example, suppose $\Pi = D_{4n} = \mathbb{Z}_{2n} \rtimes_{\mathbb{Z}_2} \mathbb{Z}_4$, so that $1 \to \mathbb{Z}_{2n} \to D_{4n} \to \mathbb{Z}_2 \to 1$ is exact. There is no exact sequence $1 \to Z \to \tilde{\Pi} \to \mathbb{Z}_2 \to 1$ which maps to the above exact sequence. Furthermore, even if there were such an exact sequence, the statement 4...
Let $\Delta$ be a spherical space-form group, $\rho : Q \to \text{TOP}(W)$ a properly discontinuous action; and let $1 \to \Delta \to \Pi \to Q \to 1$ be exact. Suppose there exists a homomorphism $\Pi \to \tilde{U}$ with $i = i_\ell \times i_r : \Delta \hookrightarrow \ell(G) \times r(G)$. When $i_\ell$ and $i_r$ are interchanged, there may not exist such a homomorphism $\Pi \to \tilde{U}$. Recall that at least one of $\Delta_\ell$ or $\Delta_r$ is cyclic. The following lemma shows that putting a cyclic one in $\Delta_r$ rather than in $\Delta_\ell$ gives more flexibility for constructing a homomorphism of $\Pi$ into $\tilde{U}$. See Examples 4.8 and 4.9.

**3.5. Lemma.** Let $i = i_\ell \times i_r : \Delta \hookrightarrow \ell(G) \times r(G)$ be a spherical space-form group. Let $\rho : Q \to \text{TOP}(W)$ be a properly discontinuous action; and let $1 \to \Delta \to \Pi \to Q \to 1$ be exact. Suppose $\Pi$ embeds into $\tilde{U}$ so that the diagram (Seifert) below in 3.6 commutes with $\Delta_r$ cyclic and $\Delta_\ell$ non-cyclic. Then $\theta$ has image in $(\ell(G) \times r(G)) \times \text{TOP}(W)$. Therefore, $\Pi$ can be embedded into $\tilde{U}$ also with $i_\ell$ and $i_r$ interchanged.

**Proof.** The homomorphism $\theta : \Pi \to \tilde{U}$ induces a homomorphism $\tilde{\theta} : \Pi \to M(W,G) \times \text{TOP}(W)$. However, since $i_r(\Delta)$ is a non-cyclic polyhedral group, $\tilde{\theta}$ must have image in $r(G) \times \text{TOP}(W)$ by 3.3(2). Consequently, $\theta$ has image in $(\ell(G) \times r(G)) \times \text{TOP}(W)$.

Let $1 \to Z_n \to A' \to Q \to 1$ be exact; and $\rho : Q \to \text{TOP}(W)$ be an action.

**Conditions (C1) and (C2):**

(C1) When $i_r : Z_n \hookrightarrow \text{SO}(2) \hookrightarrow r(S^3)$: There exists a homomorphism $\tilde{\theta} : Q' \to M(W,S^3) \circ \text{TOP}(W)$ extending $i_r$. If $n > 2$, then this reduces to: there exists a crossed homomorphism $\tilde{\theta} : Q' \to M(W,\text{SO}(2) \circ \mathbb{Z}_2 \mathbb{Z}_4)$ extending $i$. If $\Delta$ is central and $n > 2$, this is equivalent to the existence of an exact sequence $1 \to Z \to Q'' \to Q \to 1$ whose mod $n$ reduction is $1 \to \Delta \to Q' \to Q \to 1$.

(C2) When $i_\ell : Z_n \hookrightarrow \text{SO}(2) \hookrightarrow \ell(S^3)$: There exists a homomorphism $i : Q' \to S^3$ extending $i_\ell$. If $n > 2$, then this is equivalent to: there exists a homomorphism $Q' \to \text{SO}(2) \circ \mathbb{Z}_2 \mathbb{Z}_4$ extending $Z_n \hookrightarrow \text{SO}(2)$.

We combine the ideas from the previous two lemmas, and state the final result. This will be used in the next section. We use the conditions (B) in 3.3 for binary polyhedral groups, (C1) and (C2) for cyclic groups.

**3.6. Theorem.** Let $i = i_\ell \times i_r : \Delta \hookrightarrow \ell(G) \times r(G)$ be a spherical space-form group; $\rho : Q \to \text{TOP}(W)$ an effective properly discontinuous action; and let $1 \to \Delta \to \Pi \to Q \to 1$ be exact. Necessary and sufficient conditions that there exists an injective homomorphism $\theta : \Pi \to \tilde{U}$ which makes the diagram

\[
\begin{array}{ccccccccc}
1 & \to & \Delta & \to & \Pi & \to & Q & \to & 1 \\
\downarrow i & & \downarrow \theta & & \downarrow \rho & & & & \\
1 & \to & \ell(G) \times M(W,G) & \to & \tilde{U} & \to & \text{TOP}(W) & \to & 1
\end{array}
\]

commutative are:

1. If $\Delta_\ell$ is cyclic and $\Delta_r$ is not cyclic, $\Pi/K_\ell$ satisfies the condition (C2), and $\Pi/K_r$ satisfies the condition (B).
2. If \( \Delta_r \) is cyclic and \( \Delta_t \) is not cyclic: \( \Pi/K_r \) satisfies the condition (B), and \( \Pi/K_t \) satisfies the condition (C1).

3. If \( \Delta_r \) and \( \Delta_t \) are both cyclic: \( \Pi/K_r \) satisfies the condition (C2), and \( \Pi/K_t \) satisfies the condition (C1).

In 2 or 3, if, furthermore, \( \Pi/K_r \) satisfies the condition (C2), then \( \Pi \) embeds into \( \text{Isom}(G) \times \text{TOP}(W) \).

**Proof.** If \( \theta \) exists, it induces homomorphisms \( \bar{i} : \Pi \to \ell(G) \) extending \( i_{\ell} : \Delta \to \ell(G) \), and \( \bar{\rho} : \Pi \to M(W,G) \times \text{TOP}(W) \) extending \( i_r : \Delta \to r(G) \subset M(W,G) \) and compatible with \( \rho \).

Conversely, suppose \( \Pi \) satisfies the conditions stated in the theorem. Recall that \( K_{\ell} \) and \( K_r \) are characteristic in \( \Delta \), and are normal in \( \Pi \). We apply Lemmas 3.3 and 3.4, for the exact sequences \( 1 \to \Delta_t \to \Pi/K_t \to Q \to 1 \) and \( 1 \to \Delta_r \to \Pi/K_r \to Q \to 1 \) to get homomorphisms \( \bar{i} : \Pi \to \ell(G) \) extending \( i_{\ell} : \Delta \to \ell(G) \), and \( \bar{\rho} : \Pi \to M(W,G) \times \text{TOP}(W) \) extending \( i_r : \Delta \to r(G) \subset M(W,G) \) and compatible with \( \rho \). Then, applying the Main Lemma 2.2 (combining these two homomorphisms), we get a desired homomorphism \( \Pi \to \ell(G) \times [M(W,G) \times \text{TOP}(W)] = \bar{U} \).

**3.7. Example.** Let \( \Delta = \mathbb{Z}_{nk} \), \( \Pi = D_{2nk} \), so that \( Q = \mathbb{Z}_2 \). Suppose \( \Delta \subseteq \ell(G) \times r(G) \) and \( Q \) acts on \( S^2 \) by 180° rotation around the poles. This \( \Pi \) cannot be embedded into \( \bar{U} \) or \( \bar{U} \). If \( K_{\ell} = \mathbb{Z}_n \), the exact sequence \( 1 \to \Delta_k \to D_{2k} \to \mathbb{Z}_2 \to 1 \) cannot map into \( \ell(G) \), unless \( k = 1 \). Suppose \( k = 1 \), so that \( K_r = \mathbb{Z}_k = 1 \). Then the exact sequence \( 1 \to \mathbb{Z}_n \to D_{2n} \to \mathbb{Z}_2 \to 1 \) must map into \( M(W,G) \). However, at the south pole \( S \), \( D_{2n} \) must map into \( M(S,G) \cong G \), which is not possible. Consequently, \( D_{2nk} \) cannot map into \( \bar{U} \) or \( \bar{U} \).

**4. When \( W \) is 2-dimensional**

In this section, we specialize to the case where \( W \) is 2-dimensional. In fact, we shall restrict to \( W = \mathbb{R}^2 \) or \( W = \mathbf{H}^2 \), and the action of \( Q \) on \( W \) will be via orientation-preserving isometries, so that \( \rho : Q \to \text{Isom}(W) \). We may present a cocompact 2-dimensional orientation-preserving Riemannian orbifold group as follows:

\[
(Q) \quad Q = \langle \bar{x}_1, \ldots, \bar{x}_g, \bar{y}_1, \ldots, \bar{y}_g, \bar{w}_1, \ldots, \bar{w}_p \mid \bar{w}_j^{\alpha_j} = 1, \prod_{j=1}^{p} \bar{w}_j \prod_{i=1}^{g} [\bar{x}_r, \bar{y}_s] = 1 \rangle
\]

for \( p \geq 0, g \geq 0 \) and all \( \alpha_j \geq 2 \). If \( g = 0 \), we require, in addition, that \( p \geq 3 \). The Euler characteristic of \( Q \) is defined as

\[
\chi(Q) = (2 - 2g) - \sum_{j=1}^{p} \left( 1 - \frac{1}{\alpha_j} \right).
\]

Then \( Q \) acts properly on \( W \) with compact quotient, where \( W = S^2, \mathbb{R}^2, \) or \( \mathbf{H}^2 \) according as \( \chi(Q) > 0, = 0, \) or \( < 0 \), respectively. In fact, any group acting properly discontinuously and effectively on \( S^2, \mathbb{R}^2, \) or \( \mathbf{H}^2 \) preserving orientation and with compact quotient is isomorphic to such a \( Q \) and has branching indices equal to the \( \alpha_j \)’s. We shall restrict ourselves to \( Q \) and \( W = \mathbb{R}^2 \) or \( \mathbf{H}^2 \). Then \( Q \) is infinite and has trivial center unless \( Q = \mathbb{Z}^2 \). The latter case occurs only if \( g = 1 \) and \( p = 0 \).
The embedding problem for \( \Delta \) almost always has a cyclic component. The cyclic groups need the most analysis. Consequently, much of present section is devoted to studying when there exists a homomorphism \( \hat{Q} \to \text{SO}(2) \) which is injective on \( \mathbb{Z}_n \), for a central extension

\[
1 \to \mathbb{Z}_n \to \hat{Q} \to Q \to 1
\]

with \( \chi(Q) \leq 0 \).

Associated with each \( Q \) are groups with presentations of the form

\[
\hat{Q} = \langle \hat{x}_1, \cdots, \hat{x}_g, \hat{y}_1, \cdots, \hat{y}_g, \hat{w}_1, \cdots, \hat{w}_p, \hat{z} \mid \hat{z} \text{ central}, \hat{w}_j^{\alpha_j} = \hat{z}^{-\beta_j},
\]

\[
\prod_{j=1}^{p} \hat{w}_j \prod_{i=1}^{g} [\hat{x}_i, \hat{y}_i] = \hat{z}^b,
\]

\[
\hat{Q} = \langle x_1, \cdots, x_g, y_1, \cdots, y_g, w_1, \cdots, w_p, z \mid z \text{ central}, z^n = 1, w_j^{\alpha_j} = z^{-\beta_j},
\]

\[
\prod_{j=1}^{p} w_j \prod_{i=1}^{g} [x_i, y_i] = z^b
\]

### 4.1. Lemma

Suppose \( \chi(Q) \leq 0 \). Then

1. A group \( Q' \) has a presentation of the form \( \hat{Q} \) if and only if it is a central extension of \( \mathbb{Z} = \langle \hat{z} \rangle \) by \( Q \).
2. A group \( Q'' \) has a presentation of the form \( \hat{Q} \) with \( 0 \leq \beta_j < n \) and \( 0 \leq b < n \) if and only if it is a central extension of \( \mathbb{Z}_n = \langle z \rangle \) by \( Q \).
3. The mod \( n \) reduction homomorphism \( H^2(Q; \mathbb{Z}) \to H^2(Q; \mathbb{Z}_n) \) maps \( [Q'] \) to \( [Q''] \).

**Proof.** It is well known that the group \( Q' \) is the fundamental group of a Seifert orbifold group with infinite center, and the element \( \hat{z} \in Q' \) generates an infinite cyclic group so that \( Q' \) is a central extension of \( \mathbb{Z} \) by \( Q \). See [7] or [6]. Then it is clear that \( Q'' \) is a central extension of the cyclic group generated by \( z \), by the group \( Q \). If \( Q \) is centerless, then the center of \( Q'' \) is the group generated by \( z \). If \( Q = \mathbb{Z}^2 \), then the presentation is just \( \langle x, y, z \mid [x, y] = z^b, z^n = 1, z \text{ central} \rangle \). We can, without loss of generality, assume that \( 0 \leq \beta_j < n \) and \( 0 < b < n \).

One can define a natural homomorphism \( Q' \to Q'' \) by sending the generators \( \hat{x}_i \mapsto x_i \), etc. The kernel of this homomorphism is \( n\mathbb{Z} \), since all we do to obtain \( Q'' \) is to add the relation \( z^n = 1 \). Therefore, \( Q'' = Q'/n\mathbb{Z} \), and the subgroups \( \mathbb{Z}_n \) and \( \hat{z} \) are the entire center of \( Q'' \) and \( Q' \) unless \( Q'' = \mathbb{Z}_n \times \mathbb{Z}^2 \) and \( Q' = \mathbb{Z} \times \mathbb{Z}^2 \), respectively. These exceptions occur only when \( g = 1, p = 0 \) and \( b = 0 \). If \( Q = \mathbb{Z}^2 \), then \( Q' = \mathbb{Z} \), and \( Q'' = \mathbb{Z} \times \mathbb{Z}^2 \). The homomorphism \( H^2(Q; \mathbb{Z}) \to H^2(Q; \mathbb{Z}_n) \) given by reduction mod \( n \) sends a group of the form \( Q' \) onto the group of the form \( 0 \to \mathbb{Z}_n \to Q'' \to Q \to 1 \). The presentations of \( Q' \) and \( Q'' \) show that \( [Q''] \in H^2(Q; \mathbb{Z}_n) \) is the mod \( n \) reduction of \( [Q'] \in H^2(Q; \mathbb{Z}) \). This establishes Lemma 4.1. \( \square \)

Now associated with each \( \hat{Q} \) is an invariant called the **euler number** of \( \hat{Q} \) and denoted by \( e(\hat{Q}) \). It is defined to be the real (actually rational) number

\[
e(\hat{Q}) = -\left( b + \sum_{j=1}^{p} \frac{\beta_j}{\alpha_j} \right).
\]
In fact, \(|e(\hat{Q})|\) is an invariant of the isomorphism class of \(\hat{Q}\). The number of distinct congruence classes having the same Euler number is precisely equal to the order of the torsion in \(H^2(Q;\mathbb{Z})\) which is a finite divisor of \(\alpha_1 \cdots \alpha_p\), and actually is equal to \(\frac{\text{lcm}(\alpha_1, \cdots, \alpha_p)}{\text{gcd}(\alpha_1, \cdots, \alpha_p)}\). See Theorem 4.5 for more details.

In 4.7, we give a complete solution to the embedding problem when \(G = S^3\) and \(W = \mathbb{R}^2\). Crucial to this is the existence of homomorphisms of \(\hat{Q}\) into \(S^1\) obtained in 4.6. However, it is possible to obtain the results of 4.6 without the elegant cohomological machinery employed in 4.5 and 4.6 by a direct construction involving the euler numbers. We do this in lemmas 4.2, 4.3 and 4.4. While redundant by 4.6, it does offer an alternative concrete approach.

4.2. Lemma. For a given \(Q\) with \(\chi(Q) \leq 0\), all the possible Euler numbers, \(e(\hat{Q}) = -(b + \sum_{j=1}^p \frac{A}{\alpha_j})\), associated to the congruence classes of central extensions of \(\mathbb{Z}\) by \(Q\) are all the possible integral multiples of \(\frac{1}{L}\), where \(L = \text{lcm}(\alpha_1, \cdots, \alpha_p)\).

Proof: If there are no \(\alpha\)'s, then \(L = 1\); otherwise, we may absorb the integer \(b\) into the \(\beta\)'s; that is, without loss of generality, we can assume \(b = 0\) and the \(\beta\)'s run through all the possible integers. Put \(A = \alpha_1 \cdots \alpha_j \cdots \alpha_p\), and

\[
A_j = \frac{\alpha_1 \cdots \alpha_j \cdots \alpha_p}{\alpha_j} = \frac{A}{\alpha_j}.
\]

Then it is known that

\[
\text{gcd}(A_1, \cdots, A_p) \text{lcm}(\alpha_1, \cdots, \alpha_p) = \alpha_1 \cdots \alpha_p = A.
\]

For an integer \(y\), the equation

\[
x_1 A_1 + x_2 A_2 + \cdots + x_p A_p = y
\]

has integer solutions if and only if \(y\) is a multiple of \(d = \text{gcd}(A_1, A_2, \cdots, A_p)\). If we divide the equation by \(A = \alpha_1 \cdots \alpha_p\), we get:

\[
\frac{x_1}{\alpha_1} + \frac{x_2}{\alpha_2} + \cdots + \frac{x_p}{\alpha_p} = \frac{y}{A}.
\]

Thus, this equation has integer solutions if and only if \(y\) is a multiple of \(d\). But \(\frac{d}{A} = \frac{1}{L}\), and consequently, we have integer solutions to

\[
\frac{x_1}{\alpha_1} + \frac{x_2}{\alpha_2} + \cdots + \frac{x_p}{\alpha_p} = \frac{1}{L}.
\]

By multiplying any integer to this equality, we see that all the other values of \(\sum_{j=1}^p x_j / \alpha_j = e(\hat{Q})\) are integral multiples of \(\frac{1}{L}\). \(\square\)

We want to understand which \(\hat{Q}\) with a presentation (\(\hat{Q}\)) admits a homomorphism \(\hat{Q} \rightarrow G\). Suppose there is a homomorphism \(\theta: \hat{Q} \rightarrow G\). Let \(z\) be a generator of \(\mathbb{Z}_n\), and let \(\tau = \theta(z) \in G\). Then \(\hat{Q}\) must map to the centralizer of \(\tau\) in \(G\). Suppose the order of \(\tau\) is greater than \(2\). Then \(G(\tau)\) is a circle subgroup \(S^1\), a maximal torus of \(G\).

We can parametrize this \(S^1\) by \(\mathbb{R}/n\mathbb{Z}\) by sending \(r \mapsto e^{2\pi i/r}\). Then for each \(x \in S^1\), there exists a unique lift \(\hat{x} \in [0, n)\) with \(e^{2\pi i/\hat{x}} = x\). Since \(\theta(z) = \tau\), \(\hat{\tau} \in \mathbb{R}\) will be some integer \(s\) between 0 and \(n\). That is, \(\theta(z) = \tau = \omega^s\), where \(\omega = e^{2\pi i/n}\) and \(0 \leq s < n\).
4.3. Lemma. Let $Q$ be any 2-dimensional compact orbifold group with $\chi(Q) \leq 0$. Let $\hat{Q}$ be a central extension of $\mathbb{Z}_n$ by $Q$ with presentation (Q). Then there exists a homomorphism $\hat{\theta} : \hat{Q} \to S^1$ so that $z \mapsto \omega^s$, $\omega = e^{2\pi i / n}$, if and only if there exist integers $c, c_1, c_2, \cdots, c_p$ satisfying

\[ s(b + \sum_{j=1}^p \beta_j) = n(c + \sum_{j=1}^p c_i) \tag{4.3.1} \]

Then, $\text{Ker}(\hat{\theta}) \cap \mathbb{Z}_n = \mathbb{Z}_k$, where $k = \gcd(n, s)$, and is generated by $z^{\frac{n}{k}}$. Therefore, $\hat{\theta}$ is one-one on $\mathbb{Z}_n$ if and only if $\gcd(n, s) = 1$.

Proof. We parametrize $S^1$ by $\mathbb{R}/n\mathbb{Z}$ by sending $r \mapsto e^{2\pi i r}/n$ as before. First assume $\hat{\theta} : \hat{Q} \to S^1$ exists so that $\hat{\theta}(z) = \tau = \omega^s$. We may assume $0 \leq s < n$. Let $\hat{\theta}(x_i) = \lambda_i$, $\hat{\theta}(y_i) = \mu_i$, and $\hat{\theta}(w_j) = \nu_j$. We have unique lifts $\hat{\lambda}_i, \hat{\mu}_i$, and $\hat{\nu}_j$ in $[0, n)$. Since $\hat{\theta}$ is a homomorphism, we have the relations $\nu_j \lambda_i = \tau^{-\beta_i}$ and $\prod_{j=1}^p \nu_j \prod_{i=1}^p \lambda_i, \mu_i = \tau^b$. Note that $\prod_{i=1}^p \lambda_i, \mu_i = 1$, and so the last relation becomes $\prod_{j=1}^p \nu_j = \tau^b$. Our lifts satisfy $e^{2\pi i/n} \alpha_j = \tau^{-\beta_i s + nc_j}$, and so the last relation becomes $\hat{\nu}_j = \omega^{2\pi i s/b}$, we have

$\hat{\nu}_1 + \cdots + \hat{\nu}_p = sb + n(-c)$

for some integer $c$. These two equalities yield the equality (4.3.1) easily.

Conversely, if the equality (4.3.1) holds for some integers $c, c_1, c_2, \cdots, c_p$, we shall construct $\hat{\theta} : \hat{Q} \to S^1$ so that $\hat{\theta}(z) = e^{2\pi i s / n} = \tau$. For each integer $j$, define

$\hat{\theta}(w_j) = \nu_j,$

where $\nu_j = e^{2\pi i / n}$ and $\hat{\nu}_j = \frac{1}{\alpha_j}(-\beta_j s + nc_j)$. Then $e^{2\pi i / n} \alpha_j = e^{2\pi i (-\beta_j s + nc_j)} = \tau^{-\beta_i}$, so that $\nu_j \lambda_i = \tau^{-\beta_i}$. Define

$\hat{\theta}(x_i) = \lambda_i, \quad \hat{\theta}(y_i) = \mu_i$

for any choice of $\lambda_i, \mu_i \in S^1$. Then we have $\prod_{i=1}^p \lambda_i, \mu_i = 1$ and

$\prod_{j=1}^p \nu_j = e^{2\pi i / n} \beta_j s + nc_j = e^{2\pi i (bs - n(-c))} = e^{2\pi i bs} = \tau^b.$

Thus, all the relations are satisfied and we obtain a homomorphism $\hat{\theta} : \hat{Q} \to S^1$ so that $\hat{\theta}(z) = e^{2\pi i s / n}$. Since $k = \gcd(n, s)$, $\hat{\theta}(z)$ has order $\frac{n}{k}$. Therefore, $\text{Ker}(\hat{\theta}) \cap \mathbb{Z}_n = \mathbb{Z}_k$, and is generated by $z^{\frac{n}{k}}$. □

4.4. Corollary. Let $\hat{Q}$ be a central extension of $\mathbb{Z}_n$ by $Q$ with presentation

$\hat{Q} = \langle x_1, \cdots, x_g, y_1, \cdots, y_g, z \mid z \text{ central}, \quad z^n = 1, \quad \prod_{i=1}^g [x_i, y_i] = z^b \rangle$

so that $Q = \hat{Q}/\mathbb{Z}_n$ is a surface group of genus $g$. Then there exists a homomorphism $\hat{\theta} : \hat{Q} \to S^1$ so that $z \mapsto \omega^s$, $\omega = e^{2\pi i / n}$, if and only if $sb$ is divisible by $n$. Then $\text{Ker}(\hat{\theta}) \cap \mathbb{Z}_n = \mathbb{Z}_k$, where $k = \gcd(n, s)$, and is generated by $z^{\frac{n}{k}}$. Therefore, $\hat{\theta}$ is one-one on $\mathbb{Z}_n$ if and only if $\hat{Q} \cong \mathbb{Z}_n \times Q$. □
Proof. Since there are no \( w \) generators, the condition (4.3.1) reduces to \( sb = nc \) for some integer \( c \). This implies that \( sb \) is divisible by \( n \). For \( \tilde{Q} : Q \to S^1 \) to be one-one on \( \mathbb{Z}_n \), \( k = \text{gcd}(n, s) \) must be 1. Since \( n \) is coprime to \( s \), \( b \) must be divisible by \( n \). But \( 0 < b < n \), so that \( b = 0 \). Now the last relation in the above presentation becomes \( \prod_{i=1}^{q} [x_i, y_i] = 1 \) in \( S^1 \). Hence, \( \tilde{Q} \cong \mathbb{Z}_n \times Q \).

A calculation of the determinant of the \((p+1) \times (p+1)\) relation matrix corresponding to the generators \( \tilde{w}_1, \ldots, \tilde{w}_p, \tilde{z} \) of \( \tilde{Q}/[Q, Q] = H_1(Q; \mathbb{Z}) \) yields that the torsion of \( H_1(Q; \mathbb{Z}) \) has order \( |\tilde{Q}| (Q) \), if \( e(\tilde{Q}) \neq 0 \). In particular, if \( \alpha_1, \ldots, \alpha_p \) are pairwise relatively prime, then \( L = \alpha_1 \cdots \alpha_p = A \). Consequently, integers \( \beta_1, \ldots, \beta_p \) can be chosen to solve the equation \( x_1 A_1 + x_2 A_2 + \cdots + x_p A_p = y = d = 1 \) in \( 4.2 \). Using these \( \beta_j \)'s, we have \( \pm [\tilde{Q}] \in H^2(Q; \mathbb{Z}) \), for which \( H_1(\pm Q; \mathbb{Z}) \) has trivial torsion. All other congruence classes will have non-trivial torsion in their first homology group, because \( \text{lcm}(\alpha_1, \ldots, \alpha_p) = A \). Moreover, all the \( \beta_j \)'s satisfy \( \text{gcd}(\alpha_j, \beta_j) = 1 \), for otherwise, the left hand side of the equation for \( y \) would contain \( \text{gcd}(\alpha_j, \beta_j) \) as a factor. This implies that \( \tilde{Q} \) is torsion free, since the resulting Seifert orbifold group is the fundamental group of an aspherical Seifert 3-manifold. (In case \( p = 0 \), i.e., \( Q \) is torsion free, then \( \tilde{Q} \) is the fundamental group of a principal \( S^1 \)-bundle over a surface of genus \( g > 0 \), and \( H_1(Q; \mathbb{Z}) \) is torsion free if and only if \( b \) in the presentation for \( \tilde{Q} \) is \( \pm 1 \) or 0.) Therefore, there is a unique congruence class \( \tilde{Q} \in H^2(Q; \mathbb{Z}) \) such that \( e(\tilde{Q}) = \frac{1}{2} \), whenever the \( \alpha_1, \ldots, \alpha_p \) are pairwise relatively prime. In fact, 4.5, below, implies that the relatively prime condition is also necessary.

Now we calculate the second cohomology group of \( Q \). In the following, we use notation:

\[
(\alpha_1, \alpha_2, \ldots, \alpha_k) = \text{gcd}(\alpha_1, \alpha_2, \ldots, \alpha_k),
\]
\[
[\alpha_1, \alpha_2, \ldots, \alpha_k] = \text{lcm}(\alpha_1, \alpha_2, \ldots, \alpha_k).
\]

**Theorem 4.5.** Let \( Q \) be a group with a presentation

\[
Q = \langle \overline{x}_1, \ldots, \overline{x}_g, \overline{y}_1, \ldots, \overline{y}_g, \overline{w}_1, \ldots, \overline{w}_p \mid \overline{w}_j^{\alpha_j} = 1, \prod_{j=1}^{p} \overline{w}_j \prod_{i=1}^{g} [\overline{x}_i, \overline{y}_i] = 1 \rangle.
\]

Suppose \( \chi(Q) \leq 0 \). Then

\[
H^2(Q; \mathbb{Z}) = \mathbb{Z}_{d_1} \oplus \mathbb{Z}_{d_2} \oplus \cdots \oplus \mathbb{Z}_{d_{p-1}} \oplus \mathbb{Z},
\]

where the integers \( d_1, d_2, \ldots, d_{p-1} \) are determined by

\[
([1], \alpha_1) = 1,
\]
\[
([\alpha_1], \alpha_2) = d_1,
\]
\[
([\alpha_1, \alpha_2], \alpha_3) = d_2,
\]
\[
([\alpha_1, \alpha_2, \alpha_3], \alpha_4) = d_3
\]
\[
\cdots
\]
\[
([\alpha_1, \cdots, \alpha_{p-1}], \alpha_p) = d_{p-1}.
\]

Thus, the order of the torsion in \( H^2(Q; \mathbb{Z}) \) is equal to \( \prod_{j=1}^{p-1} d_j = \frac{1}{2} \alpha_1 \cdots \alpha_p \), where \( L = [\alpha_1, \alpha_2, \cdots, \alpha_p] \).
Let \( j : \mathbb{Z} \hookrightarrow \mathbb{R} \) be the inclusion homomorphism. Under the homomorphism
\[ j_* : H^2(Q; \mathbb{Z}) \to H^2(Q; \mathbb{R}) \]
induced by \( j \), we have \( j_*[\overline{Q}] = L \cdot e(\overline{Q}) \).

Proof. Rather than using cocycles, we shall use group presentations. The group \( H^2(Q; \mathbb{Z}) \) classifies the equivalence classes of central extensions of \( \mathbb{Z} \) by \( Q \). As stated in 4.1, when \( \chi(Q) \leq 0 \), such extensions have presentations of the form
\[ \overline{Q}(b, \beta_1, \ldots, \beta_p) = (x_1, \ldots, x_g, y_1, \ldots, y_g, w_1, \ldots, w_p, z) \mid z \text{ central}, \]
and conversely, for any group with a presentation as above, the generator \( \tilde{z} \) has infinite order, so that the group is a central extension of \( \mathbb{Z} \) by \( Q \). Moreover, the \((p+1)\)-tuples \((b, \beta_1, \ldots, \beta_p)\) can take any integer values. Especially \( \overline{Q}(0, 0, \ldots, 0) = \mathbb{Z} \times \mathbb{Q} \), and it represents the 0 element of \( H^2(Q; \mathbb{Z}) \).

We shall compare a general extension \( \overline{Q}(b, \beta_1, \ldots, \beta_p) \) with \( \overline{Q}(0, 0, \ldots, 0) \). Suppose there exists an isomorphism \( \overline{Q}(b, \beta_1, \ldots, \beta_p) \to \overline{Q}(0, 0, \ldots, 0) \) which induces the identity on the kernel \( \mathbb{Z} \) and on the quotient \( Q \) (i.e., these two groups are congruent). Then it must be of the form:
\[
\begin{align*}
\tilde{x}_i & \mapsto \tilde{z}^s \tilde{x}_i, \\
\tilde{y}_i & \mapsto \tilde{z}^t \tilde{y}_i, \\
\tilde{w}_j & \mapsto \tilde{z}^\alpha_j \tilde{w}_j, \\
\tilde{z} & \mapsto \tilde{z},
\end{align*}
\]
for some integers \( s_i, t_i, \) and \( c_j \) (\( i = 1, 2, \ldots, g, \ j = 1, 2, \ldots, p \)). Applying the isomorphism to the relations \( \tilde{w}_j^{\alpha_j} = \tilde{z}^{-\beta_j} \) and \( \prod_{j=1}^p \tilde{w}_j \prod_{i=1}^g [\tilde{x}_i, \tilde{y}_i] = \tilde{z}^b \), we get \( \alpha_j c_j = -\beta_j \) for \( j = 1, 2, \ldots, p \) and \( \sum_{j=1}^p c_j = b \). Thus, \( \overline{Q}(b, \beta_1, \ldots, \beta_p) \cong \overline{Q}(0, 0, \ldots, 0) \) if and only if there exist integers \( c_1, c_2, \ldots, c_p \) satisfying
\[
\alpha_j c_j = -\beta_j \quad (j = 1, 2, \ldots, p) \quad \text{and} \quad \sum_{j=1}^p c_j = b.
\]

With \( c_1 = 0, \ldots, c_j = -1, \ldots, c_p = 0, \) for \( j = 1, \ldots, p \), we get the solution vectors for \( [b, \beta_1, \beta_2, \beta_3, \ldots, \beta_p]^T \) \((T \text{ denotes the transpose})\), in the columns of the \((p+1) \times p\) matrix
\[
A = \begin{bmatrix}
-1 & -1 & -1 & \cdots & -1 \\
\alpha_1 & 0 & 0 & 0 & 0 \\
0 & \alpha_2 & 0 & 0 & 0 \\
0 & 0 & \alpha_3 & 0 & 0 \\
0 & 0 & 0 & \alpha_4 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \alpha_p
\end{bmatrix}
\]

The columns of this matrix \( A \) generate the extensions which are equivalent to \( \overline{Q}(0, 0, \ldots, 0) \). Consequently, one can view \( A \) as a module homomorphism \( \mathbb{Z}^p \to \mathbb{Z}^{p+1} \), and then \( H^2(Q; \mathbb{Z}) \) can be identified with \( \text{Coker}(A) = \mathbb{Z}^{p+1}/\text{Im}(A) \).
In order to find out how the row operations change
\[ b = \{b, \beta_1, \beta_2, \beta_3, \ldots, \beta_p\}^T, \]
we augment the matrix \( A \) by the column matrix \( b \), and get a \((p + 1) \times (p + 1)\) matrix \([A\vert b]\). This is not necessary for calculating \( H^2(Q; \mathbb{Z}) \), but will be used to prove \( j_*[\bar{Q}] = L \cdot e(\bar{Q}) \). We use elementary row and column operations to diagonalize this matrix \([A\vert b]\), but avoid any column operation on the last column.

Killing off the \((2, 1)\)-entry using the first row, and changing the sign of the first two rows, we can change the augmented matrix as follows:
\[
[A \vert b] \rightarrow A' = \begin{bmatrix}
1 & 1 & 1 & 1 & -1 \\
0 & \alpha_1 & \alpha_1 & \alpha_1 & \alpha_1 & -\alpha_1 b + \beta_1 \\
0 & \alpha_2 & 0 & 0 & 0 & \beta_2 \\
0 & 0 & \alpha_3 & 0 & 0 & \beta_3 \\
0 & 0 & 0 & \alpha_4 & 0 & \beta_4 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots \\
0 & 0 & 0 & 0 & \alpha_p & \beta_p
\end{bmatrix}
\]

Using elementary column operations, we can kill off the 1’s on the first row. Also noting that \( \alpha_1 b + \beta_1 = \alpha_1 (b + \frac{\beta_1}{\alpha_1}) \), we get
\[
A'' = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & * \\
0 & \alpha_1 & \alpha_1 & \alpha_1 & \alpha_1 & -\alpha_1 (b + \frac{\beta_1}{\alpha_1}) \\
0 & \alpha_2 & 0 & 0 & 0 & \beta_2 \\
0 & 0 & \alpha_3 & 0 & 0 & \beta_3 \\
0 & 0 & 0 & \alpha_4 & 0 & \beta_4 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots \\
0 & 0 & 0 & 0 & \alpha_p & \beta_p
\end{bmatrix}
\]

Consider the second and third rows of this new matrix with the first column removed:
\[
\begin{bmatrix}
\alpha_1 & \alpha_1 & \alpha_1 & \cdot & \alpha_1 & -\alpha_1 (b + \frac{\beta_1}{\alpha_1}) \\
\alpha_2 & 0 & 0 & \cdot & 0 & \beta_2
\end{bmatrix}
\]

**Lemma.** Applying the Euclidean algorithm to the \((1, 1)\) and \((2, 1)\) entries, and corresponding elementary row operations, we can change this matrix to

\[
\begin{bmatrix}
(a_1, a_2) & s a_1 & s a_1 & s a_1 & s a_1 & * \\
0 & [a_1, a_2] & [a_1, a_2] & [a_1, a_2] & -[a_1, a_2] (b + \frac{\beta_1}{a_1} + \frac{\beta_2}{a_2})
\end{bmatrix},
\]

where \((a, b) = \gcd(a, b), [a, b] = \text{lcm}(a, b)\) and \( s \in \mathbb{Z} \).

**Proof.** Let \( (a_1, a_2) = d, a_1 = da_1, a_2 = da_2 \). Then \([a_1, a_2] = a_1 a_2 = a_1 a_2\). Let \( s, t \) be integers such that \( sa_1 + ta_2 = d \). Then
\[
\begin{bmatrix}
s & t \\
a_2 & -a_1
\end{bmatrix}
\begin{bmatrix}
a_1 & a_1 & \cdot & \cdot & \alpha_1 & -\alpha_1 (b + \frac{\beta_1}{a_1}) \\
a_2 & 0 & 0 & \cdot & 0 & \beta_2
\end{bmatrix}
\]
gives the matrix in the statement. Since
\[
\begin{bmatrix}
s & t \\
a_2 & -a_1
\end{bmatrix}
\]
has determinant \(-1\), it is a product of elementary integral matrices. This finishes the proof of the lemma.
Now, replace the second and third row of $A''$ by the above. The entries $s_{\alpha_1}$ are divisible by $(\alpha_1, \alpha_2)$. Therefore, the entries right to $(\alpha_1, \alpha_2)$ of the unaugmented part can be killed off by elementary column operations. Thus, we get
\[
\begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & * \\
0 & (\alpha_1, \alpha_2) & 0 & \cdots & 0 & * \\
0 & 0 & [\alpha_1, \alpha_2] & [\alpha_1, \alpha_2] & -[\alpha_1, \alpha_2] & [b \alpha_1 + \frac{\beta_1}{\alpha_2} + \frac{\beta_2}{\alpha_2}] \\
0 & 0 & \alpha_3 & 0 & \cdots & 0 & \beta_3 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \alpha_4 & \cdots & 0 & \beta_4 \\
0 & 0 & 0 & \cdots & \alpha_p & \cdots & \beta_p \\
\end{bmatrix}
\]

We can apply the lemma to the fourth and fifth rows. Note also that
\[
[\alpha_1, \cdots, \alpha_{j-1}, \alpha_j] = [\alpha_1, \cdots, \alpha_{j-1}, \alpha_j],
\]
and continue this process.

Consequently, there exist matrices $X, Y \in \text{GL}(p + 1, Z)$, with the last column of $Y$ being $[0, 0, \cdots, 0, 1]^T$ since we never used any column operation on the last column, such that
\[
X^{-1}A|b]Y =
\begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 & * \\
0 & d_1 & 0 & 0 & \cdots & 0 & * \\
0 & 0 & d_2 & 0 & \cdots & 0 & * \\
0 & 0 & 0 & d_3 & \cdots & 0 & * \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & d_{p-1} & * \\
0 & 0 & 0 & 0 & \cdots & 0 & B \\
\end{bmatrix}
\]

where

- $([1], \alpha_1) = 1$,
- $([\alpha_1, \alpha_2]) = d_1$,
- $([\alpha_1, \alpha_2, \alpha_3]) = d_2$,
- $([\alpha_1, \alpha_2, \alpha_3, \alpha_4]) = d_3$,
- $\cdots$
- $([\alpha_1, \cdots, \alpha_{p-1}, \alpha_p]) = d_{p-1}$,
- $-[\alpha_1, \cdots, \alpha_p](b + \sum_{j=1}^{p} \frac{\beta_j}{\alpha_j}) = B$.

We have proved that
\[
H^2(Q; Z) = Zd_1 \oplus Zd_2 \oplus \cdots \oplus Zd_{p-1} \oplus Z.
\]

The homomorphism
\[
j_* : H^2(Q; Z) \to H^2(Q; R)
\]
induced by the inclusion homomorphism $j : Z \hookrightarrow R$ is just $\otimes R$. More precisely, the homomorphism $A : Z^p \to Z^{p+1}$ extends uniquely to $\tilde{A} : R^p \to R^{p+1}$. Then $H^2(Q; R) = \text{Coker}(A)$. Thus,
\[
j_* : H^2(Q; Z) = Z^{p+1} / \text{Im}(A) \xrightarrow{\otimes R} R^{p+1} / \text{Im}(\tilde{A}) = H^2(Q; R).
\]
The procedure of diagonalizing the matrix $[A|b]$ shows that the column matrix $b = \{b_1, b_2, b_3, \cdots, b_p\}$ changes to $\{*, *, \cdots, *, B\}^T$. Thus, under

$$
\mathbb{Z}^{p+1} \to \mathbb{Z}_{d_1} \oplus \mathbb{Z}_{d_2} \oplus \cdots \oplus \mathbb{Z}_{d_{p-1}} \oplus \mathbb{Z},
$$

$b \mapsto (*, *, \cdots, *, B)$

$j_*$ is just picking out the last entry $B$. Consequently,

$$
\begin{align*}
j_*(\tilde{Q}(b, \beta_1, \cdots, \beta_p)) &= B = -[\alpha_1, \cdots, \alpha_{p-1}, \alpha_p](b + \sum_{j=1}^p \frac{\beta_j}{\alpha_j}) \\
&= L \cdot e(\tilde{Q}(b, \beta_1, \cdots, \beta_p))
\end{align*}
$$

where $L = [\alpha_1, \alpha_2, \cdots, \alpha_p]$, since $e(\tilde{Q}(b, \beta_1, \cdots, \beta_p)) = -(b + \sum_{j=1}^p \frac{\beta_j}{\alpha_j})$.

To prove $\prod_{j=1}^{p-1} d_j = \frac{1}{\ell} \alpha_1 \cdots \alpha_p$, where $L = [\alpha_1, \alpha_2, \cdots, \alpha_p]$, we use the fact $x \cdot y = (x, y) \cdot [x, y]$ repeatedly. From the definitions of integers $d_1, d_2, \cdots, d_{p-1}$, we get

$$
\begin{align*}
[1] \cdot \alpha_1 &= 1 \cdot [\alpha_1], \\
[\alpha_1] \cdot \alpha_2 &= d_1 \cdot [\alpha_1, \alpha_2], \\
[\alpha_1, \alpha_2] \cdot \alpha_3 &= d_2 \cdot [\alpha_1, \alpha_2, \alpha_3], \\
[\alpha_1, \alpha_2, \alpha_3] \cdot \alpha_4 &= d_3 \cdot [\alpha_1, \alpha_2, \alpha_3, \alpha_4], \\
&\cdots \\
[\alpha_1, \cdots, \alpha_{p-1}] \cdot \alpha_p &= d_{p-1} \cdot [\alpha_1, \cdots, \alpha_p].
\end{align*}
$$

By multiplying each side, we get

$$
\alpha_1 \cdot \alpha_2 \cdots \alpha_p = d_1 \cdot d_2 \cdots d_{p-1} \cdot [\alpha_1, \alpha_2, \cdots, \alpha_p].
$$

Thus, we have shown that the order of the torsion of $H^2(Q; \mathbb{Z})$ is

$$
\alpha_1 \cdots \alpha_p / \text{lcm}(\alpha_1, \cdots, \alpha_p).
$$

Observe that $e : \tilde{Q} \mapsto e(\tilde{Q})$ also defines a homomorphism $e : H^2(Q; \mathbb{Z}) \to \mathbb{R} \cong H^2(Q; \mathbb{R})$, and $|e^{-1}(e(\tilde{Q}))| = d_1 \cdots d_{p-1}$ only depends upon $Q$. \hfill \Box

Remark. We may obtain a calculation for all the cohomology $H^*(Q; \mathbb{Z})$ by more geometric means, but with a little less precision at $H^2(Q; \mathbb{Z})$, as follows. We may construct $K(Q, 1)$ by taking $W = \mathbb{R}^2$ or $\mathbb{H}^2$ and letting $Q$ act isometrically. On $Q \setminus W$, remove the interior of a 2-disk $D_i$ about each of the elliptic points $x_i$. Replace each $D_i$ by attaching $K(\mathbb{Z}_n, 1)$ by a homeomorphism of the 1-skeleton. (We think of $K(\mathbb{Z}_n, 1)$ as an infinite dimensional lens space obtained from the quotient of the infinite sphere $S^\infty = \bigcup_{n=1}^\infty S^n$ by a free action of $\mathbb{Z}_n$.) Call this complex $B$. Passing to the universal covering of $B$, we get $\mathbb{R}^2$ or $\mathbb{H}^2$ with an infinite number of open disks replaced by the contractible $S^\infty$’s. The universal covering $\tilde{B}$ is contractible, and $Q$ acts freely as covering transformations yielding $Q \setminus \tilde{B} = B = K(Q, 1)$. Now, if we remove an open 2-disk from $B$ whose closure is disjoint from the attached $K(\mathbb{Z}_n, 1)$’s, we get a complex $B'$, which deformation...
retracts to a wedge $(\bigvee_{i=1}^p K(\mathbb{Z}_{\alpha_i},1)) \vee (\bigvee_{j=1}^q S^1_{j=1})$. Then

$$H^j(B';\mathbb{Z}) = \begin{cases} \mathbb{Z}, & j = 0, \\ \mathbb{Z}^{2g}, & j = 1, \\ 0, & j \text{ odd}, j > 1, \\ \mathbb{Z}_{\alpha_1} \oplus \cdots \oplus \mathbb{Z}_{\alpha_p}, & j \text{ even}, j > 0. \end{cases}$$

Moreover, $H^j(B, B';\mathbb{Z}) = 0$, $j \neq 2$, since the difference is an open 2–cell. Then the cohomology exact sequence of the pair $(B, B')$ yields

$$H^j(B;\mathbb{Z}) \cong H^j(B';\mathbb{Z}), \text{ for } j \neq 2,$$

and for dimension 2, we have the exact sequence

$$0 \to \mathbb{Z} \to H^2(B;\mathbb{Z}) \to \mathbb{Z}_{\alpha_1} \oplus \cdots \oplus \mathbb{Z}_{\alpha_p} \to 0.$$  

This is immediate if $g = 0$; a more careful analysis is needed using the cell structure of $B$ if $g > 0$. In particular, $H^3(Q;\mathbb{Z}) = H^3(B;\mathbb{Z}) = 0$. This fact will be used in 4.6. Notice this also yields the ring structure of $H^*(Q;\mathbb{Z})$, since we know it for $H^*(B';\mathbb{Z})$. To evaluate $a \cup b$, with $a \in H^2(Q;\mathbb{Z})$ and $b \in H^j(Q;\mathbb{Z})$, assume that $a$ hits a generator of $\mathbb{Z}_{\alpha_i}$ for each $i$ under the homomorphism $H^2(B;\mathbb{Z}) \to \mathbb{Z}_{\alpha_1} + \cdots + \mathbb{Z}_{\alpha_p}$. (Such an $a$ always exists.) Then $b \to a \cup b$ induces an isomorphism $H^j(B;\mathbb{Z}) \to H^{j+2}(B;\mathbb{Z})$, $j > 2$.

For a different and more general approach the reader is referred to the cohomology exact long exact sequence in [2, p.262].

**Definition.** Let $\hat{Q}$ be a central extension of $\mathbb{Z}_n$ by $Q$, $\chi(Q) \leq 0$, with presentation

$$\hat{Q} = \langle x_1, \cdots, x_g, y_1, \cdots, y_g, w_1, \cdots, w_p, z \mid z \text{ central}, \ z^n = 1, w_j^{\alpha_j} = z^{-\beta_j}, \ \prod_{j=1}^p w_j^g \prod_{i=1}^g [x_i, y_i] = z^b \rangle.$$  

An integer $E(\hat{Q})$ between 0 and $n - 1$ is defined by :

$$E(\hat{Q}) = -[\alpha_1, \alpha_2, \cdots, \alpha_p] \left( b + \sum_{j=1}^p \frac{\beta_j}{\alpha_j} \right) \mod n.$$  

**4.6. Corollary.** Let $Q$ be a group with presentation (Q) and $\chi(Q) \leq 0$; and let $\hat{Q}$ be a central extension of $\mathbb{Z}_n$ by $Q$ with presentation (Q).

1. Let $Q'$ be any central extension of $\mathbb{Z}$ by $Q$ whose mod $n$ reduction is $\hat{Q}$. Then $L \cdot e(Q') \equiv E(\hat{Q}) \mod n$.

2. There is a natural injective homomorphism $\hat{Q} \to S^1 \times Q$ extending $\mathbb{Z}_n \hookrightarrow S^1$ if and only if $E(\hat{Q}) = 0$.

**Proof.** (1) Observe that there are many $Q' \in H^2(Q;\mathbb{Z})$ which naturally map down to $\hat{Q}$. We use the result in Lemma 3.4. By the Remark after 4.5, $H^3(Q;\mathbb{Z}) = 0.$
The commutative diagram with exact rows in the proof of 3.4 becomes

\[ \begin{array}{cccccc}
H^2(Q; n\mathbb{Z}) & \xrightarrow{j} & H^2(Q; \mathbb{Z}) & \xrightarrow{\partial} & H^2(Q; \Delta) & \rightarrow 0 \\
\| & \downarrow j_* & \| & \downarrow j_* & \downarrow j_* & \\
H^2(Q; n\mathbb{Z}) & \xrightarrow{j} & H^2(Q; \mathbb{R}) & \xrightarrow{\varphi'} & H^2(Q; \text{SO}(2)) & \rightarrow 0 
\end{array} \]

The exactness implies that there always exists an extension \( Q' \in H^2(Q; \mathbb{Z}) \) of \( \mathbb{Z} \) by \( Q \) such that \( p[Q'] = [\hat{Q}] \). (In fact, an obvious one is just deleting the relation \( z^n = 1 \) from the presentation of \( \hat{Q} \)). Therefore, Condition (C1) in 3.6 automatically holds. For \( \tilde{Q} \), \( \mathcal{E}(\tilde{Q}) \) was defined by \( L \cdot e(Q') \mod n = j_*[Q'] \mod n \) by Theorem 4.5, where \( Q' \in H^2(Q; \mathbb{Z}) \) is such that \( p[Q'] = \hat{Q} \). To show that \( j_*[Q'] \mod n \) is independent of the choice of \( Q' \), let \( Q'_1, Q'_2 \) be elements of \( H^2(Q; \mathbb{Z}) \) such that \( p[Q'_i] = \hat{Q} \) for \( i = 1, 2 \). By diagram chasing, \( j_*[Q'_1] - j_*[Q'_2] \) lies in the image of \( j' \). By \( \text{Im}(j') = n \cdot \text{Im}(j_* \equiv n\mathbb{Z}) \) because \( j_* = 1 \otimes \mathbb{R} \). (This can be seen also from Lemma 4.2. It implies that there exists an element \( [Q''] \in H^2(Q; \mathbb{Z}) \) so that \( j_*[Q''] = L \cdot e(Q'') = 1 \). Therefore, \( j_*[Q'_1] = j_*[Q'_2] \mod n \). This proves (1).

(2) There is a natural injective homomorphism \( \tilde{Q} \rightarrow \mathbb{S}^1 \times Q \) extending \( \mathbb{Z}_n \rightarrow \mathbb{S}^1 \) if and only if \( \overline{j_*}[\tilde{Q}] = 0 \in H^2(Q; \text{SO}(2)) \). Now, for \( \overline{j_*}[\tilde{Q}] = 0 \), it is necessary and sufficient that \( j_*[\tilde{Q}] \) lies in the image of \( H^2(Q; \mathbb{Z}) \) so that \( j_*[\tilde{Q}] \equiv 0 \mod n \), which is equivalent to saying that \( \mathcal{E}(\tilde{Q}) = 0 \). This proves the corollary.

Combining 3.6 and 4.6, we get a complete statement of conditions for embeddability of an extension of a spherical space-form group \( \Delta \) by a cocompact orbifold group \( Q \subset \text{Isom}_0(W) \) for \( W = \mathbb{R}^2 \) or \( \mathbb{H}^2 \). Let

\[ Q = \langle \overline{x}_1, \ldots, \overline{x}_g, \overline{y}_1, \ldots, \overline{y}_g, \overline{w}_1, \ldots, \overline{w}_p \mid \overline{w}_j \overline{y_i} = 1, \prod_{j=1}^{p} \overline{w}_j \prod_{i=1}^{g} (\overline{x}_i, \overline{y}_i) = 1 \rangle \]

be a discrete subgroup of \( \text{Isom}_0(W) \) for \( W = \mathbb{R}^2 \), or \( \mathbb{H}^2 \). Then Condition (C1) in 3.6 is automatic (see the proof of 4.6), and (C2) can be expressed in terms of \( \mathcal{E}(Q') \). We restate these two conditions for extensions of a cyclic group or binary polyhedral group by \( Q \):

- For an extension \( Q' \) of a non-cyclic binary polyhedral group \( \mathbb{B}^* \) by \( Q \),

**Condition (B):**

1. If \( \mathbb{B}^* = \mathbb{D}^*_5 \), \( Q' \) is either a product \( \mathbb{D}^*_5 \times Q \), a diagonal subgroup of \( \mathbb{D}^*_6 \times Q \) of index 2, a diagonal subgroup of \( \mathbb{T}^* \times Q \) of index 3, or a diagonal subgroup of \( \mathbb{O}^* \times Q \) of index 6.
2. If \( \mathbb{B}^* = \mathbb{D}^*_6 \), then \( Q' \) is either \( \mathbb{B}^* \times Q \) or a diagonal subgroup of \( \mathbb{O}^* \times Q \) of index 2, respectively.
3. If \( \mathbb{B}^* = \mathbb{O}^* \) or \( \mathbb{I}^* \), then \( Q' = \mathbb{B}^* \times Q \).

For an extension \( Q' \) of a cyclic group \( \mathbb{Z}_n \) by \( Q \),

**Conditions (C1) and (C2):**

(C1) There exists a crossed homomorphism \( \tilde{i} : Q' \rightarrow M(\mathcal{W}, S^3 \rtimes_{\mathbb{Z}_2} \mathbb{Z}_4) \) extending \( \mathbb{Z}_n \rightarrow \text{SO}(2) \). If \( n > 2 \), then this reduces to: there exists a crossed homomorphism \( \tilde{i} : Q' \rightarrow M(\mathcal{W}, \text{SO}(2) \rtimes_{\mathbb{Z}_2} \mathbb{Z}_4) \) extending \( \mathbb{Z}_n \rightarrow \text{SO}(2) \). If \( \Delta \) is central and \( n > 2 \), there is no condition.
(C2) There exists a homomorphism $Q' \to S^3$ extending $\mathbb{Z}_n \hookrightarrow \text{SO}(2) \subset S^3$. If $n > 2$, then this reduces to: there exists a homomorphism $Q' \to \text{SO}(2) \times \mathbb{Z}_2 \mathbb{Z}_4$ extending $\mathbb{Z}_n \hookrightarrow \text{SO}(2)$. If $\mathbb{Z}_n$ is central and $n > 2$, then this is equivalent to $\mathcal{E}(Q') = 0$.

4.7. Theorem. Let $i = i_t \times i_r : \Delta \hookrightarrow \ell(G) \times r(G)$ be a spherical space-form group; let $Q \subset \text{Isom}_0(W)$, where $W = \mathbb{R}^2$ or $\mathbb{H}^2$, be a group with presentation $(Q)$ with $\chi(Q) \leq 0$; and let $1 \to \Delta \to \Pi \to Q \to 1$ be exact. Then there exists an injective homomorphism $\theta : \Pi \to \ell(G) \times [M(W, G) \times \text{Isom}(W)]$ which makes the diagram (15) in 3.6 commutative if and only if $\Pi$ satisfies the following:

1. If $\Delta_t$ is cyclic and $\Delta_r$ is not cyclic : $\Pi/K_t$ satisfies (C2), and $\Pi/K_r$ satisfies (B).
2. If $\Delta_r$ is cyclic and $\Delta_t$ is not cyclic : $\Pi/K_t$ satisfies (B), and $\Pi/K_r$ satisfies (C1).
3. If $\Delta_r$ and $\Delta_t$ are both cyclic : $\Pi/K_t$ satisfies (C2), and $\Pi/K_r$ satisfies (C1).

In 2, if, furthermore, $\Pi/K_r$ satisfies (C2), then $\Pi$ embeds into $\text{Isom}_0(G \times W)$.

Remark. (1) Since cocompact and discrete $Q$ in $\text{TOP}(W)$ can be conjugated into $\text{Isom}(W)$, we obtain the same result as above if we replace $\text{Isom}(W)$ with $\text{TOP}(W)$.

(2) It is possible, for $\chi(Q) \leq 0$, to determine when $1 \to \mathbb{Z}_n \to Q \to Q \to 1$ acts freely on $G \times W$ when $\mathbb{Z}_n$ embeds in $r(G)$. From the way we have defined our action on $S^1 \times W$, we see that it actually was $\hat{Q}$ acting on $\mathbb{R}^1/n\mathbb{Z} \times W$. But this is the same as the action of $\hat{Q}$ on $G \times W$. Therefore, as a space $\hat{Q}\backslash(S^1 \times W)$, we see it as $\hat{Q}\backslash([\mathbb{R}^1 \times W] = \hat{Q}\backslash([\mathbb{R}^1/n\mathbb{Z} \times W])$, which projects to $Q\backslash W$. For the action $(\hat{Q}, \mathbb{R}^1/n\mathbb{Z} \times W)$ to be free, it is necessary and sufficient that the action of $(\hat{Q}, \mathbb{R}^1 \times W)$ be free, because the action of $n\mathbb{Z} \subset Q$ on $\mathbb{R}^1 \times W$ is already free. The necessary and sufficient condition that $(\hat{Q}, \mathbb{R}^1 \times W)$ be free is that $\gcd(\alpha_j, \beta_j) = 1$ for all $j$. (This is also equivalent to saying that $\hat{Q}$ as a group is torsion free.)

We shall give a few instructive examples of embedding $\Pi$ into $\hat{U}$.

4.8. Example. Consider a group $\Pi$ with presentation

$$\Pi = \langle x, y, z \mid z^{12} = 1, [x, y] = z^8 \rangle.$$  

Then $\Pi$ is a central extension of $\Delta = \mathbb{Z}_{12}$ by $\mathbb{Z}^2$. Suppose $\mathbb{Z}^2 = \langle x, y \rangle$ acts on $\mathbb{R}^2$ via the standard translations $\rho(x) = t_1, \rho(y) = t_2$. We shall study the embeddability of $\Pi$ into $\hat{U}$, which acts freely on $G$, for all possible representations $i = i_t \times i_r : \Delta = \mathbb{Z}_{12} \subset \ell(G) \times r(G)$ If $\Pi$ embeds, it will act on $G \times \mathbb{R}^2$ properly and freely.

Consider all possible embeddings of $\mathbb{Z}_{12}$ into $\ell(G) \times r(G)$, which acts freely on $G$. Let $z$ be a fixed generator of $\mathbb{Z}_{12}$. In 3.2(1), integers $r$ coprime to $n = 12$ are 1, 5, 7, 11. Let us denote $\mathcal{R}(\frac{1}{12})$ by $\omega$. For example, for $r = 5$, we get $\frac{1+7}{12} = \frac{2}{3}$ and $\frac{1-7}{12} = \frac{-2}{3}$. Therefore, $z \mapsto (\omega^3, \omega^{-2}) \in \ell(G) \times r(G)$. The following are all possible embeddings of $\mathbb{Z}_{12}$ into $\ell(G) \times r(G)$ so that $\mathbb{Z}_{12}$ acts freely on $G$. We write the
image of the generator \( z \mapsto (\omega^s, \omega^r) \):

\[
\begin{align*}
  r &= 1 : \quad z \mapsto (\omega^1, \omega^0), \\
  r &= 5 : \quad z \mapsto (\omega^3, \omega^{-2}), \\
  r &= 7 : \quad z \mapsto (\omega^4, \omega^{-3}), \\
  r &= 11 : \quad z \mapsto (\omega^6, \omega^{-5}).
\end{align*}
\]

The other representations come from conjugations by elements of \( \text{SO}(4) \) or multiplying by \((\omega^6, \omega^6) = (-1, -1)\). In fact, among these 4 cases, two pairs \((r = 1 \text{ and } r = 11)\) and \((r = 5 \text{ and } r = 7)\) give conjugate representations in \( \text{O}(4) \). However, for the purpose of the Seifert construction, we need to treat them differently. We apply Theorem 4.7, case 3.

Since \( \Delta \) is cyclic and central in \( \Pi/K_\ell \), the condition (C2) requires that \( \mathcal{E}(\Pi/K_\ell) = 0 \). For \( s = 1, 3, 4, \text{ and } 6 \), \( \Delta_\ell = \mathbb{Z}_{12}, \mathbb{Z}_4, \mathbb{Z}_3 \), and \( \mathbb{Z}_2 \). Then \( \mathcal{E}(\Pi/K_\ell) = 8 \mod 12, 4, 3, 2 \). Only two cases \( s = 3 \text{ and } 6 \) yield \( \mathcal{E}(\Pi/K_\ell) = 0 \). (This follows also from 4.4.) Corresponding to these, we have \( s' = -2, -5 \). Since (C2) is the only requirement, there exists a Seifert construction for each of these two cases \((s = 3, 6)\). For the other two cases \((s = 1, 4)\), there are no Seifert constructions.

We proceed to obtain explicit embeddings of \( \Pi \) into \( \mathcal{U} \) as follows. We work out the case when \( i = i_\ell \times i_r : \Delta \subset \ell(G) \times r(G) \) is given by \( z \mapsto (\omega^3, \omega^{-2}) \). It is clear, from \( z \mapsto (\omega^3, \omega^{-2}) \in \ell(G) \times r(G) \), that

\[
\begin{align*}
  K_\ell &\cong \mathbb{Z}_3 = \langle z^4 \rangle, \\
  K_r &\cong \mathbb{Z}_2 = \langle z^6 \rangle, \\
  \Delta_\ell &\cong \mathbb{Z}_4 = \langle \omega^3 \rangle, \\
  \Delta_r &\cong \mathbb{Z}_6 = \langle \omega^{-2} \rangle.
\end{align*}
\]

Also note that

\[
\begin{align*}
  \Pi/K_\ell &= \langle x, y, z | z \text{ central, } z^4 = 1, [x, y] = 1 \rangle \quad \text{(extension of } \mathbb{Z}_4 \text{ by } \mathbb{Z}^2), \\
  \Pi/K_r &= \langle x, y, z | z \text{ central, } z^6 = 1, [x, y] = z^2 \rangle \quad \text{(extension of } \mathbb{Z}_6 \text{ by } \mathbb{Z}^2),
\end{align*}
\]

since \( 8 \equiv 0 \mod 4 \) and \( 8 \equiv 2 \mod 6 \).

First, we define a homomorphism \( \Pi \to \Pi/K_\ell \to \ell(G) \) by \( z \mapsto \omega^s, x \mapsto 1 \) and \( y \mapsto 1 \). This is possible because the condition (C2) is met. In fact, \( \Pi/K_\ell = \Pi/\mathbb{Z}_4 = \mathbb{Z}_4 \times \mathbb{Z}^2 \) by 4.4.

Next, we shall find an explicit homomorphism \( \Pi \to \Pi/K_r \to M(\mathbb{R}^2, S^1) \ltimes \text{TOP}(\mathbb{R}^2) \) so that \( \Delta \) is mapped via \( z \mapsto (\omega^s, 1) \in M(\mathbb{R}^2, S^1) \ltimes \text{TOP}(\mathbb{R}^2) \). We work with

\[
1 \to \mathbb{Z}_6 \to \Pi/K_r \to \mathbb{Z}^2 \to 1.
\]

A homomorphism

\[
\overline{\sigma} : \Pi \to \Pi/K_r \to M(\mathbb{R}^2, S^1) \ltimes \text{TOP}(\mathbb{R}^2)
\]

sending \( z \) to \( \omega^{-2} \) can be defined by a crossed homomorphism \( \lambda : \Pi/K_r \to M(\mathbb{R}^2, S^1) \). In fact,

\[
\lambda(x)(w_1, w_2) = 1, \quad \lambda(y)(w_1, w_2) = \omega^{4w_1}, \quad \text{and} \quad \lambda(z)(w_1, w_2) = \omega^{-2}
\]

gives rise to such a crossed homomorphism. By identifying \( S^1 \) to a subgroup of \( G \), we obtain a representation \( \Pi \to \Pi/K_r \to M(\mathbb{R}^2, G) \ltimes \text{TOP}(\mathbb{R}^2) \). In fact, setting up

\[
x \mapsto (1, t_1), \quad y \mapsto (\lambda(y), t_2), \quad z \mapsto (\omega^{-2}, 1)
\]

\]

(so that $\lambda(x) = 1$ and $\lambda(z) = \omega^{-2}$), one can get $\lambda(y)(w_1, w_2) = \omega^{4w_1}$ from the relation $\overline{\beta}(x, y) = \overline{\beta}(z^2)$.

Finally, combine these two maps to get $\Pi \to \ell(G) \times M(\mathbb{R}^2, G) \times \text{TOP}(\mathbb{R}^2)$:

$$x \mapsto (1, 1, t_1), \quad y \mapsto (1, \lambda, t_2), \quad z \mapsto (\omega^3, \omega^{-2}, 1).$$

The action of $\Pi$ on $G \times \mathbb{R}^2$ defined by this representation can be given explicitly as follows. Recall that $\omega = R(\frac{1}{2})$ and $(a, \lambda, \alpha) \cdot (v, w) = (a \cdot v \cdot \lambda(\alpha w)^{-1}, \alpha w)$:

$$x(v, w_1, w_2) = (v, \quad w_1 + 1, \quad w_2),$$

$$y(v, w_1, w_2) = (v \omega^{-4w_1}, \quad w_1, \quad w_2 + 1),$$

$$z(v, w_1, w_2) = (\omega^3 v \omega^2, \quad w_1, \quad w_2)$$

for $(v, w_1, w_2) \in G \times \mathbb{R}^2$. Consequently, $\Pi \setminus (G \times \mathbb{R}^2)$ is a Seifert manifold modeled on $G \times \mathbb{R}^2$ with base a Riemannian flat torus $\mathbb{R}^2/\mathbb{Z}^2$.

From the presentation of the group $\Pi/K_r$, we see that $E(\Pi/K_r) = 1 \cdot (-2) \neq 0 \mod 6$, so that the condition (C2) is not satisfied. Therefore, the group $\Pi$ cannot be embedded into $\text{Isom}(G \times \mathbb{R}^2) = \text{SO}(4) \times E(2)$, and it cannot act as isometries on the product $G \times \mathbb{R}^2$.

The Seifert fibering is actually a fiber bundle over the 2–torus with fiber the lens space $L(12, 5)$. So, no fiber is typical in this case. Since $\Pi$ is not a product $\mathbb{Z}_{12} \times Q$, the bundle is non-trivial. Moreover, the bundle contains an $S^1$–bundle over the same torus with euler class $-8$. This is apparent from the diagram below, which describes the construction. In the diagram, Nil denotes the 3-dimensional Heisenberg group diffeomorphic (but not isometric) to $\mathbb{R} \times \mathbb{R}^2$, and $S^1$ denotes $\mathbb{R}/12\mathbb{Z}$.

$$\begin{array}{ccc}
\mathbb{R}^1 \times \mathbb{R}^2 & \longrightarrow & \text{Nil} \\
\downarrow & & \downarrow \\
S^3 \times \mathbb{R}^2 & \overline{\cong} & S^1 \times \mathbb{R}^2 \\
\downarrow \Pi \setminus (S^3 \times \mathbb{R}^2) & \overline{\cong} & \Pi \setminus (S^1 \times \mathbb{R}^2) \longrightarrow \tilde{\Pi} \setminus \text{Nil} \\
\end{array}$$

One needs to check only that the subset $S^1 \times \mathbb{R}^2$ of $S^3 \times \mathbb{R}^2$ is invariant under the action of $\Pi$. Furthermore, in the description of the action above, if $v \in S^3$ lies in $S^1$, the element $z \in \Pi$ acts as $z(v, w_1, w_2) = (v \omega^5, w_1, w_2)$, because $\omega^3 v \omega^2 = v \omega^5$ on $S^1$.

The case of $r = 11$, so that $z \mapsto (\omega^6, \omega^{-5})$, has more variations than the case we discussed above. This is because $\Pi/K_r = \mathbb{Z}_2 \times \mathbb{Z}^2$. According to Theorem 4.7, we need to find a homomorphism $\Pi/K_r \to S^3$. Choose any homomorphism $\nu : \mathbb{Z}^2 \to S^3$. This together with the inclusion $\mathbb{Z}_2 \hookrightarrow S^3$ gives rise to a homomorphism $\Pi/K_r = \mathbb{Z}_2 \times \mathbb{Z}^2 \to S^3$. For $\Pi/K_r$, the situation is the same as before.

An action of $\Pi$ on $G \times \mathbb{R}^2$ with trivial $\nu$ can be given explicitly as follows:

$$x(v, w_1, w_2) = (v, \quad w_1 + 1, \quad w_2),$$

$$y(v, w_1, w_2) = (v \omega^{8w_1}, \quad v \omega^5, \quad w_2 + 1),$$

$$z(v, w_1, w_2) = (\omega^6 v \omega^5, \quad w_1, \quad w_2)$$

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
for \((v, w_1, w_2) \in G \times \mathbb{R}^2\). Consequently, \(\Pi \setminus (G \times \mathbb{R}^2)\) is a Seifert manifold modeled on \(G \times \mathbb{R}^2\) with base a Riemannian flat torus \(\mathbb{R}^2/\mathbb{Z}^2\). Again, the Seifert fibering is an actual bundle over the torus, with fiber the lens space \(L(12, 11)\). This bundle is non-trivial since \(\Pi\) is not a product. The bundle also contains an \(S^1\)-bundle over the same torus with euler class \(-8\). Also, it is not possible to embed \(\Pi\) into \(\text{Isom}(S^3 \times W)\) since condition \((C2)\) is not satisfied for \(\Pi/K_r\).

4.9. Example. Let \(\hat{Q}\) be a group with presentation

\[
\hat{Q} = \langle x_1, \cdots, x_g, y_1, \cdots, y_g, w_1, \cdots, w_p, z \mid z^m = 1, w_j^{\alpha_j} = z^{-\beta_j}, \prod_{j=1}^p w_j \prod_{i=1}^q [x_i, y_i] = z^k \rangle
\]

with \((m, 6) = 1\), and \(\Pi = T^* \times \hat{Q}\). Then \(\Delta = T^* \times \mathbb{Z}_m\) is a spherical space-form group, and \(Q = \Pi/\Delta\) has a presentation \((Q)\).

With \(\Delta \hookrightarrow \ell(G) \times r(G)\) such that \(T^* \subset \ell(G)\) and \(Z_m \subset r(G)\), the condition \((B)\) for \(\Pi/K_r = T^* \times Q\) is satisfied, so that there exists \(\Pi \hookrightarrow \mathcal{U}\) yielding a Seifert fiber space \(\Pi \setminus (G \times W)\) with typical fiber \(T^* \setminus S^3\). If, furthermore, \(\mathcal{E}(\hat{Q}) = 0\), then \(\Pi\) can be embed into \(\text{Isom}(G \times W)\).

On the other hand, with \(\Delta \hookrightarrow \ell(G) \times r(G)\) such that \(Z_m \subset \ell(G)\) and \(T^* \subset r(G)\), in order for \(\Pi\) to be embedded into \(\text{Isom}(G \times W)\), it is necessary and sufficient that the condition \((C2)\) for \(\Pi/K_r = \hat{Q}\), which is \(\mathcal{E}(\hat{Q}) = 0\), is satisfied.

5. Deformation of Seifert Structures

Consider a commutative diagram of group homomorphisms with exact rows:

\[
\begin{array}{ccc}
1 & \to & \Delta \\
\downarrow i & & \downarrow \theta \\
1 & \to & \mathfrak{A} \\
\end{array}
\quad
\begin{array}{ccc}
\Pi & \to & Q \\
\downarrow & & \downarrow \rho \\
\mathcal{U} & \to & T \\
\end{array}
\]

where \(i\) is injective. With the homomorphisms \(i\) and \(\rho\) fixed, how many \(\theta\)'s are there, keeping the diagram commutative? In the following, we identify \(\alpha \in \Delta\) with \(i(\alpha) \in \mathfrak{A}\), for brevity. We fix such a homomorphism \(\theta_0\) once and for all and use the action of \(\Pi\) on \(\mathcal{U}\) gotten from \(\Pi \twoheadrightarrow \mathcal{U} \xrightarrow{\mu} \text{Aut}(\mathcal{U})\). Therefore, for \(\alpha \in \Pi\),

\[
\alpha u = \theta_0(\alpha) \cdot u \cdot \theta_0(\alpha)^{-1}
\]

for any \(u \in \mathcal{U}\).

Let \(\theta : \Pi \to \mathcal{U}\) be such a homomorphism fitting the diagram. This \(\theta\) will be expressed via the fixed \(\theta_0\). Then \(\theta\) must be of the form

\[
\theta(\alpha) = \lambda(\alpha) \theta_0(\alpha)
\]

for some map \(\lambda : \Pi \to \mathfrak{A}\). It is easy to verify that \(\lambda\) satisfies

\[
\lambda(\alpha \beta) = \lambda(\alpha) \cdot \theta_0(\alpha) \lambda(\beta) \theta_0(\alpha)^{-1} = \lambda(\alpha) \cdot \alpha \lambda(\beta).
\]
Since \( \theta|_\Delta = i = \theta_0|_\Delta \), we have \( \lambda(a) = 1 \) for all \( a \in \Delta \). For any \( a \in \Delta \) and \( \alpha \in \Pi \), \( \lambda(aa) = \lambda(a) \). Moreover,
\[
\lambda(a) = \lambda(a \cdot (a^{-1} \cdot aa)) = \lambda(aa) = \lambda(a) \cdot \theta_0(a) \lambda(\alpha) \theta_0(a)^{-1} = 1 \cdot i(a) \lambda(a) i(a)^{-1} = i(a) \lambda(a) i(a)^{-1}.
\]
This shows \( \lambda \) has values in the centralizer \( C_\mathfrak{A}(\Delta) \), which depends only upon the image of \( \alpha \) in \( Q \). Furthermore, (5.0.2) shows that \( \theta_0(\alpha) \lambda(\beta) \theta_0(\alpha)^{-1} = C_\mathfrak{A}(\Delta) \).

Therefore,
\[
(5.0.3) \quad \theta_0(\alpha) \lambda(\beta) \theta_0(\alpha)^{-1} = i(a) \theta_0(\alpha) \lambda(\beta) \theta_0(\alpha)^{-1} i(a)^{-1} = \theta_0(aa) \lambda(\beta) \theta_0(aa)^{-1}.
\]

Let \( \mathcal{C} \) be the subgroup of \( \mathcal{U} \) defined as:
\[
\mathcal{C} = \{ c \in \mathcal{U} : \mu(c) \text{ induces the identity on } i(\Delta) \text{ and } \rho(Q) \}.
\]
Then
\[
1 \to C_\mathfrak{A}(\Delta) \to \mathcal{C} \to C_\mathcal{T}(\rho(Q)) \to 1
\]
is exact.

Let \( c \in \mathcal{C} \) and \( \mu(c^{-1}) \theta_0(\alpha) = \lambda(\alpha) \theta_0(\alpha) \). Then \( \theta_0(\alpha) c \theta_0(\alpha)^{-1} = c \lambda(\alpha) \). Since \( i(a) \) commutes with \( c \), \( i(a) \) commutes with \( c \lambda(\alpha) \). Using (5.0.3), we get
\[
(5.0.4) \quad \theta_0(\alpha) c \theta_0(\alpha)^{-1} = c \lambda(\alpha) = i(a) \lambda(\alpha) i(a)^{-1} = \theta_0(\alpha) c \theta_0(\alpha)^{-1} i(a)^{-1} = \theta_0(\alpha) c \theta_0(\alpha)^{-1}.
\]
By (5.0.3) and (5.0.4), the actions of \( \Pi \) induced by \( \mu \circ \theta_0 \) on \( \mathcal{C} \) and on \( C_\mathfrak{A}(\Delta) \) factor through \( Q \). With these homomorphisms \( Q \to \text{Aut}(\mathcal{C}) \) and \( Q \to \text{Aut}(C_\mathfrak{A}(\Delta)) \), we may consider \( Z^1(Q; C_\mathfrak{A}(\Delta)) \) and \( B^1(Q; \mathcal{C}) \). The equality (5.0.2) shows that \( \lambda \in Z^1(Q; C_\mathfrak{A}(\Delta)) \).

**Lemma 5.1.** \( Z^1(Q; C_\mathfrak{A}(\Delta)) \) represents the set of all homomorphisms \( \theta \)’s fitting the commutative diagram (5.0.1). In fact, \( \lambda \mapsto \theta = \lambda \cdot \theta_0 \) gives the one–one correspondence
\[
Z^1(Q; C_\mathfrak{A}(\Delta)) = \{ \lambda : Q \to C_\mathfrak{A}(\Delta) | \lambda(\alpha \beta) = \lambda(\alpha) \cdot \theta_0(\alpha) \theta_0(\alpha)^{-1} \}
\]
\[
\xymatrix{ \lambda \ar[r]^-{\sim} & \theta : \Pi \to \mathcal{U} \text{ inducing } i \text{ and } \rho \text{ on } \Delta \text{ and on } Q }.
\]

The group \( \mathcal{C} \) acts on \( Z^1(Q; C_\mathfrak{A}(\Delta)) \) as follows: Let \( c \in \mathcal{C} \), \( \lambda \in Z^1(Q; C_\mathfrak{A}(\Delta)) \). Then \( c \lambda \) is given by
\[
(c \lambda)(\alpha) = c \cdot \lambda(\alpha) \cdot \theta_0(\alpha)^{-1}
\]
\[
= c \cdot \lambda(\alpha) \cdot \theta_0(\alpha) \cdot c^{-1} \cdot \theta_0(\alpha)^{-1}.
\]

It is easy to see that \( (c \lambda)(\alpha) \in C_\mathfrak{A}(\Delta) \), and \( c \lambda \) satisfies the cocycle condition. Then the subgroup \( C_\mathfrak{A}(\Delta) \subset \mathcal{C} \) acts on \( Z^1(Q; C_\mathfrak{A}(\Delta)) \) as well.

After the abelian case, we denote the orbit spaces of these actions by
\[
H^1(Q; C_\mathfrak{A}(\Delta)) = \frac{Z^1(Q; C_\mathfrak{A}(\Delta))}{B^1(Q; C_\mathfrak{A}(\Delta))} \quad \text{and} \quad \frac{Z^1(Q; C_\mathfrak{A}(\Delta))}{B^1(Q; \mathcal{C})}.
\]

**Lemma 5.2.** \( \theta_1 = \lambda_1 \cdot \theta_0 \) and \( \theta_2 = \lambda_2 \cdot \theta_0 \) are conjugate by an element of \( \mathfrak{A} \) if and only if \( \lambda_1 \) and \( \lambda_2 \) belong to the same orbit of the \( C_\mathfrak{A}(\Delta) \)-action.
Proof. Suppose there exists \( a \in \mathfrak{A} \) so that
\[
\theta_2(\alpha) = a\theta_1(\alpha)a^{-1}
\]
for all \( \alpha \in \Pi \). Since \( \theta_1 = \theta_0 = \theta_2 \) on \( \Delta \), \( \mu(\alpha) \) induces the identity on \( i(\Delta) \), and hence, \( a \) must be in \( C_\mathfrak{A}(\Delta) \). Then \( \lambda_2(\alpha)\theta_0(\alpha) = a\lambda_1(\alpha)\theta_0(\alpha)a^{-1} \) yields
\[
\lambda_2(\alpha) = a \cdot \lambda_1(\alpha) \cdot a^{-1}.
\]
Thus, \( \lambda_1 \) and \( \lambda_2 \) belong to the same orbit of the \( C_\mathfrak{A}(\Delta) \)-action. Conversely, the above equality easily implies \( \theta_2(\alpha) = a\theta_1(\alpha)a^{-1} \). \( \square \)

Lemma 5.3. \( \theta_1 = \lambda_1 \cdot \theta_0 \) and \( \theta_2 = \lambda_2 \cdot \theta_0 \) are conjugate by an element of \( \mathcal{U} \) if and only if \( \lambda_1 \) and \( \lambda_2 \) belong to the same orbit of the \( \mathcal{C} \)-action.

Proof. Suppose there exists \( c \in \mathcal{U} \) so that
\[
\theta_2(\alpha) = c\theta_1(\alpha)c^{-1}
\]
for all \( \alpha \in \Pi \). Since \( \theta_1, \theta_2 \) induce \( i \) on \( \Delta \), and \( \rho \) on \( Q \), \( c \) must be in \( \mathcal{C} \). Also, \( \lambda_2\theta_0(\alpha) = c\lambda_1\theta_0(\alpha)c^{-1} \) yields
\[
\lambda_2(\alpha) = c \cdot \lambda_1(\alpha) \cdot c^{-1}.
\]
Thus, \( \lambda_1 \) and \( \lambda_2 \) belong to the same orbit of the \( \mathcal{C} \)-action. Conversely, the above equality easily implies \( \theta_2(\alpha) = c\theta_1(\alpha)c^{-1} \). \( \square \)

Theorem 5.4. The set of all homomorphisms \( \theta \) fitting the commutative (5.0.1) diagram with the fixed \( i \) and \( \rho \) are classified as follows:
\[
H^1(Q; C_\mathfrak{A}(\Delta)) \cong \frac{Z^1(Q; C_\mathfrak{A}(\Delta))}{B^1(Q; C_\mathfrak{A}(\Delta))} \cong \{ \theta : \Pi \rightarrow U \text{inducing } i \text{ and } \rho \text{ on } \Delta \text{ and on } Q \},
\]
up to conjugation by elements of \( \mathfrak{A} \)
\[
\cong \frac{Z^1(Q; C_\mathfrak{A}(\Delta))}{B^1(Q; \mathcal{C})} \cong \{ \theta : \Pi \rightarrow U \text{inducing } i \text{ and } \rho \text{ on } \Delta \text{ and on } Q \},
\]
up to conjugation by elements of \( \mathcal{U} \). \( \square \)

Conjugation of \( \theta_0 \) by any element \( u \) of \( \mathcal{U} \) gives rise to a new embedding \( \theta : \Pi \rightarrow \mathcal{U} \) which maps \( \Delta \) necessarily into \( M(W, G) \rtimes \text{Inn}(G) \), since \( M(W, G) \rtimes \text{Inn}(G) \) is normal in \( \mathcal{U} \). Then this induces a Seifert automorphism between the Seifert fiber spaces \( \theta_0(\Pi) \setminus (G \times W) \) and \( \theta(\Pi) \setminus (G \times W) \). If \( u \in \mathcal{C} \), then the Seifert automorphism is called a strict Seifert automorphism. When \( u \in M(W, G) \rtimes \text{Inn}(G) \), the Seifert automorphism is a strict Seifert automorphism moving only along the fibers. Therefore, \( H^1(Q; C_\mathfrak{A}(\Delta)) \) classifies all strict Seifert automorphism moving only along the fibers, while \( \overline{Z}^1(Q; C_\mathfrak{A}(\Delta)) \) classifies all strict Seifert automorphism. General Seifert automorphisms come from the quotient space of the discrete faithful representations of \( \Pi \) into \( \mathcal{U} \) by the conjugations from elements of \( \mathcal{U} \).

For our application with \( \mathfrak{A} = \ell(G) \times M(W, G) \), we have \( C_{\ell(G) \times M(W, G)}(\Delta) = C_{\ell(G)}(\Delta) \times M(W, C_G(\Delta_r)) \). Therefore,
\[
H^1(Q; C_\mathfrak{A}(\Delta)) = H^1(Q; C_{\ell(G)}(\Delta)) \oplus H^1(Q; M(W, C_G(\Delta_r))).
\]
Note that when \( Q \rightarrow \text{Aut}(C_{\ell(G)}(\Delta_r)) \) is trivial,
\[
H^1(Q; C_{\ell(G)}(\Delta_r)) = \text{Hom}(Q; C_{\ell(G)}(\Delta_r)).
\]
Example 5.5. We continue with Example 4.8. For the first case with \( z \mapsto (\omega^3, \omega^{-2}) \), we have \( \Delta_\ell = \mathbb{Z}_4 \) and \( \Delta_r = \mathbb{Z}_6 \), so that \( C_{\ell(G)}(\Delta_\ell) = \text{SO}(2) \) and \( M(W, C_G(\Delta_r)) = M(W, \text{SO}(2)) \). Clearly, \( H^1(Q; \text{SO}(2)) = \text{Hom}(Q, \text{SO}(2)) = S^1 \times S^1 = T^2 \). To calculate \( H^1(Q; M(W, C_G(\Delta_r))) \), consider the short exact sequence of \( Q \)-modules \( 1 \to \mathbb{Z} \to \mathbb{R} \to \text{SO}(2) \to 1 \). It yields an exact sequence

\[
H^1(Q; M(W, \mathbb{R})) \to H^1(Q; M(W, \text{SO}(2))) \to H^2(Q; \mathbb{Z}) \to H^2(Q; M(W, \mathbb{R})).
\]

Since \( H^i(Q; M(W, \mathbb{R})) = 0 \) for \( i > 1 \) [2], we get \( H^1(Q; M(W, \text{SO}(2))) \cong H^2(Q; \mathbb{Z}) = \mathbb{Z} \). A cocycle \( \lambda_p \) corresponding to \( p \in \mathbb{Z} = H^1(Q; M(W, \text{SO}(2))) \) can be described as

\[
\lambda_p(t_1)(w_1, w_2) = e^{-2\pi i p w_2}, \quad \lambda_p(t_2)(w_1, w_2) = 1.
\]

Then \( \delta \lambda_p \in H^2(Q; \mathbb{Z}) \) is given by \( \delta \lambda_p(t_1, t_2) = 0 \) and \( \delta \lambda_p(t_2, t_1) = z^p \). Consequently,

\[
H^1(Q; C_{\ell(G) \times M(W, G)}(\Delta)) = T^2 \times \mathbb{Z}.
\]

With \( \tilde{U} = \ell(G) \times [M(W, G) \rtimes \text{Isom}(W)] \), conjugation by elements of \( \tilde{U} \) does not contribute anything new. In other words,

\[
Z^1(Q; C_3(\Delta))/B^1(Q; C_3(\Delta)) = Z^1(Q; C_3(\Delta))/B^1(Q; \mathbb{C}).
\]

The centralizer of \( Q \) in \( \text{Isom}(\mathbb{R}^2) \) is the pure translations \( \mathbb{R}^2 \). For \( t_b = (b_1, b_2) \in \mathbb{R}^2 \), \( \mu(t_b) \) can be achieved by \( \mu(\eta) \), where \( \eta \in B^1(Q; M(W, \text{SO}(2))) \) is defined by \( \eta(w_1, w_2) = \omega^{4b_1} \). Thus,

\[
H^1(Q; C_3(\Delta)) = \frac{Z^1(Q; C_3(\Delta))}{B^1(Q; C_3(\Delta))} \cong \frac{Z^1(Q; C_3(\Delta))}{B^1(Q; \mathbb{C})}.
\]

Corresponding to \( ((a, b), p) \in T^2 \times \mathbb{Z} = H^1(Q; C_{\ell(G) \times M(W, G)}(\Delta)) \), the action of \( \Pi \) on \( G \times \mathbb{R}^2 \) is given by:

\[
\begin{align*}
x(v, w_1, w_2) &= (av e^{2\pi i p w_2}, \ w_1 + 1, \ w_2), \\
y(v, w_1, w_2) &= (bv \omega^{-4w_1}, \ w_1, \ w_2 + 1), \\
z(v, w_1, w_2) &= (\omega^3 v \omega^2, \ w_1, \ w_2)
\end{align*}
\]

for \( (v, w_1, w_2) \in G \times \mathbb{R}^2 \).

In the second case with \( z \mapsto (\omega^6, \omega^{-5}) \), we have \( \Delta_\ell = \mathbb{Z}_2 = \mathbb{Z}(S^3) \) and \( \Delta_r = \mathbb{Z}_{12} \), so that \( C_{\ell(G)}(\Delta_\ell) = S^3 \) and \( M(W, C_G(\Delta_r)) = M(W, \text{SO}(2)) \). Now, \( H^1(Q; S^3) = \text{Hom}(Q, S^3) \). Therefore,

\[
H^1(Q; C_{\ell(G) \times M(W, G)}(\Delta)) = \text{Hom}(Q, S^3) \times \mathbb{Z}.
\]

Similarly to the previous case, with \( \tilde{U} = \ell(G) \times [M(W, G) \rtimes \text{Isom}(W)] \), conjugation by elements of \( \tilde{U} \) does not contribute anything new. The centralizer of \( Q \) in \( \text{Isom}(\mathbb{R}^2) \) is the pure translations \( \mathbb{R}^2 \). For \( b = (b_1, b_2) \in \mathbb{R}^2 \), \( \mu(t_b) \) can be achieved by \( \mu(\eta) \), where \( \eta(w_1, w_2) = \omega^{-8b_1} \in B^1(Q; M(W, \text{SO}(2))) \).

Corresponding to \( ((a, b), p) \in \text{Hom}(\mathbb{Z}^2, S^3) \times \mathbb{Z} = H^1(Q; C_{\ell(G) \times M(W, G)}(\Delta)) \), the action of \( \Pi \) on \( G \times \mathbb{R}^2 \) is given by:

\[
\begin{align*}
x(v, w_1, w_2) &= (av e^{2\pi i p w_2}, \ w_1 + 1, \ w_2), \\
y(v, w_1, w_2) &= (bv \omega^{8w_1}, \ w_1, \ w_2 + 1), \\
z(v, w_1, w_2) &= (\omega^3 v \omega^2, \ w_1, \ w_2)
\end{align*}
\]

for \( (v, w_1, w_2) \in G \times \mathbb{R}^2 \).
We claim that, in both cases, the Seifert fiber spaces coming from the representations corresponding to
\( H^1(Q; C_{\ell(G)}(\Delta)) \) are \( T^2 \) or \( \text{Hom}(\mathbb{Z}^2, S^3) \) are \( h \)-cobordant to
\( \theta_0(II) \setminus (S^3 \times \mathbb{R}^2) \). With \( Q = \mathbb{Z}^2 \), \( \text{Hom}(Q, S^3) \) can be calculated as follows: Let \( \ell_1, \ell_2 \) be two generators of \( \mathbb{Z}^2 \). Map \( \ell_1 \mapsto \lambda(t_1) \in S^3 \) anywhere. Suppose \( \lambda(t_1) \not\in Z(S^3) \).

That is, the order of \( \lambda(t_1) \) is greater than 2. Then \( \lambda(t_2) \) must be in the centralizer of \( \lambda(t_1) \), which is the unique circle subgroup containing \( \lambda(t_1) \). If \( \lambda(t_1) \in Z(S^3) \), then \( \lambda(t_2) \) may be arbitrary. Thus, \( \text{Hom}(Q, S^3) \) is an \( \text{SO}(2) \)–bundle over \( S^3 \) whose fibers at the two points in \( Z(S^3) \) are replaced by \( S^3 \). What is important is the fact that \( \text{Hom}(Q, SO(2)) \) and \( \text{Hom}(Q, S^3) \) are path-connected. Since \( H^1(Q; C_{\ell(G)}(\Delta)) \) is path-connected, one can find a 1–parameter family of homomorphisms \( \nu_1 : \mathbb{Z}^2 \to C_{\ell(G)} \times M(W, G)(\Delta) \) starting at \( \nu = 1 \) and ending at a new \( \nu' \). This 1–parameter family of homomorphisms \( \nu_t, 0 \leq t \leq 1 \), gives rise to a 1–parameter family of Seifert fiber spaces \( \theta_t(II) \setminus (S^3 \times \mathbb{R}^2) \). Consequently, the two spaces \( \theta_0(II) \setminus (S^3 \times \mathbb{R}^2) \) and \( \theta_1(II) \setminus (S^3 \times \mathbb{R}^2) \) are smoothly \( h \)-cobordant. We don’t know if the same holds for representations corresponding to \( H^1(Q; M(W, SO(2))) = \mathbb{Z} \).

Remark 5.6. We have exhibited different embeddings of \( II \) in \( \bar{\mathcal{U}} \) for \( r = 5 \) and 11. Moreover, as actions on \( S^3 \times \mathbb{R}^2 \), these groups are not conjugate in \( \bar{\mathcal{U}} \). (Because the typical fibers of the resulting Seifert 5–manifolds would have to be homeomorphic since \( \ell(G) \) is normalized by \( \bar{\mathcal{U}} \). The typical fibers are \( L(2,1) \) and \( S^3 \), respectively.) As lens space bundles over the torus, the fibers of the 5–manifolds are obviously different. It is not clear to us whether or not these spaces are of the same homotopy types.
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