SHADOWING ORBITS OF ORDINARY DIFFERENTIAL EQUATIONS ON INVARIANT SUBMANIFOLDS
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Abstract. A finite time shadowing theorem for autonomous ordinary differential equations is presented. Under consideration is the case where there exists a twice continuously differentiable function \( g \) mapping phase space into \( \mathbb{R}^m \) with the property that for a particular regular value \( c \) of \( g \) the submanifold \( g^{-1}(c) \) is invariant under the flow. The main theorem gives a condition which implies that an approximate solution lying close to \( g^{-1}(c) \) is uniformly close to a true solution lying in \( g^{-1}(c) \). Applications of this theorem to computer generated approximate orbits are discussed.

1. Introduction

Let \( f \) be a \( C^2 \) vector field on \( \mathbb{R}^n \) and let \( g : \mathbb{R}^n \to \mathbb{R}^m \) be class \( C^2 \). Let \( c \) in \( \mathbb{R}^m \) be a regular value of \( g \) with

\[
\Lambda = \{ y \in \mathbb{R}^n : g(y) = c \}.
\]

Suppose that for all \( y \) in \( \Lambda \) we have

\[
Dg(y)f(y) = 0.
\]

Thus \( \Lambda \) is a smooth \( n - m \)-dimensional submanifold of \( \mathbb{R}^n \) and invariant under the flow \( \varphi \) of the autonomous system

\[
\dot{y} = f(y).
\]

In this note we develop a theorem which can be used to prove that a \( \delta \)-pseudo orbit, or approximate solution, for (1.1) which is close to \( \Lambda \) is shadowed by, or is uniformly close to, an orbit of (1.1) which lies in \( \Lambda \). Furthermore, the hypotheses of the theorem are presented with an eye toward computer verification. The theorem is similar to the finite time shadowing theorems of Coomes, Koçak, and Palmer [7], [10], but takes into account information provided by \( g \) and allows one to say more about the shadowing orbit, namely that it lies in \( \Lambda \).

Vector fields possessing first integrals, such as Hamiltonian vector fields, are examples of vector fields for which one might find suitable functions \( g \), but in our case we require only that a particular level set of \( g \) be invariant under the flow. For example, Poincaré [18] studied the behavior at infinity of flows for polynomial vector fields on \( \mathbb{R}^2 \) by means of central projection onto the sphere \( S^2 \) tangent to the plane at the origin. Under this projection the equator in \( S^2 \) corresponds to infinity.
in $\mathbb{R}^2$. With $S^2$ identified with the unit sphere in $\mathbb{R}^3$, a natural scaling arises under which the projected vector field on $S^2$ extends to a polynomial vector field on $\mathbb{R}^3$. The sphere $S^2$ is an invariant set for this new vector field, but $g(x) = x_1^2 + x_2^2 + x_3^2$ need not be a first integral. See also González Velasco [14] for an extension of this projection technique to higher dimensions and a corresponding study of behavior at infinity.

As pointed out by Dawson et al. [12], one obstruction to shadowing occurs when a finite time Lyapunov exponent fluctuates about zero. Certainly one would expect to encounter this situation when phase space is the union of a family of compact level sets of a first integral and the level set of interest contains no fixed point. The shadowing method proposed in this paper compensates for this in the way it takes into account the information provided by such a first integral.

The paper is organized as follows. In section 2 we give a brief history of related shadowing results. Then in section 3 we present our basic definitions and the main theorem. Our main impetus for presenting our result is for the purpose of analyzing specific computer generated numerical solutions of ordinary differential equations. Hence in section 4 we discuss the application of the main result to such computer generated solutions. Finally, in section 5 we give a proof of the main theorem. The issue of roundoff is not addressed in this note but will be addressed in a subsequent publication where the methods described here will be applied to the Maxwell-Bloch [1], [17] system—a five dimensional system which possesses two first integrals.

2. Background for Shadowing

Many of the systems of ordinary differential equations that are interesting from dynamical or practical points of view are intractable from a computational point of view. That is, for many systems, such as chaotic systems, it is quite difficult to numerically compute an approximate solution of an initial value problem which is close to the true solution over a long time interval. This task becomes generally impossible if one fixes the precision of the numerical representation of real numbers and allows the time interval to become arbitrarily long.

This still leaves open the question: Do numerically generated approximate solutions of chaotic systems reflect true dynamic characteristics? Or, more specifically, given an approximate solution, does there exist some true solution that is uniformly close to the approximate solution? Insight into the answers to these questions came in the Shadowing Lemma of Anosov [2] and Bowen [3] which applies to hyperbolic sets of diffeomorphisms and in this case answered the questions in the affirmative over infinitely long intervals. Franke and Selgrade [13] and later Coomes, Koçak, and Palmer [9] extended this result to hyperbolic sets of vector fields.

That a particular set is a hyperbolic set for a dynamical system is, at best, difficult to verify. However, Hammel, Yorke, and Grebogi [15], [16], Sauer and Yorke [19], Chow and Palmer [4], [5], Chow and Van Vleck [6], and Coomes, Koçak, and Palmer [11] have all investigated finite time shadowing for discrete dynamical systems where one relaxes the hyperbolicity condition and considers solutions over long intervals. Coomes, Koçak, and Palmer [7], [10] studied finite time shadowing for vector fields. An offshoot of their work is their technique [8] for giving a computer generated proof of the existence of a periodic solution of an ordinary differential equation.
3. The Main Theorem

In this section we give formal definitions, suitable in the context of ordinary differential equations, of a pseudo orbit and of shadowing. We next catalog the various quantities one needs to calculate and examine in order to apply our main result. Then this section concludes with our main result, Theorem 3.1. Throughout this paper, unless otherwise stated, we use the Euclidean norm for vectors and the relevant operator norm for matrices and linear operators. Without loss of generality $c = 0$ and we take division by zero to yield $+\infty$. We adopt the following conventions in our notation: quantities which are presumed to be large, but not too large, are in upper case gothic; quantities which are presumed to be small, but not too small, are in lower case gothic; quantities that are presumed to be quite small are expressed as a variation of $\delta$; quantities that are related to the closeness of our approximate orbit to a true orbit are expressed as a variation of $\varepsilon$. We also identify linear operators between finite dimensional vector space with their matrix with respect to the canonical coordinates.

**Definition.** For a given positive number $\delta$, a sequence of points $\{y_k\}_{k=0}^{N}$ is said to be a $\delta$-pseudo-orbit of (1.1) if there is an associated sequence $\{h_k\}_{k=0}^{N-1}$ of positive times such that

$$
\|y_{k+1} - \varphi^{h_k}(y_k)\| \leq \delta \quad \text{for } k = 0, \ldots, N - 1.
$$

The following is our formal definition of shadowing.

**Definition.** For a given positive number $\varepsilon$, an orbit of (1.1) is said to $\varepsilon$-shadow a $\delta$-pseudo-orbit $\{y_k\}_{k=0}^{N}$ with associated times $\{h_k\}_{k=0}^{N-1}$ if there are points $\{x_k\}_{k=0}^{N}$ on the true orbit and times $\{t_k\}_{k=0}^{N-1}$ with $\varphi^{t_k}(x_k) = x_{k+1}$ such that

$$
\|x_k - y_k\| \leq \varepsilon \quad \text{and} \quad |t_k - h_k| \leq \varepsilon.
$$

The quantity $\varepsilon$ is said to be the shadowing distance and the quantity $\sum_{k=0}^{N-1} t_k$ is said to be the shadowing time.

Suppose that $\{y_k\}_{k=0}^{N}$ is a $\delta$-pseudo orbit for (1.1) with associated times $\{h_k\}_{k=0}^{N-1}$. Furthermore, suppose that for $k = 0, \ldots, N$ the function $g$, whose zero set is the invariant set $\Lambda$, satisfies

$$
\|g(y_k)\| \leq \delta \quad \text{and} \quad \text{rank} \left( f(y_k) \mid Dg(y_k)^* \right) = m + 1
$$

where $^*$ denotes transpose. Let $\{Y_k\}_{k=0}^{N-1}$ be a sequence of $n \times n$ matrices such that

$$
\|Y_k - D\varphi^{h_k}(y_k)\| \leq \delta \quad \text{for } k = 0, \ldots, N - 1.
$$

Next let $r = n - m - 1$. Choose an $n \times r$ matrix $\hat{S}$ such that the matrix

$$
\begin{pmatrix}
(f(y_0) \mid Dg(y_0)^*) \\
\hat{S}
\end{pmatrix}
$$

is invertible, let $Q_0R_0$ be a QR decomposition of (3.4), and let

$$
Q_0 = (f(y_0)/\|f(y_0)\| \mid T_0 \mid S_0)
$$

where $T_0$ and $S_0$ are $n \times m$ and $n \times r$ respectively. Then choose subsequent $n \times m$ matrices $T_{k+1}$, and $n \times r$ matrices $S_{k+1}$ for $k = 0, \ldots, N - 1$ by computing

$$
(f(y_{k+1}) \mid Dg(y_{k+1})^*) \mid Y_k S_k) = Q_{k+1} R_{k+1}
$$

$$
= (f(y_{k+1})/\|f(y_{k+1})\| \mid T_{k+1} \mid S_{k+1}) R_{k+1}
$$

where $Q_{k+1} R_{k+1}$ is a QR decomposition.
Let
\begin{equation}
A_k = S_{k+1}^* Y_k S_k \quad \text{for } k = 0, \ldots, N - 1
\end{equation}
and define a linear operator \( L : (\mathbb{R}^r)^{N+1} \to (\mathbb{R}^r)^N \) by, given \( \xi = \{ \xi_k \}_{k=0}^N \in (\mathbb{R}^r)^{N+1} \),
\begin{equation}
[L \xi]_k = \xi_{k+1} - A_k \xi_k \quad \text{for } k = 0, \ldots, N - 1.
\end{equation}
We define
\[ \| \xi \| = \max_{0 \leq k \leq N} \| \xi_k \| \]
and place an analogous norm on \((\mathbb{R}^r)^N\). Suppose that \( L \) has a right inverse \( L^{-1} \).

Let \( \varepsilon_0 \) be a positive number such that
\begin{equation}
\varepsilon_0 \leq h_k \quad \text{for } k = 0, \ldots, N - 1.
\end{equation}
The quantity \( \sqrt{2\varepsilon_0} \) is an a priori upper bound for the shadowing distance \( \varepsilon \). Let \( \Omega \) be an open convex subset of \( \mathbb{R}^n \) such that for \( k = 0, \ldots, N \)
\begin{equation}
\varphi^t(x) \in \Omega \quad \text{for } 0 \leq t \leq h_k + \varepsilon_0 \text{ and } \|x - y_k\| \leq \sqrt{2\varepsilon_0}.
\end{equation}

Next let
\begin{align}
\mathcal{M}_0 &= \sup_{x \in \Omega} \| f(x) \|, \quad \mathcal{M}_1 = \sup_{x \in \Omega} \| Df(x) \|, \quad \mathcal{M}_2 = \sup_{x \in \Omega} \| D^2 f(x) \|, \\
\mathcal{P}_1 &= \sup_{x \in \Omega} \| Dg(x) \|, \quad \text{and} \quad \mathcal{P}_2 = \sup_{x \in \Omega} \| D^2 g(x) \|
\end{align}
and let
\begin{align}
\mathcal{A} &= \inf_{0 \leq k \leq N} \| f(y_k) \|, \\
\mathcal{A}_1 &= \sup_{0 \leq k \leq N-1} \| Y_k \|
\end{align}
and
\[ h_{\text{max}} = \max_{0 \leq k \leq N-1} h_k. \]

From (3.2), (3.5), and (3.6) we see that each \( Dg(y_k)T_k \) is a lower triangular \( m \times m \) matrix with nonzero diagonal entries. Let
\begin{align}
\mathcal{B} &= \max_{0 \leq k \leq N} \| [Dg(y_k)T_k]^{-1} \| \quad \text{and} \\
\delta_1 &= \max_{0 \leq k \leq N} \| Dg(y_k) f(y_k) \| \| f(y_k) \|.
\end{align}
We have now defined the essential quantities that appear in our main theorem below.

**Theorem 3.1.** Let \( \{ y_k \}_{k=0}^N \) be a \( \delta \)-pseudo orbit of (1.1) satisfying (3.2) and let
\[ \mathcal{C} = \max \left\{ \mathcal{B}, (1 + \mathcal{A}) \| L^{-1} \|, \mathcal{A}_1 \right\}, \]
\[ \delta_K = \mathcal{C}(\mathcal{M}_1 + 2)\delta, \]
\[ \delta_H = \left( 1 + \frac{2\mathcal{C} (\mathcal{M}_0 + \sqrt{2}\mathcal{M}_1 h_{\text{max}})}{1 - \delta_K} \right) \delta, \quad \text{and} \]
\[ \mathcal{D} = \mathcal{M}_0 \mathcal{M}_1 + 2\sqrt{2}\mathcal{M}_1 e^{\mathcal{M}_1 (h_{\text{max}} + \varepsilon_0)} + 2\mathcal{M}_2 (h_{\text{max}} + \varepsilon_0) e^{2\mathcal{M}_1 (h_{\text{max}} + \varepsilon_0)}. \]

If \( \delta \) together with \( \delta_K, \delta_1, \delta_H, \text{ and } \varepsilon_0 \) satisfy the inequalities
(1) \( \delta_K < 1 \),
(2) \( \delta_1 < 1 \),
(3) \( 4 \|\|_2 C^2 (1 - \delta_K)^{-2} \leq 1 \),
(4) \( 2 D C^2 (1 - \delta_K)^{-2} \leq 1 \),
(5) \( \delta_H < \varepsilon_0 \), and
(6) \( \delta_H \leq (1 - \delta_1)(\|\|_2 \sqrt{2} + 2)^{-1} \),

then the \( \delta \)-pseudo orbit \( \{ y_k \}_{k=0}^N \) is \( \varepsilon \)-shadowed by a true orbit \( \{ x_k \}_{k=0}^N \) with

\[ \varepsilon = \frac{2 \|\|_2 C \delta}{1 - \delta_K}. \]

Furthermore,

\[ g(x_k) = 0 \quad \text{for} \quad k = 0, \ldots, N. \]

4. Application of the Main Theorem

The concept of a \( \delta \)-pseudo orbit gives a natural description of the types of sequences generated by the standard numerical algorithms used to solve initial value problems for ordinary differential equations. As mentioned above, we intend to apply our main theorem to such computer generated sequences. In this section we expand on the description, selection, and computation of the quantities defined in section 3.

We propose generating the sequences \( \{ y_k \}_{k=0}^N \) and \( \{ Y_k \}_{k=0}^{N-1} \) starting with \( y_0 \) near the invariant submanifold \( \Lambda \) and recursively applying a one step method to the initial value problems

\[
\begin{align*}
\dot{y} &= f(y), & y(0) &= y_k, \\
\dot{Y} &= Df(y)Y, & Y(0) &= I_n
\end{align*}
\]

for \( k = 0, \ldots, N - 1 \) obtaining approximations \( \bar{y}_{k+1} \) of \( \varphi^{h_k}(y_k) \) and \( Y_k \) of \( D\varphi^{h_k}(y_k) \).

Coomes, Koçak, and Palmer [10] used a Taylor series method in their study of finite time shadowing for the Lorenz equations because it allowed them to give a rigorous upper bound for the local error \( \delta \) in the computation of \( \bar{y}_{k+1} \). Since \( \Lambda \) is an invariant set for (1.1) it would seem to be desirable to have \( y_{k+1} \) as close to \( \Lambda \) as is possible. One option would be to choose a one step method under which \( \Lambda \) is invariant and set \( y_{k+1} = \bar{y}_{k+1} \). A second option might be to “correct” \( \bar{y}_{k+1} \) and choose \( y_{k+1} \) so as to not increase \( \delta \) significantly. For example, one might choose

\[ y_{k+1} = \bar{y}_{k+1} - Dg(\bar{y}_{k+1})^* \left[ Dg(\bar{y}_{k+1})Dg(\bar{y}_{k+1})^* \right]^{-1} g(\bar{y}_{k+1}) \]

provided \( Dg(\bar{y}_{k+1}) \) is not rank deficient which is suggested but not implied by (3.2). Another option might be to provide such a correction not at every step, but only if \( \bar{y}_{k+1} \) has drifted away from \( \Lambda \) by more than some amount on the order of the local error in the one step method for (4.1).

We now turn to the question of what the matrices \( A_k \), defined in (3.7), represent. To answer this question, for the moment assume that our solution of (4.1) is exact at the \( k \)th stage. That is, assume \( y_{k+1} = \varphi^{h_k}(y_k) \), \( Y_k = D\varphi^{h_k}(y_k) \) and assume \( y_k \) and \( y_{k+1} \) both lie in \( \Lambda \). For a smooth manifold \( \Sigma \) let \( T_p(\Sigma) \) denote the tangent space of \( \Sigma \) at \( p \). Let

\[ \langle f(y_k) \rangle^\perp = \{ x \in T_{y_k}(\mathbb{R}^n) : \langle x, f(y_k) \rangle = 0 \} \]
where \( \langle \cdot, \cdot \rangle \) denotes the usual inner product. With the natural identifications of spaces and operators, notice that the following diagram commutes

\[
\begin{array}{ccc}
T_{y_k}(\Lambda) \cap \langle f(y_k) \rangle^\perp & \xrightarrow{A_k} & T_{y_{k+1}}(\Lambda) \cap \langle f(y_{k+1}) \rangle^\perp \\
S_k & & S_{k+1}^* \\
T_{y_k}(\mathbb{R}^n) & \xrightarrow{D_k h_k(y_k)} & T_{y_{k+1}}(\mathbb{R}^n)
\end{array}
\]

where \( S_k \) is the natural embedding and \( S_{k+1}^* \) is orthogonal projection onto the space \( T_{y_{k+1}}(\Lambda) \cap \langle f(y_{k+1}) \rangle^\perp \).

That is, in this case \( A_k \) describes the behavior of the action of the solution of the variational equation on the space of vectors tangent to \( \Lambda \) at \( y_k \) and normal to \( f(y_k) \) after projection onto the space of vectors tangent to \( \Lambda \) at \( y_{k+1} \) and normal to \( f(y_{k+1}) \). We expect \( A_k \) to describe analogous behavior between \( x_k \) and \( x_{k+1} \) in the case where our quantities are approximate and we are able to obtain a positive conclusion for our main theorem.

Thus far we have insisted that \( 0 \) be a regular value for \( g \). This condition is slightly stronger than is needed in the proof of Theorem 3.1. It suffices to have \( \Lambda \), the zero set for \( g \), be invariant under the flow for (1.1) as long as (3.2) holds.

The quantity \( \|L^{-1}\| \), where \( L \) is defined in (3.8), figures prominently in the statement of Theorem 3.1, but it may not be obvious how to choose \( L^{-1} \) so that \( \|L^{-1}\| \) is not too large. As noted above, we expect the nature of \( L \) to be governed by the behavior of the restriction of the flow to \( \Lambda \). Notice that the matrices \( A_k \) are upper triangular. By the nature of the QR decomposition, one expects that for most \( k \)

\[
A_k = \begin{pmatrix} B_k & C_k \\ 0 & D_k \end{pmatrix}
\]

where \( B_k \) is a square upper triangular matrix whose diagonal entries all have absolute value larger than unity and \( D_k \) is a square upper triangular matrix whose diagonal entries all have absolute value smaller than unity. In addition, in the presence of some aspect of uniform hyperbolicity, one expects the sizes of \( B_k \) and \( D_k \) to be independent of \( k \). Chow and Palmer [5] and Coomes, Koçak, and Palmer [10] show how to exploit this structure to obtain a suitable right inverse for \( L \) and compute a bound for its norm. Thus if the flow for (1.1) restricted to \( \Lambda \) exhibits some aspect of uniform hyperbolicity, we expect to be able to find a similar bound.

The convex set \( \Omega \) and the estimate \( \varepsilon_0 \) are chosen \textit{a priori}. The set \( \Omega \) must contain a neighborhood of each of the vectors \( y_k \) as specified in (3.10), but should be chosen as small as possible to keep \( M_0, M_1, M_2, P_1, \) and \( P_2 \) from being too large. Hence, the estimate \( \varepsilon_0 \) should be chosen small enough to keep (3.10) from being too onerous and \( \mathfrak{D} \) from being too large, but not so small that hypothesis (5) of Theorem 3.1 cannot be satisfied. A reasonable compromise might be to choose \( \varepsilon_0 \) as large as possible yet small enough to still have shadowing of the \( \delta \)-pseudo orbit within \( \sqrt{2}\varepsilon_0 \) be interesting.

We comment on some of the other quantities described in section 3. To insure that \( a \) is not too small, our \( \delta \)-pseudo orbit must not come too close to a fixed point of \( f \). If the step sizes \( h_k \) are sufficiently small, the matrices \( Y_k \) will be close to the identity, but hopefully far enough from the identity for the QR decomposition to effectively isolate local expanding and contracting directions. The quantity \( \mathfrak{B} \)
will not be too large if the matrix in (3.2) is never close to a matrix which is rank deficient. And if \( g \) is a first integral for (1.1), we have \( \delta_1 = 0 \); otherwise we assume that near \( \Lambda \) the vector field \( f \) is nearly orthogonal to the gradients of the components of \( g \).

Lastly, we mention a way to possibly weaken hypothesis (4) of Theorem 3.1. If we let \( \varepsilon_G \) be as in (5.20),
\[
\mathfrak{M}_0 = \max_{0 \leq k \leq N} \| f(y_k) \|, \quad \text{and} \quad \mathfrak{M}_1 = \max_{0 \leq k \leq N} \| Df(y_k) \|
\]
then we may replace \( D \) in hypothesis (4) with
\[
D = \left( \mathfrak{M}_0 + \mathfrak{M}_1 \delta_H \right) \left( \mathfrak{M}_1 + \mathfrak{M}_2 \delta_H \right) + 2\sqrt{2} \left( \mathfrak{M}_1 + \mathfrak{M}_2 \delta_H \right) e^{\mathfrak{M}_1 (h_{\max} + \varepsilon_G)} + 2 \mathfrak{M}_2 \left( \mathfrak{M}_1 + \mathfrak{M}_2 \delta_H \right) e^{2\mathfrak{M}_1 (h_{\max} + \varepsilon_G)}.
\]
See (5.1), (5.10), (5.11), (5.24), (5.25), and (5.36) in the proof of the main theorem.

5. Proof of the Main Theorem

We assume that \( \{y_k\}_{k=0}^N \) is a \( \delta \)-pseudo orbit for (1.1) and that all of the hypotheses of Theorem 3.1 are satisfied by the various quantities defined in section 3. We first recast the problem of finding an appropriate true orbit of (1.1) as that of finding an appropriate root of a particular function. The \( \delta \)-pseudo orbit \( \{y_k\}_{k=0}^N \) will correspond to a point where the norm of the function is small and we will prove the existence of a nearby root. We will complete the proof by showing that the root of this function does indeed correspond to a true orbit of (1.1). We start with the following variation of the Implicit Function Theorem.

**Lemma 5.1.** Let \( X \) and \( Y \) be finite dimensional normed vector spaces over \( \mathbb{R} \), let \( \Gamma \) be an open subset of \( X \), and let \( G : \Gamma \to Y \) be a \( C^2 \) function. Suppose that there exists \( u_0 \) in \( \Gamma \) such that the derivative \( DG(u_0) \) has a right inverse \( K \). Let
\[
\varepsilon_G = 2 \| K \| \| G(u_0) \|
\]
and suppose that the closed ball of radius \( \varepsilon_G \) is contained in \( \Gamma \). Let
\[
\mathfrak{F} = \sup \left\{ \| D^2 G(u) \| : \| u - u_0 \| \leq \varepsilon_G \right\}
\]
and suppose further that
\[
2\mathfrak{F} \| K \|^2 \| G(u_0) \| \leq 1.
\]
Then there is a solution \( \bar{u} \) of the equation
\[
G(\bar{u}) = 0
\]
satisfying \( \| \bar{u} - u_0 \| \leq \varepsilon_G \).

This lemma is Lemma 4.1 in [7] which contains a proof based on the Brouwer Fixed Point Theorem.

We now construct the function to which we will apply Lemma 5.1. Let \( X = \mathbb{R}^N \times (\mathbb{R}^m)^{N+1} \times (\mathbb{R}^r)^{N+1} \) and let \( Y = (\mathbb{R}^m)^{N+1} \times (\mathbb{R}^r)^N \times \mathbb{R}^N \). Denote
\[
\begin{align*}
\mathbf{u} &= \left( \{ s_k \}_{k=0}^{N-1}, \{ v_k \}_{k=0}^N, \{ w_k \}_{k=0}^N \right) \in X \quad \text{and} \quad \mathbf{z} = \left( \{ \psi_k \}_{k=0}^N, \{ \omega_k \}_{k=0}^{N-1}, \{ \alpha_k \}_{k=0}^{N-1} \right) \in Y.
\end{align*}
\]
Next we define
\[
\|u\| = \max \left\{ \max_{0 \leq k \leq N-1} |s_k|, \max_{0 \leq k \leq N} \|v_k\|, \max_{0 \leq k \leq N} \|w_k\| \right\}, \quad \text{and}
\]
\[
\|z\| = \max \left\{ \max_{0 \leq k \leq N} \|\psi_k\|, \max_{0 \leq k \leq N-1} \|\omega_k\|, \max_{0 \leq k \leq N-1} |\alpha_k| \right\}.
\]
Let
\[
u_0 = (\{h_k\}_{k=0}^{N-1}, \{0\}_{k=0}^{N}, \{0\}_{k=0}^{N}) \in \mathbb{X}
\]
and denote
\[
f_k = f(y_k)\|f(y_k)\| \quad \text{for } k = 0, \ldots, N.
\]
Let \(\Gamma_G\) be the open ball in \(\mathbb{X}\) about \(u_0\) of radius \(\varepsilon_0\). Then by (3.9) and (3.10) we see that if \(u \in \Gamma_G\) then \(\varphi^*k(y_k + T_kv_k + S_kw_k)\) is defined and lies in \(\Omega\). We define \(G : \Gamma_G \to \mathbb{Y}\) by
\[
G(u) = (G_1(u), G_2(u), G_3(u))
\]
where for \(k = 0, \ldots, N\)
\[
[G_1(u)]_k = g(y_k + T_kv_k + S_kw_k),
\]
and for \(k = 0, \ldots, N - 1\)
\[
[G_2(u)]_k = w_{k+1} + S_{k+1}^* (y_{k+1} - \varphi^*k(y_k + T_kv_k + S_kw_k)), \quad \text{and}
\]
\[
[G_3(u)]_k = f_{k+1}^*(y_{k+1} - \varphi^*k(y_k + T_kv_k + S_kw_k)).
\]
By (3.1) and (3.2) it follows that
\[
\|G(u_0)\| \leq \delta.
\]
Notice that for
\[
u_1 = (\{\sigma_k\}_{k=0}^{N-1}, \{\zeta_k\}_{k=0}^{N}, \{\eta_k\}_{k=0}^{N}) \in \mathbb{X}
\]
we have
\[
DG(u_0)u_1 = (DG_1(u_0)u_1, DG_2(u_0)u_1, DG_3(u_0)u_1).
\]
By (3.5) and (3.6) it follows that \(Dg(y_k)S_k = 0\) for \(k = 0, \ldots, N\). Hence for \(k = 0, \ldots, N\)
\[
[DG_1(u_0)]_k = Dg(y_k)T_k\zeta_k,
\]
and for \(k = 0, \ldots, N - 1\)
\[
[DG_2(u_0)]_k = \eta_{k+1} - S_{k+1}^* (\sigma_k f(\varphi^*h_k(y_k))) + D\varphi^*h_k(y_k)(T_k\zeta_k + S_k\eta_k))
\]
and
\[
[DG_3(u_0)]_k = -f_{k+1}^*(\sigma_k f(\varphi^*h_k(y_k))) + D\varphi^*h_k(y_k)(T_k\zeta_k + S_k\eta_k).)
\]
Furthermore, notice that for
\[
u_2 = (\{\tau_k\}_{k=0}^{N-1}, \{\nu_k\}_{k=0}^{N}, \{\xi_k\}_{k=0}^{N})
\]
we have
\[
D^2G(u)u_1u_2 = (D^2G_1(u)u_1u_2, D^2G_2(u)u_1u_2, D^2G_3(u)u_1u_2)
\]
where for \(k = 0, \ldots, N\)
\[
[D^2G_1(u)u_1u_2]_k = D^2g(y_k + T_kv_k + S_kw_k)(T_k\zeta_k + S_k\eta_k)(T_kv_k + S_k\xi_k)
\]
and for $k = 0, \ldots, N - 1$

\begin{equation}
[D^2 G_2(u) u_1 u_2]_k
= -S_{k+1}^* (\sigma_k \tau_k DF(\varphi^{s_k}(y_k + T_k v_k + S_k w_k)) \varphi^{s_k}(y_k + T_k v_k + S_k w_k))
+ \sigma_k DF(\varphi^{s_k}(y_k + T_k v_k + S_k w_k)) \varphi^{s_k}(y_k + T_k v_k + S_k w_k)(T_k v_k + S_k \eta_k)
+ \tau_k DF(\varphi^{s_k}(y_k + T_k v_k + S_k w_k)) \varphi^{s_k}(y_k + T_k v_k + S_k w_k)(T_k \zeta_k + S_k \eta_k)
+ D^2 \varphi^{s_k}(y_k + T_k v_k + S_k w_k)(T_k \zeta_k + S_k \eta_k)(T_k v_k + S_k \eta_k))
\end{equation}

and

\begin{equation}
[D^2 G_3(u) u_1 u_2]_k
= -f_{k+1}^* (\sigma_k \tau_k DF(\varphi^{s_k}(y_k + T_k v_k + S_k w_k)) \varphi^{s_k}(y_k + T_k v_k + S_k w_k))
+ \sigma_k DF(\varphi^{s_k}(y_k + T_k v_k + S_k w_k)) \varphi^{s_k}(y_k + T_k v_k + S_k w_k)(T_k v_k + S_k \eta_k)
+ \tau_k DF(\varphi^{s_k}(y_k + T_k v_k + S_k w_k)) \varphi^{s_k}(y_k + T_k v_k + S_k w_k)(T_k \zeta_k + S_k \eta_k)
+ D^2 \varphi^{s_k}(y_k + T_k v_k + S_k w_k)(T_k \zeta_k + S_k \eta_k)(T_k v_k + S_k \eta_k))
\end{equation}

Lemma 5.2. The linear map $DG(u_0)$ has a right inverse $K$ and

\begin{equation}
\|K\| \leq \frac{\epsilon}{1 - \epsilon(\mathfrak{M} + 2)\delta} = \frac{\epsilon}{1 - \delta K}.
\end{equation}

Proof. Approximate $DG(u_0)$ by the linear operator $U: \mathcal{K} \to \mathcal{Y}$ given by $U = (U_1, U_2, U_3)$ where $U_1 = DG_1(u_0)$ and for $k = 0, \ldots, N - 1$

\begin{equation}
[U_2 u_1]_k = \eta_{k+1} - S_{k+1}^* Y_k T_k \zeta_k - A_k \eta_k, \quad \text{and}
[U_3 u_1]_k = -f_{k+1}^* (\sigma_k f(y_{k+1}) + Y_k (T_k \zeta_k + S_k \eta_k)).
\end{equation}

Notice that by (3.1), (3.3), (3.5), (3.6), (3.7), (3.11), (5.7), (5.8), and (5.13) we have

\begin{equation}
\|DG(u_0) - U\| \leq (\mathfrak{M} + 2)\delta.
\end{equation}

Furthermore, one can construct a right inverse for $U$ using the right inverse $L^{-1} \mathcal{R}$ for the operator $L$ defined by (3.8). The construction follows: Let

\begin{equation}
z = \{(\psi_k)_{k=0}^N, (\omega_k)_{k=0}^{N-1}, (\alpha_k)_{k=0}^{N-1}\} \in \mathcal{Y}.
\end{equation}

From the comments preceding (3.15) we see that each $Dg(y_k) T_k$ is invertible. Thus set

\begin{equation}
(\zeta_k)_{k=0}^N = [Dg(y_k) T_k]^{-1} \psi_k \quad \text{for } k = 0, \ldots, N.
\end{equation}

Next set

\begin{equation}
(\eta_k)_{k=0}^N = L^{-1} \mathcal{R} (\{S_{k+1}^* Y_k T_k \zeta_k + \omega_k\}_{k=0}^{N-1})
\end{equation}

and finally set

\begin{equation}
\sigma_k = \frac{-\alpha_k - f_{k+1}^* Y_k (T_k \zeta_k + S_k \eta_k)}{\|f(y_k)\|} \quad \text{for } k = 0, \ldots, N - 1.
\end{equation}

Notice that we have

\begin{equation}
U \{(\sigma_k)_{k=0}^{N-1}, (\zeta_k)_{k=0}^N, (\eta_k)_{k=0}^N\} = z.
\end{equation}
Thus we have defined a right inverse $U^{-1_R}$ for $U$. By (3.13), (3.14), (3.15), (5.15), (5.16), and (5.17) we see that

$$\|U^{-1_R}\| \leq \max \left\{ \mathcal{B}, (1 + \mathcal{A}\mathcal{B}) \|L^{-1_R}\|, a^{-1}(1 + \mathcal{A}\mathcal{B}) (1 + \mathcal{A}\|L^{-1_R}\|) \right\} = \mathcal{C}.$$ 

Hence by hypothesis (1) of Theorem 3.1, (5.14), and (5.18) we see that

$$\|I - DG(u_0)U^{-1_R}\| \leq \|U - DG(u_0)\| \|U^{-1_R}\| \leq (\mathcal{M}_1 + 2)\mathcal{C}\delta = \delta_K < 1.$$ 

Thus the linear operator $DG(u_0)U^{-1_R}$ is invertible and

$$\left\| (DG(u_0)U^{-1_R})^{-1} \right\| \leq \frac{1}{1 - \mathcal{C}(\mathcal{M}_1 + 2)\delta}.$$ 

Thus the linear operator

$$K = U^{-1_R}(DG(u_0)U^{-1_R})^{-1}$$

is a right inverse for $DG(u_0)$ and (5.12) follows from (5.18) and (5.19). 

Let

$$\varepsilon_G = \frac{2\mathcal{C}\delta}{1 - \mathcal{C}(\mathcal{M}_1 + 2)\delta} = \frac{2\mathcal{C}\delta}{1 - \delta_K}.$$ 

Then by hypothesis (5) of Theorem 3.1, $\varepsilon_G < \varepsilon_0$ and hence the closed ball about $u_0$ of radius $\varepsilon_G$ lies in $\Gamma_G$.

**Lemma 5.3.** The local bound $\mathfrak{F}$ for $\|D^2\mathcal{G}\|$ defined in (5.1) satisfies

$$\|D^2\mathcal{G}\| \leq 2\mathfrak{F} \|K\| \|\mathcal{G}(u_0)\| \leq 1.$$ 

**Proof.** To compute $\mathfrak{F}$ notice that for $u$ in $\Gamma_G$ we have

$$\|D^2\mathcal{G}(u)\| = \max \{ \|D^2\mathcal{G}_1(u)\|, \|D^2\mathcal{G}_2(u)\|, \|D^2\mathcal{G}_3(u)\| \}.$$ 

From (3.10), (3.12) and (5.9) we see that

$$\|D^2\mathcal{G}_1(u)\| \leq 2\mathfrak{M}_2.$$ 

We now compute bounds for norms of $D^2\mathcal{G}_2(u)$ and $D^2\mathcal{G}_3(u)$. For $k = 0, \ldots, N - 1$, $\|x - y_k\| \leq \varepsilon_0$ and $0 \leq t \leq h_k + \varepsilon_0$ it follows from (3.9), (3.10), (3.11), Gronwall’s Lemma, and the variation of constants formula (see [7] for details) that

$$\|D\varphi^t(x)\| \leq e^{\mathfrak{M}_1t}$$

and

$$\|D^2\varphi^t(x)\| \leq \mathfrak{M}_2te^{2\mathfrak{M}_1t}.$$ 

Thus from (3.9), (3.10), (5.10), (5.11), and (5.24) it follows that $\|D^2\mathcal{G}_2(u)\|$ and $\|D^2\mathcal{G}_3(u)\|$ are both bounded by

$$\mathfrak{D} = \mathfrak{M}_0\mathfrak{M}_1 + 2\sqrt{2}\mathfrak{M}_1e^{\mathfrak{M}_1(h_{\text{max}} + \varepsilon_0)} + 2\mathfrak{M}_2(h_{\text{max}} + \varepsilon_0)e^{2\mathfrak{M}_1(h_{\text{max}} + \varepsilon_0)}.$$ 

From hypotheses (3) and (4), of Theorem 3.1, (5.6), Lemma 5.2, (5.22), (5.23) and (5.25) we see that (5.21) holds. 

The existence of a root of $\mathcal{G}$ nearby to $u_0$ now follows immediately. But before we give the proof of our main theorem we need a final pair of lemmas which we will use to show that the root corresponds to an appropriate true orbit of (1.1). The first of these lemmas is a variation of the Inverse Function Theorem.
Lemma 5.4. Let $E$ and $F$ be Banach spaces, let $\Gamma_{\mathcal{H}}$ be an open subset of $E$ and suppose $H : \Gamma_{\mathcal{H}} \to F$ is class $C^2$. Suppose that $p_0$ lies in $\Gamma_{\mathcal{H}}$ and $DH(p_0)$ has a left inverse $[DH(p_0)]^{-1}_{L}$. Suppose further that $\varepsilon_{\mathcal{H}} > 0$, the closed ball $B(p_0, \varepsilon_{\mathcal{H}})$ of radius $\varepsilon_{\mathcal{H}}$ about $p_0$ is contained in $\Gamma_{\mathcal{H}}$, and
\[
\|DH(p_0)\| \leq \delta
\] for all $p \in B(p_0, \varepsilon_{\mathcal{H}})$.

If
\[
\varepsilon_{\mathcal{H}} < \frac{1}{\delta \|DH(p_0)\|^{-1}_{L}}
\]
then $H|_{\Pi(p_0, \varepsilon_{\mathcal{H}})}$ is injective.

Proof. Suppose $p$ and $q$ lie in $B(p_0, \varepsilon_{\mathcal{H}})$ and define the $C^2$ function $\theta : [0, 1] \to F$ by
\[
\theta(t) = [DH(p_0)]^{-1}_{L} \{DH(tp + (1-t)q) - H(p)\} - t(p - q).
\]
Hence
\[
(5.27)
\|
\theta(1) - \theta(0)\| \leq \int_0^1 \|\theta'(t)\| dt
\]
\[
= \int_0^1 \left\| [DH(p_0)]^{-1}_{L} \{DH(tp + (1-t)q) - DH(p_0)\}(p - q) \right\| dt
\]
\[
\leq \left\| [DH(p_0)]^{-1}_{L} \right\| \delta \varepsilon_{\mathcal{H}} \|p - q\|.
\]
Since $\theta(0) = 0$ and
\[
(5.28)
\theta(1) = [DH(p_0)]^{-1}_{L} (H(p) - H(q)) - (p - q),
\]
it follows from the triangle inequality, (5.27) and (5.28) that
\[
(5.29)
\|
p - q\| \left(1 - \left\| [DH(p_0)]^{-1}_{L} \right\| \delta \varepsilon_{\mathcal{H}} \right) \leq \left\| [DH(p_0)]^{-1}_{L} (H(p) - H(q)) \right\|.
\]
Thus from (5.26) and (5.29) it follows that
\[
H(p) \neq H(q) \quad \text{if} \ p \neq q.
\]
Hence $H|_{\Pi(p_0, \varepsilon_{\mathcal{H}})}$ is injective.

We have the following application of the previous lemma.

Lemma 5.5. Define $H_k : \mathbb{R}^n \to \mathbb{R}^m \times \mathbb{R}^r \times \mathbb{R}$ by
\[
H_k(x) = (g(x), S_k^* x, f_k^* x)
\]
and choose $\varepsilon_{\mathcal{H}} > 0$ such that
\[
(5.30)
\varepsilon_{\mathcal{H}} < \frac{1 - \delta_1}{\delta_2 \sqrt{\delta_2 + 2}} \quad \text{and} \quad \varepsilon_{\mathcal{H}} \leq \varepsilon_0.
\]
Then $H_k|_{\Pi(y_k, \varepsilon_{\mathcal{H}})}$ is injective.
Proof. We take the norm of a vector in $\mathbb{R}^m \times \mathbb{R}^r \times \mathbb{R}$ to be the maximum of the norms of its three components. For $p, p_1,$ and $p_2$ in $\mathbb{R}^n$ we have
\begin{equation}
D H_k(y_k)p_1 = (Dg(y_k)p_1, S_k^*p_1, f_k^*p_1) \quad \text{and}
\end{equation}
\begin{equation}
D^2 H_k(p)p_1p_2 = (D^2g(p)p_1p_2, 0, 0).
\end{equation}
Let $(\zeta, \eta, \sigma)$ be in $\mathbb{R}^m \times \mathbb{R}^r \times \mathbb{R}$ and define the linear operator $V: \mathbb{R}^m \times \mathbb{R}^r \times \mathbb{R} \to \mathbb{R}^n$ by
\begin{equation}
V(\zeta, \eta, \sigma) = T_k[Dg(y_k)T_k]^{-1} \zeta + S_k \eta + f_k \sigma.
\end{equation}
From (3.5) and (3.6) we see that
\begin{equation}
D H_k(y_k)V(\zeta, \eta, \sigma) = (\zeta + Dg(y_k)f_k \sigma, \eta, \sigma)
\end{equation}
and thus by (3.16)
\begin{equation}
\|I_{\mathbb{R}^m \times \mathbb{R}^r \times \mathbb{R}} - D H_k(y_k)V\| \leq \delta_1.
\end{equation}
By hypothesis (2) of Theorem 3.1, the linear operator $D H_k(y_k)V$ is invertible with
\begin{equation}
\|D H_k(y_k)V^{-1}\| \leq \frac{1}{1 - \delta_1}.
\end{equation}
In addition, from (3.15) we see that
\begin{equation}
\|V\| \leq \sqrt{2 + 2
\end{equation}
and hence $D H_k(y_k)$ has inverse $V[D H_k(y_k)V]^{-1}$ which implies
\begin{equation}
\|D H_k(y_k)\| \leq \frac{\sqrt{2 + 2}}{1 - \delta_1}.
\end{equation}
By (3.10), (3.12), (3.30) and (3.31) it follows that
\begin{equation}
\|D^2 H_k(p)\| = \|D^2g(p)\| \leq \mathcal{P}_2 \quad \text{for } p \in \mathcal{B}(y_k, \varepsilon H).
\end{equation}
Hence it follows from (3.30), (3.32), (3.33) and Lemma 5.4 that $H_k |\mathcal{V}(y_k, \varepsilon H)$ is injective.

We now have appropriate mathematical machinery in place to complete the proof of the main theorem.

Proof of Theorem 3.1. With $\varepsilon G$ defined by (5.20) and $G$ defined by (5.2) we see from Lemma 5.2 and Lemma 5.3 that $G$ satisfies the hypotheses of Lemma 5.1. Thus there exists
\begin{equation}
\bar{u} = ((t_k)_{k=0}^{N-1}, \{\bar{v}_k\}_{k=0}^N, \{\bar{w}_k\}_{k=0}^N) \in \mathcal{X}
\end{equation}
with $\|\bar{u} - u_0\| \leq \varepsilon G$ and $G(\bar{u}) = 0$. Thus from (5.3), (5.4), and (5.5) we see that for $k = 0, \ldots, N - 1$
\begin{equation}
g(y_{k+1} + T_{k+1} \bar{v}_{k+1} + S_{k+1} \bar{w}_{k+1}) = 0 = g(y_k + T_k \bar{v}_k + S_k \bar{w}_k)
\end{equation}
\begin{equation}
g(\varphi_k(y_k + T_k \bar{v}_k + S_k \bar{w}_k)),
\end{equation}
\begin{equation}
S_{k+1}^*(y_{k+1} + T_{k+1} \bar{v}_{k+1} + S_{k+1} \bar{w}_{k+1}) = S_{k+1}^*(\varphi_k(y_k + T_k \bar{v}_k + S_k \bar{w}_k)),
\end{equation}
\begin{equation}
f_{k+1}(y_{k+1} + T_{k+1} \bar{v}_{k+1} + S_{k+1} \bar{w}_{k+1}) = f_{k+1}(\varphi_k(y_k + T_k \bar{v}_k + S_k \bar{w}_k)).
\end{equation}
Since
\[(5.35)\quad \|T_k \bar{v}_k + S_k \bar{w}_k\| \leq \sqrt{2} \varepsilon_G = \frac{2\sqrt{2} \varepsilon \delta}{1 - \delta_K}\]
it follows from Gronwall’s inequality, (3.1), and (3.10) that
\[
\|\varphi^{t_k}(y_k + T_k \bar{v}_k + S_k \bar{w}_k) - y_{k+1}\|
\leq \|\varphi^{t_k}(y_k + T_k \bar{v}_k + S_k \bar{w}_k) - \varphi^{h_k}(y_k + T_k \bar{v}_k + S_k \bar{w}_k)\|
+ \varepsilon^{h_k}(y_k + T_k \bar{v}_k + S_k \bar{w}_k) - \varepsilon^{h_k}(y_k) + \varphi^{h_k}(y_k) - y_{k+1}\|
\leq M_0 |t_k - h_k| + e^{m_1 h_{\text{max}}} \|T_k \bar{v}_k + S_k \bar{w}_k\| \delta
\leq \left(1 + \frac{2C (M_0 + \sqrt{2} e^{m_1 h_{\text{max}}})}{1 - \delta_K}\right) \delta.
\]\(\text{(5.36)}\]

Let
\[\varepsilon_H = \delta_H = \left(1 + \frac{2C (M_0 + \sqrt{2} e^{m_1 h_{\text{max}}})}{1 - \delta_K}\right) \delta.\]

By hypotheses (5) and (6) of Theorem 3.1 and Lemma 5.5 it follows that
\[(5.37)\quad \mathcal{H}_{k+1} |_{\bar{y}(y_{k+1}, \varepsilon_{\mathcal{H}})} \text{ is injective.}\]

Notice that \(\sqrt{2} \varepsilon_G \leq \varepsilon_H\). Thus by (5.35) and (5.36) it follows that both \(y_{k+1} + T_k \bar{v}_{k+1} + S_k \bar{w}_{k+1}\) and \(\varphi^{t_k}(y_k + T_k \bar{v}_k + S_k \bar{w}_k)\) lie in \(B(y_{k+1}, \varepsilon_H)\). Hence from (5.34) and (5.37) it follows that for \(k = 0, \ldots, N - 1\)
\[y_{k+1} + T_k \bar{v}_{k+1} + S_k \bar{w}_{k+1} = \varphi^{t_k}(y_k + T_k \bar{v}_k + S_k \bar{w}_k).\]

Thus with \(x_k = y_k + T_k \bar{v}_k + S_k \bar{w}_k\) we see that \(\{x_k\}_{k=0}^N\) is a sequence of points lying on a true orbit of (1.1) and \(g(x_k) = 0\) for \(k = 0, \ldots, N\). Furthermore
\[
\|x_k - y_k\| \leq \sqrt{2} \varepsilon_G = \frac{2\sqrt{2} \varepsilon \delta}{1 - \delta_K} \quad \text{for } k = 0, \ldots, N \text{ and}
\]
\[|t_k - h_k| \leq \varepsilon_G = \frac{2C \delta}{1 - \delta_K} \quad \text{for } k = 0, \ldots, N - 1.\]

This completes the proof of Theorem 3.1.

\[\square\]
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