A CONDITION ON THE VALUE FUNCTION
BOTH NECESSARY AND SUFFICIENT
FOR FULL REGULARITY OF MINIMIZERS
OF ONE-DIMENSIONAL VARIATIONAL PROBLEMS

M. A. SYCHEV AND V. J. MIZEL

Abstract. We study two-point Lagrange problems for integrands $L = L(t, u, v)$:

(P) $F[u] = \int_a^b L(t, u(t), \dot{u}(t)) \, dt \to \inf$,  

$u \in A = \{ v \in W^{1,1}([a, b]; \mathbb{R}^n) | v(a) = A, v(b) = B \}$.  

Under very weak regularity hypotheses [$L$ is Hölder continuous and locally elliptic on each compact subset of $\mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n$] we obtain, when $L$ is of superlinear growth in $v$, a characterization of problems in which the minimizers of (P) are $C^1$-regular for all boundary data. This characterization involves the behavior of the value function $S: \mathbb{R} \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}$ defined by $S(a, A, b, B) = \inf_A F$. Namely, all minimizers for (P) are $C^1$-regular in neighborhoods of $a$ and $b$ if and only if $S$ is Lipschitz continuous at $(a, A, b, B)$. Consequently problems (P) possessing no singular minimizers are characterized in cases where not even a weak form of the Euler-Lagrange equations is available for guidance. Full regularity results for problems where $L$ is nearly autonomous, nearly independent of $u$, or jointly convex in $(u, v)$ are presented.

1. Introduction

We consider here the two-point Lagrange problem

(1) $F[u] = \int_a^b L(t, u(t), \dot{u}(t)) \, dt \to \inf$,  

$u \in A = \{ v \in W^{1,1}([a, b]; \mathbb{R}^n) | v(a) = A, v(b) = B \}$.  

We define the value function $S: \mathbb{R} \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}$ as follows:

(2) $S(a, A, b, B) = \inf \{ F[u] | u \in A \}$. 
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It is well known that problem (1) has a minimizer ["solution"] if $L = L(t, u, v) : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ is convex in $v$ and satisfies the following growth condition: $L(t, u, v) \geq O(v)$, where $O(v)/|v| \to \infty$ as $|v| \to \infty$. This growth condition ensures relative weak compactness of subsets of $A$ satisfying $F[u] \leq M < \infty$, for fixed $M > 0$. Thus for $M$ sufficiently large there exists in each such subset a minimizing sequence $\{u_n\}$ converging weakly to some function $u_0 \in A$. The convexity in $v$ of $L$ ensures lower semicontinuity of $F$ with respect to sequential weak convergence, so that $\liminf_{n \to \infty} F[u_n] \geq F[u_0]$, whence $u_0$ is a minimizer for (1). Moreover, if $L$ is $C^1$ and is strictly convex in $v$, then any such minimizer $u_0$ is itself $C^1$ on some open subset $\Omega$ having full measure in $[a, b]$, satisfies the Euler-Lagrange equation $d/dt L_v(t, u_0(t), \dot{u}_0(t)) = \dot{L}_u(t, u_0(t), \dot{u}_0(t))$ on $\Omega$ and $|\dot{u}_0(t)| \to \infty$ as $t \to t_0 \in [a, b] \setminus \Omega$ (Tonelli’s partial regularity theorem [T, p. 345], [BM], [CV1], [CV2], [S1]).

These properties, when allied with an absence of bounded solutions of the Euler-Lagrange equations don’t have “variational character”. This fact is not surprising, since it is well known that even classical solutions of these equations can fail to be local minimizers of $F$. In order to clarify when a classical solution of the Euler-Lagrange equations is a local minimizer, it was necessary to develop the field theory of the calculus of variations [Bo], [Ca], [Ce]. Clearly, a field theory for problems with nonclassical solutions (solutions satisfying only the requirements of Tonelli’s partial regularity theorem) will be considerably more complicated.

Thus in the present article we bypass this issue by characterizing regularity for solutions of (1) in terms of qualitative properties of the value function $S$ defined in (2). It turns out that Lipschitz continuity of $S$ is such a property. Moreover we will present a method which shows how this result can be used to prove full regularity in the presence of such mild restrictions on the integrand that even the very weak version of the Euler-Lagrange equation utilized in [CV1] is unavailable.

We begin by proving a partial regularity theorem, as well as theorems concerning existence and regularity in the small, under conditions on $L$ which are weaker than usual. We adopt the following assumptions concerning the integrand:

$$(H_1) \quad L : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$$

is Hölder continuous on each compact subset $G \subset \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n$, and $L = L(t, u, v)$ is convex in $v$. In addition, for each such subset $G$ there exists a positive number $\mu = \mu(G)$ such that $L(t, u, v_2) - L(t, u, v_1) - \langle t, v_2 - v_1 \rangle \geq \mu |v_2 - v_1|^2$ holds for each $(t, u, v_1), (t, u, v_2) \in G$ and each $t \in \partial L(t, u, \cdot)|_{v=v_1}$.

We will need to extend certain definitions from [S3] as follows.

**Definition.** Consider a family of functions $\mathcal{X} = \{ \xi : [a, b] \to \mathbb{R}^n \}$ each of which is continuous on some open subset $\Omega = \Omega(\xi) \subset [a, b]$ of full measure and satisfies for each $t_0 \in [a, b] \setminus \Omega(\xi)$ $\lim_{t \to t_0} |\xi(t) - \xi(t_0)| = \infty$.

Such a family $\mathcal{X}$ is said to be a **conditionally equicontinuous family** (CEF) if for each $M > 0$ and $\varepsilon > 0$ there exists $\delta(M, \varepsilon) > 0$ such that if $\xi \in \mathcal{X}$ and $t_0 \in \Omega(\xi)$ with $|\xi(t_0)| < M$ then $|t - t_0| \leq \delta(M, \varepsilon)$ implies $t \in \Omega(\xi)$ and $|\xi(t) - \xi(t_0)| \leq \varepsilon$. 
Any such function \( \delta \) is referred to as a **conditional equicontinuity modulus function** (CEMF) for the family \( \mathcal{X} \).

Sometimes we will also consider families of functions \( \{ \xi \} \) defined on different closed intervals.

**Theorem 1.** Suppose that \( L \) satisfies (H1), \( K \) is a compact subset of \( \mathbb{R} \times \mathbb{R}^n \) and \( M > 0 \). Then there exists \( \varepsilon > 0 \) such that, for each \( (a, A) \in K \), if \( (b, B) \) satisfies \( |B - A|/|b - a| \leq M \) then for some \( \gamma > 0 \) problem (1) has only \( C^{1,\gamma} \)-regular minimizers in the class of functions in \( \mathcal{A} \) satisfying \( |u(t) - A_i| \leq \varepsilon \), \( t \in [a, b] \), \( 1 \leq i \leq n \), provided that \( |b - a| \leq \eta(M, \varepsilon) \) is sufficiently small. Moreover, the derivatives of all such minimizers form a bounded set in \( C^{0,\gamma} \).

**Theorem 2.** Suppose that \( L \) satisfies (H1) and \( K \) is a compact subset of \( \mathbb{R} \times \mathbb{R}^n \). Let \( U \) be the collection of all solutions of problems of the form (1) whose graphs lie in \( K \). Then \( V = \{ \hat{u} \mid u \in U \} \) is a CEF.

Our main result is the following:

**Theorem 3.** Suppose that \( L = L(t, u, v) \) satisfies (H1) and has superlinear growth in \( v \) \( L(t, u, v) \geq \vartheta(v) \geq 0 \), where \( \vartheta(v)/|v| \to \infty \) as \( |v| \to \infty \). Then \( S: \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) is Lipschitz continuous at a point \( (a_0, A_0, b_0, B_0) \) if and only if all solutions of (1) with boundary condition \( (a, A, b, B) = (a_0, A_0, b_0, B_0) \) have bounded derivatives at \( a \) and \( b \).

**Corollary.** If \( L \) satisfies the conditions of Theorem 3 then problem (1) has only \( C^1 \)-regular minimizers for all boundary conditions if and only if the value function \( S \) is Lipschitz continuous at every point.

We prove Theorems 1 and 2 in §3 and Theorem 3 in §4. In §2 we prove some properties of CEF’s which are needed for the proofs of Theorems 1–3. In §5 we demonstrate how arguments used in the proof of Theorem 3 simplify in proving regularity for problems with weak \( t \)- or \( u \)-dependence as well as for integrands which are jointly convex in \( (u, v) \) (cf. Theorem 4 in §5). In these cases it suffices to prove the Lipschitz property of \( S \) in directions involving variation of a single argument rather than proving its full Lipschitz continuity. We note that the Lipschitz condition in Theorem 3 could be replaced in general by a Lipschitz property with respect to special directions (cf. the Remark following the proof) at the cost of significantly complicating the statement of the theorem.

It is worth mentioning that there is some hope of obtaining necessary and sufficient conditions for the nonoccurrence of the Lavrentiev gap phenomenon in terms of the regularity of \( S \). Recall that this gap phenomenon \([L], [Ma], [BM]\) refers to problems in which a global regularity constraint results in an increase in the infimum of a variational problem. Lavrentiev \([L]\) provided the first example of problem (1) in which the integrand \( L \) and class \( \mathcal{A} \) were such that

\[
\text{(A)} \quad m = \inf_{\mathcal{A} \cap C^1} F > S(a, A, b, B) = \inf_{\mathcal{A}} F \cdot \\
\text{(A)} \quad m_p = \inf_{\mathcal{A} \cap W^{1,p}} F > S(a, A, b, B), \quad \text{for some } p > 1.
\]

One possibility is that the key issue is continuity of \( S \) (cf. \([FS, Ch1]\)): it appears that continuity of \( S \) everywhere follows from the absence of a Lavrentiev gap for all problems (1) with the given integrand.
A second important problem is to resolve the question alluded to earlier: when does a “solution” of the Euler-Lagrange equation which satisfies Tonelli’s partial regularity conditions yield a minimizer for (1)? It seems clear that resolving this matter will necessitate the development of a field theory for problems with singular minimizers. Here, in contrast to the classical case in which $C^1$-norms of functions are bounded, it is not enough to know the values of the integrands and their partial derivatives at the graph of the function under consideration in determining whether the function is a minimizer. In an example from [S1, §2] \( L = \mu v^2 + (u^5 - t^3)^4 v^32 \) and the function \( u_0(t) = kt^{3/5}, \ k = k(\mu) \), is a solution for any problem with boundary conditions taken from its graph, but for boundary conditions with \( a \leq 0, \ b \geq 0 \) it is not a minimizer for the integrand of [S2, Theorem 1]

\[
L = \mu v^2 + (t^3 - u^5)^4 p((u^5/t^3 - k_0^3)/(\gamma_0 - k_0))v^32,
\]

with appropriately chosen \( p \in C^{\infty} [p(t) = 0, \ t \leq 0, \ p(t) = 1, \ t \geq 1] \), \( k_0 < k, \gamma_0 = (k + k_0)/2 \), despite the fact that both integrands have the same values and partial derivatives at the graph of \( u_0 \).

2. Some properties of CEF’s

Lemma 2.1. Let \( \mathcal{X} = \{\xi\} \) be a CEF with CEMF \( \delta \). Then

(1) Each \( L_1 \) bounded sequence \( \{\xi_n\} \subset \mathcal{X} \) has a subsequence which converges uniformly to a function \( \xi_0 \) over every compact subset of some open subset \( \Omega \) of full measure in the interval of definition; moreover \( \mathcal{X} \cup \{\xi_0\} \) is a CEF with the same CEMF \( \delta \).

(2) Subsets of \( \mathcal{X} \) which are relatively weakly compact in \( L_1 \) are relatively strongly compact in \( \mathcal{X} \); moreover \( \mathcal{X} \) together with all its \( L_1 \) sequential weak limits is also a CEF with the same CEMF \( \delta \).

The proof is the same as that for Lemma 2.1 of [S3].

Lemma 2.2. Let \( \mathcal{X} \) be a CEF and suppose that \( \{\xi_m\}_{0 \leq m} \subset \mathcal{X} \) is such that

\[
\|\xi_m\|_{C[a,b]} \leq C < \infty, \text{ and the functions } f_m : [a,b] \to \mathbb{R}, \ m \geq 1, \text{ defined by } f_m(t) = \int_a^t [\xi_m(s) - \xi_0(s)] \, ds \text{ converge pointwise to } 0 \text{ as } m \to \infty.
\]

Then

\[
\|\xi_m - \xi_0\|_{C(K)} \to 0
\]

for each compact subset \( K \) of the open set \( \Omega = \Omega(\xi_0) \). Moreover, if \( M > 0, \varepsilon > 0 \) and \( E_M = \{t \mid |\xi_0(t)| \geq M + \varepsilon\} \), then \( \lim_{m \to \infty} \inf_{t \in E_M} |\xi_m(t)| > M \).

Proof. In (1) and (2) we first prove pointwise convergence of \( \xi_m \) to \( \xi_0 \).

(1) Suppose \( t_m \to t_0 \) are such that \( |\xi_m(t_m)|, |\xi_0(t_0)| < M \). Then by the definition of CEF \( \xi_m(t_0) - \xi_m(t_m) \to 0 \). We prove that \( \xi_m(t_m) \to \xi_0(t_0) \) by contradiction. If convergence fails there exists a subsequence \( \{\xi_{k'}\} \) such that \( \xi_{k'}(t_0) \to B \neq \xi_0(t_0) \). Hence for some \( \varepsilon > 0 \) and \( i \in \{1, \ldots, n\} \), \( |\xi_{k'}^i(t_0) - \xi_0^i(t_0)| > 2\varepsilon \) for all sufficiently large \( k' \). It now follows from the definition of CEF that for some \( \delta > 0 \)

\[
|\xi_{k'}^i(t) - \xi_0^i(t)| > \varepsilon \text{ for all } t \in I = [t_0 - \delta, t_0 + \delta], \text{ and } \xi_{k'}, \xi_0 \text{ are equibounded and equicontinuous functions on } I (k' \text{ sufficiently large}).
\]

Thus

\[
\|f_{k'}(t_0 + \delta) - f_{k'}(t_0 - \delta)\| = \left\| \int_{t_0 - \delta}^{t_0 + \delta} [\xi_{k'}(t) - \xi_0(t)] \, dt \right\| \geq \varepsilon \delta,
\]

which contradicts the hypothesis that \( f_{k'} \to 0 \) pointwise.
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Suppose \(|\xi_0(t_0)| < M\) and put \(J = [t_0 - \delta, t_0 + \delta]\), where \(2\delta < \delta(M + 1, 1)\). In view of (1) it suffices to prove that \(|\xi_m(t_m)|\) is a bounded sequence whenever \(t_m \to t_0\). Now by Chebychev’s inequality for each \(\xi_m\) there is a point \(\tau_m \in J\) such that \(|\xi_m(\tau_m)| < N\) with a prescribed \(N > C/\delta\). By passing to a subsequence one can suppose that \(\tau_m \to \tau_0 \in J\). Hence by (1) it follows that \(|\xi_{k'}(\tau_{k'})| < M + 1\) for all sufficiently large \(k\), and consequently \(|\xi_{k'}|_{C(J)} \leq M + 2\) for all sufficiently large \(k\). Since every subsequence of the original sequence possesses a subsequence of the type above, it follows that the full sequence \(\{\xi_k\}\) satisfies \(|\xi_k|_{C(J)} \leq M + 2\) for all sufficiently large \(k\). Hence the sequence \(|\xi_m(t_m)|\) is bounded as claimed.

(3) If \(K\) is a compact subset of \(\Omega\) then the restriction of \(\xi_0\) to \(K\) is (uniformly) continuous, so that for some \(M > 0\), \(|\xi_0(t)| \leq M\) for all \(t \in K\), and by (2) \(\xi_k(t) \to \xi_0(t)\) for each \(t \in K\). In view of the definition of CEF one can deduce that for \(k_0\) sufficiently large one has uniform boundedness of \(\{\xi_k\}_{k \geq k_0}\) on \(K\). Namely, there is a finite subset \(T = \{\tau_j\}\) of \(K\) such that each point of \(K\) is within \(\delta(M + 1, 1)\) of \(T\). Since for \(k_0\) sufficiently large one has \(|\xi_k(\tau_j)| < M + 1, \forall \tau_j \in T\) for each \(k \geq k_0\), it follows that \(|\xi_k|_{C(K)} \leq M + 2\), for all \(k \geq k_0\). Hence since \(X\) is a CEF these functions are equicontinuous on \(K\), and thus their pointwise convergence to \(\xi_0\) implies uniform convergence.

(4) Let \(M > 0, \varepsilon > 0\), and \(E_M = \{t : |\xi_0(t)| \geq M + \varepsilon\}\). If \(\liminf_{t \to \infty, t \in E_M} |\xi_k(t)| < M + \varepsilon/2\), then one can extract a subsequence \(t_{k'} \to t_0\) such that \(\xi_k(t_{k'}) \to A\) with \(|A| \leq M + \varepsilon/2\) and \(M + \varepsilon \leq |\xi_0(t_0)| < \infty\), which contradicts (1). This completes the proof.

3. PROOFS OF THEOREMS 1 AND 2

Proof of Theorem 1. In (1) below we examine problem 1 where the admissible functions are constrained to lie in a bounded subset of \(W^{1,\infty}\). In (2) we eliminate this constraint, utilizing stronger hypotheses on \(L\). Then in (3) we reduce the hypotheses on \(L\) to (H1).

(1) By (H1) one can choose \(\varepsilon > 0\) in such a manner that for some \(\alpha > 0, \beta \in \mathbb{R}\) one has for each \((a, A) \in K\) and each \(l \in \partial L(a, A, \cdot)|_{v=0}\)

\[
(3.1) \quad L(t, u, v) - L(t, u, 0) - \langle l, v \rangle \geq \alpha|v| + \beta \quad \forall v \in \mathbb{R}^n
\]

for all \((t, u)\) satisfying

\[
(t, u) \in G(a, A; \varepsilon) := \{(s, r) : |s - a| \leq \varepsilon, |r_i - A_i| \leq \varepsilon, \ i = 1, \ldots, n\}.
\]

Let us now restrict the corresponding functional \(F\) to the class \(G\) of \(W^{1,\infty}\) functions which satisfy for some \((a, A), (b, B), u(a) = A, u(b) = B\), with \((a, A) \in K\), \(|B - A|/|b - a| \leq M, |b - a| \leq \eta\), and whose graphs lie in \(G(a, A; \varepsilon)\). Given \(N > 0\) examine the minimization problem for \(F\) on \(G_N := \{u \in G : |\hat{u}(t)| \leq N \ \text{a.e.}\}\). Denoting this problem by \(P_N\), let us select \(N_1\) such that for some \(\beta^* \in \mathbb{R}\)

\[
(3.2) \quad L(t, u, v) - \langle l, v \rangle \geq \alpha|v| + \beta^* \geq L(t, u, w) - \langle l, w \rangle
\]

is satisfied for all \(|v| \geq N_1, |w| \leq M, (t, u) \in G(a, A; \varepsilon), l \in \partial L(a, A, 0)\). In addition, we may choose \(N_1\) sufficiently large that (3.2) holds uniformly with respect to \((a, A) \in K\). Furthermore, we can work with the integrands \(L(t, u, v) - \langle l, v \rangle\) rather than \(L\) because the integral of the linear form has the same value for all admissible functions satisfying fixed boundary conditions.
For fixed $N$, problem $P_N$ has only $C^1$-regular solutions ([S1, Theorem 1.2, Corollary 1]). The conditions on $L$ in Theorem 1.2 of [S1] were more restrictive than used here, but as mentioned at the end of §1 of [S1], the original proof applies to the present context. Moreover, Theorem 1.2 allows us to conclude that first derivatives of solutions to such problems $P_N$ lie in a CEF.

For each problem $P_N$, $N \geq N_1$, its minimizers $u_N$ cannot have derivatives whose modulus exceeds $N_1$ for all $x \in [a, b]$. Otherwise we would have $F[u_N] > F[p]$ where $p$ is an admissible linear function. Let $\delta = \delta(x, y)$ be a modulus associated with the CEF. Thus for $|a - b| \leq \eta_0 \leq \delta(N_1, 1)$ we conclude that each minimizer $u_N$ satisfies

$$|\dot{u}_N(t)| \leq N_1 + 1 \quad \forall t \in [a, b].$$

Clearly (3.3) implies that it suffices to utilize the modulus $\delta(N, y)$ associated with $N = N_1 + 1$. Therefore we have proved that for a fixed $M > 0$, $\varepsilon \leq \varepsilon_0$ and $(a, A) \in K$ and for all $\eta \leq \eta_0 = \delta(N_1, 1)$ the problems $P_N$ have solutions in $W^{1,\infty}$ with derivatives bounded in modulus by $N_1 + 1$. In view of Theorem 1.2, Corollary 2 of [S1] we deduce that the $\{\dot{u}_N\}$ are bounded in $C^{0,\gamma}$-norm for some $\gamma > 0$. Note that we have actually proved that for a fixed $M > 0$, $\varepsilon < \varepsilon_0$ and $(a, A) \in K$ the minimization problem over all Lipschitz functions with graphs in $G(a, A; \varepsilon)$ has a solution $u_0$ provided that $|a - b| \leq \eta \leq \eta_0$, $|A - B|/|a - b| \leq M$. Indeed $u_0$ can be chosen as the limit of a sequence of solutions $u_{N_m}$ to $P_{N_m}$ converging in $C^{1,\gamma}$-norm for some $\gamma < 0$ (uniformly with respect to $(a, A) \in K$, $\varepsilon \leq \varepsilon_0$, $\eta \leq \eta_0$).

(2) We prove the assertion of the theorem first for $L$ with superlinear growth: $L(t, u, v) \geq \vartheta(|v|) > 0$, where $\vartheta(\rho)/\rho \to \infty$ as $\rho \to \infty$, $\vartheta$ is an increasing function on $[0, \infty)$ and $\vartheta'' > 0$ everywhere.

Let $\bar{u}$ be an admissible function with essentially unbounded derivative which satisfies $(\ast)$ $F[\bar{u}] \leq F[u_0]$, where $u_0$ is a minimizer over all Lipschitz functions (so $u_0$ satisfies (3.3)). For $(t, u) \in G(a, A; \varepsilon)$ ($(a, A)$ being fixed) we will construct a function $\bar{L} \leq L$ satisfying the following requirements:

$$\bar{L}(t, u, v) = L(t, u, v) \quad \text{for } |v| \leq N_1 + 1,$$

$$\bar{L}(t, u, v) = \vartheta(|v|)/2 \quad \text{for } |v| \text{ sufficiently large.}$$

For the given $(a, A)$ put

$$M_0 = \sup\{|L(t, u, v)|(t, u) \in G(a, A; \varepsilon), |v| \leq N_1 + 1\},$$

$$K_0 = \sup\{|l| | l \in \partial L(t, u, v), (t, u) \in G(a, A; \varepsilon), |v| \leq N_1 + 1\},$$

$$N_2 = \min\{|\rho \geq N_1 + 1|\vartheta(\rho)/2 \geq M_0 + K_0(\rho + N_1 + 1)\}.$$ 

For $(t, u) \in G(a, A; \varepsilon)$ we define

$$\bar{L}(t, u, v) = L(t, u, v), \quad |v| \leq N_2,$$

$$\bar{L}(t, u, v) = \infty, \quad |v| > N_2.$$

We also put $\bar{\vartheta}(\rho) = \max\{\vartheta(\rho), \vartheta(N_2)\}$. Note that for $|v| \geq N_2$

$$L(t, u, v) > \vartheta(|v|)/2 \geq \max\{|L(t, u, v_0) + \langle l, v - v_0\rangle|(t, u) \in G(a, A; \varepsilon),$$

$$|v_0| \leq N_1 + 1, l \in \partial L(t, u, \cdot)|v_0\}. $$
Let \( \tilde{L}(t, u, v) \) be the convexification with respect to \( v \) of the function \( f(t, u, v) = \min \{ L(t, u, v), \vartheta(|v|)/2 \} \). We now check that \( \tilde{L} \leq L \) as well as the validity of (3.4) and (3.5). Since \( f \leq \tilde{L} \leq L \) for \( |v| \leq N_2 \), while \( f \leq \vartheta(|v|)/2 \leq L \) for \( |v| \geq N_2 \), the relation \( \tilde{L} \leq L \) is clear. Now suppose \( |v_0| < N_1 + 1 \) and take \( l \in \partial L(t, u, v_0) \). Then \( f(t, u, v_0) = L(t, u, v_0) \). Moreover for all \( v \) \( f(t, u, v) \geq L(t, u, v_0) + \langle l, v - v_0 \rangle := g_{v_0}(t, u, v) \). This follows where \( f(t, u, v) = L(t, u, v) \) from the convexity of \( L \) in \( v \), while it follows where \( f(t, u, v) = \vartheta(|v|)/2 \) from the definition of \( N_2 \). Hence (3.4) follows for \( \tilde{L} \). \( f(t, u, v) \geq L(t, u, v_0) \geq g_{v_0} \), since \( g_{v_0} \) is affine and \( f(t, u, v) = g_{v_0}(t, u, v_0) \). Similarly, (3.5) holds for \( \tilde{L} \) because \( f(t, u, v) = \vartheta(|v|)/2 \) for \( |v| > N_2 \) \( (f \geq \tilde{L} \geq \vartheta/2, \ vartheta(|v|) \) is convex). Thus \( \tilde{L}(t, u, v) = \vartheta(|v|)/2 \) for such \( v \).

Moreover \( \tilde{L}(t, u, v) \) is Hölder continuous on compact subsets of \((t, u, v)\) variables. In fact, by the Ekeland lemma [ET, Ch. 9, Lemma 3.2]

\[
\tilde{L}(t, u, v) = \min \left\{ \sum_{1 \leq i \leq n+1} c_i f(t, u, v_i) : c_i \geq 0, \sum_{1 \leq i \leq n+1} c_i = 1, \sum_{1 \leq i \leq n+1} c_i v_i = v \right\}.
\]

Moreover, in view of the superlinear growth with respect to \( v \), for each \( M > 0 \) there exists an \( M_1 > 0 \) such that if \( |v| \leq M \) then all \( v_i \) can be chosen to satisfy the inequality \( |v_i| \leq M_1 \). This property implies the Hölder continuity of \( \tilde{L} \).

Now it can happen that \( L \) does not satisfy the local ellipticity condition in (H1). In this case we consider the integrands \( L_\nu = \tilde{L} + \nu \max \{ \vartheta(|v|) - \vartheta(N_1 + 1), 0 \} \). By (*) \( F_{\nu}[u] < F_{\nu}[u_0] \) for all sufficiently small \( \nu \), and \( \vartheta'' > 0 \) implies the integrands \( L_\nu \) satisfy (H1) for \( \nu > 0 \). In view of (3.2)–(3.4) and the choice of \( |b - a| \) the function \( u_0 \) is a solution for the problems with integrands \( L_\nu \) over the Lipschitz functions. On the other hand, in view of (3.5) and Vallée-Poussin’s criterion there exists a sequence \( \{ u_m \} \subset W^{1, \infty} \) for which \( \| u_m - \tilde{u} \|_{W^{1, 1}} \to 0 \) and \( F_{\nu}[u_m] \to F_{\nu}[\tilde{u}] \). This is a contradiction.

(3) Now consider the case in which \( L \) does not have superlinear growth. Here we can reduce the situation to the case of at least linear growth in \( v \). Let \( F[w] < F[u_0] \) for some admissible \( w \in W^{1, 1} \) with essentially unbounded derivative. Then for some increasing function \( \vartheta \in C^0([0, \infty)) \) with superlinear growth and positive second derivative we have \( \int_a^b \vartheta(|\dot{w}(t)|) \, dt < \infty \). Therefore for all sufficiently small \( \nu > 0 \) \( F_{\nu}[w] < F_{\nu}[u_0] \), where \( F_{\nu} \) is the functional with integrand \( L_{\nu} = L + \nu \max \{ \vartheta(|v|) - \vartheta(N_2), 0 \} \). However, \( u_0 \) is a minimizer for all integrands \( L_\nu \) in view of the relation \( L_{\nu} = L_0 \) for \( |v| \leq N_1 + 1 \). It follows from (2) that this leads to a contradiction. Thus we have proved that solutions in \( W^{1, \infty} \) are also solutions in \( W^{1, 1} \).

Now we will prove that all solutions in \( W^{1, 1} \) are Lipschitz. Let \( w \) be a solution in \( W^{1, 1} \). Put \( k(t_1, t_2) = (w(t_2) - w(t_1))/(t_2 - t_1) \). Suppose that for sequences \( t_1^{\nu}, t_2^{\nu} \to t_0 \) \( t_1^{\nu} < t_0 < t_2^{\nu} \) \( k(t_1^{\nu}, t_0) \to k^- \), \( k(t_0, t_2^{\nu}) \to k^+ \), with \( |k^+|, |k^-| < \infty \). It follows by contradiction that \( k^- = k^+ \). Otherwise we could replace \( w \) by minimizers \( u^-, u^+ \) over Lipschitz functions having the same boundary conditions as \( w \) on the intervals \( [t_1^{\nu}, t_0] \) and \( [t_0, t_2^{\nu}] \), respectively. In view of the results in (1), (2) and the boundedness of \( k^- \) and \( k^+ \), \( u^- \) and \( u^+ \) are also bounded in \( C^1 \)-norm for sufficiently large \( m \). In view of the equicontinuity of their derivatives, \( u^-(t_0) \neq u^+(t_0) \) for
these m. But (2) implies that the function
\[ w_1 = u^+(t), \quad t \in [t_1^m, t_0], \]
\[ = u^-(t), \quad t \in [t_0, t_2^m], \]

is a solution in $W^{1,\infty}$. This contradicts the regularity proved in (2) for such solutions. Next suppose that only one of $k^-$ and $k^+$ can be taken to be finite, say $|k^-| < \infty$. We again arrive at a contradiction in a similar fashion. We can choose $\tau^m \to t_0 - 0$ for which $k(\tau^m, t_0) \to k^-$. Moreover there exist sequences $\tau_1^m \to t_0 - 0$, $\tau_2^m \to t_0 + 0$ for which $k(\tau_1^m, \tau_2^m) \to k_0$ such that $|k^-| < |k_0| < \infty$. Now consider minimizers $u^-, u^+$ over the class of Lipschitz functions with boundary conditions given by the values of $w$ at $\tau^m$, $\tau_1^m$ and $\tau_2^m$, respectively. For all sufficiently large $m$ such minimizers exist, and their derivatives are equicontinuous functions by the results in (1) and (2). Therefore $\dot{u}^+(\tau_1^m) \neq \dot{u}^-(\tau_1^m)$ for $m$ sufficiently large. But the function which is given by $u^-$ on $[\tau^m, \tau_1^m]$ and $u^+$ on $[\tau_1^m, \tau_2^m]$ is a minimizer over Lipschitz functions according to (2). This contradicts the regularity properties obtained for such minimizers.

We are now able to complete the proof of regularity for $w$. In view of what was shown above, $w$ has a finite derivative at each point where at least one of $k^-$ and $k^+$ is finite. Moreover the derivative is bounded and continuous in some neighborhood of each point of this type. Namely, if $t_0$ is such a point then $k^- = k^+ = \dot{w}(t_0)$. Therefore for each $t_1, t_2$ sufficiently near $t_0$ with $t_1 < t_0 < t_2$ we can replace $w$ on $[t_1, t_0], [t_0, t_2]$ by respective minimizers $u^-$, $u^+$ over $W^{1,\infty}$, while maintaining the property that $w$ is a minimizer over $W^{1,1}$. Hence $\dot{u}^-(t_1) = \dot{w}(t_1)$, $\dot{u}^+(t_2) = \dot{w}(t_2)$. In view of the equicontinuity result obtained in (1) for minimizers over $W^{1,\infty}$ we conclude that $\dot{w}(t_1), \dot{w}(t_2) \to \dot{w}(t_0)$ as $t_1, t_2 \to t_0$.

Now let $t_0$ be a point where $\dot{w}(t_0)$ exists with $|\dot{w}(t_0)| \leq N_1$, with $N_1$ as in (1). Examine $J_0 = \bigcup J$, where $t_0 \in J$ and $\dot{w}$ is bounded on the segment $J$. In view of (1) $|\dot{w}(t)| \leq N_1 + 1$ everywhere on $J_0$. Hence in view of what was proved above $J_0$ can be extended to the interval $[a, b]$. This complete the proof. 

Proof of Theorem 2. Let $u$ be one of the functions under consideration, namely a minimizer of (1) whose graph lies in $K$, where $K$ is a compact set in $\mathbb{R} \times \mathbb{R}^n$. Let $t_0$ be a point in the domain of $u$ such that
\begin{equation}
\liminf_{t_1, t_2 \to t_0, t_1 < t_2} \frac{|(u(t_2) - u(t_1))/(t_2 - t_1)|}{|t_2 - t_1|} < \infty.
\end{equation}

In view of Theorem 1 we deduce that $u$ is $C^1$-regular in some neighborhood of $t_0$. Thus $u \in C^1(\Omega)$ for an open set $\Omega$ of full measure in its domain. Moreover, at all other points $t$ in its domain $u$ satisfies
\begin{equation}
\limsup_{t_1, t_2 \to t, t_1 < t_2} \frac{|(u(t_2) - u(t_1))/(t_2 - t_1)|}{|t_2 - t_1|} = \infty.
\end{equation}

In order to prove that the derivatives $\{\dot{u}\}$ of these functions form a CEF we first show that for any $N > 0$ and $\varepsilon \in (0, 1/2)$ there exists $\bar{\eta} > 0$ such that if $u$ is any one of the functions under consideration and $|\dot{u}(t_0)| < N$ then $|\dot{u}(t) - \dot{u}(t_0)| \leq \varepsilon$ whenever $|t - t_0| \leq \bar{\eta}$.

Put $M = N + 1$, let $\varepsilon_0, \eta_0$ denote the values associated in Theorem 1 to $K$ and $M$ and let $\nu$ denote the modulus of equicontinuity for the functions $\{\dot{u}\}$ furnished by Theorem 1. We select $\bar{\eta}$ subject to the following conditions:
\begin{equation}
\nu(\bar{\eta}) \leq \varepsilon/2, \quad \varepsilon_0 > M\bar{\eta} \quad [\bar{\eta} < \min\{\varepsilon_0, \eta_0\}].
\end{equation}
We now prove by contradiction that \( |t-t_0| \leq \eta \) implies \( |\dot{u}(t) - \dot{u}(t_0)| \leq \varepsilon \). Otherwise, there is some \( t \in J = (t_0 - \eta, t_0 + \eta) \) for which \( |\dot{u}(t) - \dot{u}(t_0)| > \varepsilon \). Hence if \( t > t_0 \) there exists \( t_1 \in J \) such that \( |\dot{u}(t)| \leq M \) for all \( t \in [t_0, t_1] \) and \( |\dot{u}(t_1) - \dot{u}(t_0)| = \varepsilon \). If \( t < t_0 \) the argument is similar. Now by the second inequality in (3.8) the graph of \( u \) over \([t_0, t_1]\) lies in

\[
G(t_0, u(t_0); \varepsilon_0) = \{(t, u)| |t - t_0| \leq \varepsilon_0, |u^i - u^i(t_0)| \leq \varepsilon_0, 1 \leq i \leq n\}.
\]

In view of Theorem 1 and the first inequality in (3.8) we have \( |\dot{u}(t_1) - \dot{u}(t_0)| \leq \nu |t_1 - t_0| \leq \varepsilon/2 \), which gives a contradiction. Hence \( |\dot{u}(t) - \dot{u}(t_0)| \leq \varepsilon \) for all \( t \in J \). To complete the proof we need to show that \( u \) is one of the functions under consideration and \( t_0 \notin \Omega \), where \( \Omega \) is the set of regularity for \( u \), then \( \lim_{t \to t_0, t \in \Omega} |\dot{u}(t)| = \infty \). Note however that if there exists a sequence \( \{t_n\} \subset \Omega \) satisfying \( t_n \to t_0 \) such that \( \{|\dot{u}(t_n)|\} \) is bounded then \( \Omega \) includes \( \eta \)-neighborhoods of \( \{t_n\} \) for some \( \eta \), and \( t_0 \) necessarily lies in \( \Omega \) as well. This completes the argument.

4. PROOF OF THEOREM 3

Proof of Theorem 3. For (1) with given boundary conditions \((a_0, A_0, b_0, B_0)\) the superlinear growth condition ensures that the graphs of the set \( U \) of all minimizers lies in a compact subset \( K \) of \( \mathbb{R} \times \mathbb{R}^n \). Hence by Theorem 2 the set \( V = \{u | u \in U\} \) is a CEF.

1) Now suppose that all \( u \) in \( U \) have bounded derivatives at \( a_0 \) and \( b_0 \). Then there exists \( M > 0 \) such that the derivatives at \( a_0 \) and \( b_0 \) of all \( u \) in \( U \) are bounded in modulus by \( M \). Otherwise we could select a sequence \( \{u_n\} \subset U \) for which \( |\dot{u}_n(b_0)| \to \infty \) (the case \( \dot{u}_n(a_0) \to \infty \) can be treated analogously). Furthermore we can suppose by going to a subsequence that \( \{u_n\} \) converges uniformly to some function \( u_0 \) on \([a_0, b_0]\). Then \( u_0 \) is also a minimizer for (1), by Tonelli’s lower semicontinuity theorem or Lemma 2.1. By hypothesis \( |\dot{u}_0(b_0)| < \infty \), so that \( b_0 \) is a point of the relatively open subset \( \Omega(\dot{u}_0) \). Consequently by Lemma 2.2 there is an interval \([b_0 - \eta, b_0]\) such that \( \|\dot{u}_n - \dot{u}_0\|_{C([b_0 - \eta, b_0])} \to 0 \), which contradicts the assumption \( |\dot{u}_n(b_0)| \to \infty \).

2) We now show that the value function \( S \) defined in (2) is continuous at \((a_0, A_0, b_0, B_0)\). \( S \) is lower semicontinuous at \((a_0, A_0, b_0, B_0)\) by virtue of Tonelli’s theorem or Lemma 2.1. Now let \((a_n, A_n, b_n, B_n) \to (a_0, A_0, b_0, B_0)\) and let \( u_n \) denote a corresponding minimizer for each \( n \geq 0 \). In view of the property \( |\dot{u}_0(a_0)|, |\dot{u}_0(b_0)| \leq M \) we can modify \( u_0 \) to produce an admissible function \( \dot{u}_n \) for the \( n \)th problem (by taking \( \dot{u}_n \) to be linear in appropriate neighborhoods of \( a_n \) and \( b_n \) with derivatives equibounded in modulus on these neighborhoods) in such a way that \( F(a_n, b_n; \dot{u}_n) \to F(a_0, b_0; \dot{u}_0) \) [this construction will be made explicit in 3)]. Thus \( S(a_0, A_0, b_0, B_0) = F[u_0] \geq \limsup_n S(a_n, A_n, b_n, B_n) \), which completes the proof of continuity.

3) Next we prove that for all boundary conditions \((a, A, b, B)\) sufficiently near to \((a_0, A_0, b_0, B_0)\) the corresponding minimizers will have derivatives on neighborhoods of \( a \) and \( b \) which are bounded in modulus by \( M + 1 \). By Theorem 2 the set \( V = \{\dot{u}\} \) of derivatives of all such minimizers is a CEF, so that the above assertion is an immediate consequence of 1), Lemma 2.2 and 2). The continuity of \( S \) implies that uniform limits of solutions \( u_n \) for problems with boundary conditions
Let \( (a_n, A_n, b_n, B_n) \rightarrow (a_0, A_0, b_0, B_0) \) are solutions for the problem with boundary conditions \((a_0, A_0, b_0, B_0)\).

This fact permits us to prove the Lipschitz continuity of \( S \) at \((a_0, A_0, b_0, B_0)\). Namely, with \( u \) a minimizer for \((a, A, b, B)\) and \( u_0 \) a minimizer for \((a_0, A_0, b_0, B_0)\), put \( \tilde{a} = \max\{a_0, a\} \), \( \tilde{b} = \min\{b_0, b\} \). Then

\[
\left| \int_{a}^{b} L(t, u(t), \dot{u}(t)) dt - \int_{a_0}^{b_0} L(t, u_0(t), \dot{u}_0(t)) dt \right|
\leq \left| \int_{\tilde{a}}^{b} [L(t, u(t), \dot{u}(t)) - L(t, u_0(t), \dot{u}_0(t))] dt \right|
\]

\( + \int_{\tilde{a}}^{a} |L(t, u(t), \dot{u}(t))| dt + \int_{b}^{b_0} |L(t, u_0(t), \dot{u}_0(t))| dt \]

\( + \int_{a_0}^{\tilde{b}} |L(t, u_0(t), \dot{u}_0(t))| dt + \int_{b}^{b_0} |L(t, u_0(t), \dot{u}_0(t))| dt \]

\leq \left| \int_{\tilde{a}}^{b} [L(t, u(t), \dot{u}(t)) - L(t, u_0(t), \dot{u}_0(t))] dt \right|

\( + c(|a - \tilde{a}| + |b - \tilde{b}|) \),

where \( c = \max\{L(t, u, v) \mid (t, u) \in K, |v| \leq M + 1\} \) and \( K \) is a compact set including the graphs of all minimizers under consideration. In particular, if

\[
(\ast) \quad |a - a_0| + |b - b_0| + |A - A_0| + |B - B_0| \leq \eta,
\]

then

\[
\left| \int_{a}^{b} L(t, u(t), \dot{u}(t)) dt - \int_{a_0}^{b_0} L(t, u_0(t), \dot{u}_0(t)) dt \right|
\leq \left| \int_{\tilde{a}}^{b} [L(t, u(t), \dot{u}(t)) - L(t, u_0(t), \dot{u}_0(t))] dt \right|

+ c\eta,
\]

\[
|u(\tilde{a}) - u_0(\tilde{a})| + |u(\tilde{b}) - u_0(\tilde{b})| \leq \eta + 2(M + 1)\eta.
\]

We will use (4.2) to appraise \(|S(a_n, A_n, b_n, B_n) - S(a_0, A_0, b_0, B_0)|\) where \((a_n, A_n, b_n, B_n) \rightarrow (a_0, A_0, b_0, B_0)\) and (\(\ast\)) is satisfied. Letting \( \{u_n\}_{n \geq 0} \) denote minimizers, as above, it is clear that the restrictions of \(u_n\), \( n \geq 0 \), to any interval \( J \subset [a_n, b_n] \) are minimizers for the associated boundary data at the endpoints of \( J \). Now suppose for a given \( n > 0 \)

\[
F_{(\tilde{a}_n, \tilde{b}_n)}[u_n] = S(\tilde{a}_n, u_n(\tilde{a}_n), \tilde{b}_n, u_n(\tilde{b}_n)) \]

\[
\geq S(\tilde{a}_n, u_0(\tilde{a}_n), \tilde{b}_n, u_0(\tilde{b}_n)) = F_{(\tilde{a}_n, \tilde{b}_n)}[u_0].
\]

We proceed to construct an admissible function \( \tilde{u}_n \) on \([\tilde{a}_n, \tilde{b}_n]\) (for \( \eta \) sufficiently small) as follows:

\[
\tilde{u}_n(t) = u_0(t) \quad \text{for} \quad t \in [\tilde{a}_n + \eta, \tilde{b}_n - \eta],
\]

so that

\[
|\tilde{u}_n(t)|, |\tilde{u}_0(t)| \leq M + 2 \quad \text{for} \quad t \in [\tilde{a}_n, \tilde{a}_n + \eta] \quad \text{and} \quad [\tilde{b}_n - \eta, \tilde{b}_n].
\]
\[ \tilde{u}_n(\tilde{a}_n) = u_n(\tilde{a}_n), \tilde{u}_n(\tilde{b}_n) = u_n(\tilde{b}_n), \tilde{u}_n \] has constant derivative on \([\tilde{a}_n, \tilde{a}_n + \eta]\) and on \([\tilde{b}_n - \eta, \tilde{b}_n]\). Thus by (4.2) \(|\tilde{u}'_n(t)| \leq 4M + 8\) on these intervals. Then by virtue of the boundedness of \(L\) on bounded sets in \(\mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n\)

\[
0 \leq F(\tilde{a}_n, \tilde{b}_n)[\tilde{u}_n] - F(\tilde{a}_n, \tilde{b}_n)[u_0] \leq \int_{\tilde{a}_n}^{\tilde{a}_n + \eta} |L(t, \tilde{u}_n(t), \tilde{u}'_n(t))| \, dt
\]

(4.5)

\[
+ \int_{\tilde{b}_n - \eta}^{\tilde{b}_n} |L(t, \tilde{u}_n(t), \tilde{u}'_n(t))| \, dt \leq c_2 \eta.
\]

Since \(F(\tilde{a}_n, \tilde{b}_n)[u_n] \leq F(\tilde{a}_n, \tilde{b}_n)[\tilde{u}_n]\), we conclude by (4.2) that

\[
|S(a_n, A_n, b_n, B_n) - S(a_0, A_0, b_0, B_0)| \leq (c + c_2) \eta.
\]

(4.6)

An analogous approach applies for those values of \(n\) for which

\[
F(\tilde{a}_n, \tilde{b}_n)[u_n] = S(\tilde{a}_n, u_0(\tilde{a}_n), \tilde{b}_n, u_0(\tilde{b}_n)) = F(\tilde{a}_n, \tilde{b}_n)[u_0].
\]

(4.3')

In such cases the construction of \(\tilde{u}_n\) is given as:

\[
\tilde{u}_n(t) = u_n(t) \quad \text{for} \quad t \in [\tilde{a}_n + \eta, \tilde{b}_n - \eta], \quad \text{for} \ \eta \ \text{so small that}
\]

(4.4')

\[
|\tilde{u}_n(t)|, |\tilde{u}_0(t)| \leq M + 2 \quad \text{for} \quad t \in [\tilde{a}_n, \tilde{a}_n + \eta] \quad \text{and} \quad [\tilde{b}_n - \eta, \tilde{b}_n], \quad \tilde{u}_n(\tilde{a}_n) = u_0(\tilde{a}_n), \tilde{u}_n(b_n) = u_0(\tilde{b}_n), \ \tilde{u}_n \ \text{has constant derivative on} \ [\tilde{a}_n, \tilde{a}_n + \eta]
\]

and on \([\tilde{b}_n - \eta, \tilde{b}_n]\).

Thus by (4.2) \(|\tilde{u}'_n(t)| \leq 4M + 8\) on these intervals. Thus we obtain

\[
0 \leq F(\tilde{a}_n, \tilde{b}_n)[u_0] - F(\tilde{a}_n, \tilde{b}_n)[\tilde{u}_n] \leq \int_{\tilde{a}_n}^{\tilde{a}_n + \eta} |L(t, \tilde{u}_n(t), \tilde{u}'_n(t))| \, dt
\]

(4.5')

\[
+ \int_{\tilde{b}_n - \eta}^{\tilde{b}_n} |L(t, \tilde{u}_n(t), \tilde{u}'_n(t))| \, dt \leq c_2 \eta,
\]

from which (4.6) again follows.

4) Finally, we consider the case in which problem (1) with boundary conditions \((a_0, A_0, b_0, B_0)\) has a minimizer possessing an infinite derivative at \(b_0\) [the case with an infinite derivative at \(a_0\) can be reduced to this one]. Let \(u_0\) be a minimizer for (1) such that

\[
\lim_{t \to b_0 - 0} |u_0(b_0) - u_0(t)|/|b_0 - t| = \infty.
\]

(4.7)

We prove that \(S(a_0, A_0, b, B_0)\) cannot be Lipschitz at \(b_0\). For fixed \(b > b_0\) let us denote by \(t_0(b)\) the largest value of \(t < b_0\) for which \(||(B_0 - u_0(t))/(b - t)\|| = 1\). It is clear that \(t_0(b)\) is defined by all \(b\) sufficiently close to \(b_0\) from the right and that \((b - t_0(b))/(b - b_0) \to 1\) as \(b \to b_0^+\). We now define an admissible function \(u_b\) for \((a_0, A_0, b, B_0)\) by

\[
u_b(t) = u_0(t) \quad \text{for} \quad t \in [a_0, t_0(b)]
\]

\[
= C_b(t - t_0(b)) + u_0(t_0(b)) \quad \text{for} \quad t \in (t_0(b), b],
\]
with $|C_b| = 1$. Using the hypothesis concerning a convex function $\vartheta$ with superlinear growth, we obtain the following appraisal:

$$S(a_0, A_0, b_0, B_0) - S(a_0, A_0, b, B_0)$$

$$\geq \int_{t_0(b)}^{b} \vartheta(u_0'(t)) \, dt - \int_{t_0(b)}^{b} L(t, u_0(t), u_0'(t)) \, dt$$

$$\geq (b_0 - t_0(b)) \vartheta((B_0 - u_0(t_0(b)))/|b_0 - t_0(b)|) - K(b - t_0(b)).$$

Hence

(4.8)

$$[S(a_0, A_0, b_0, B_0) - S(a_0, A_0, b, B_0)]/(b - b_0)$$

$$\geq \vartheta((B_0 - u_0(t_0(b)))/|b_0 - t_0(b)|)(b_0 - t_0(b))/(b - b_0) - K(b - t_0(b))/(b - b_0).$$

[Here $|B_0 - u_0(t_0(b))|/(b - t_0(b)) = 1$ and $(b - t_0(b))/(b - b_0) \to 1$ as $b \to b_0$.]

Since $B_0 - u_0(t_0(b))/(b - b_0) \to 1$ as $b \to b_0$ and $|B_0 - u_0(t_0(b))/|b_0 - t_0(b)| \to \infty$, the limit of the difference quotient in (4.8) is $+\infty$ by the superlinearity of $\vartheta$. This shows that the right derivative of $S(a_0, A_0, b, B_0)$ at $b_0$ is $-\infty$, contradicting the Lipschitz property. This completes the proof of Theorem 3.

Remark 1. The proof above actually demonstrates a stronger assertion: regularity of the $(a_0, A_0, b_0, B_0)$ minimizers at $b_0$ holds if and only if the function $S(a_0, A_0, b, B_0)$ is Lipschitz at $b_0$. Under the assumptions of Theorem 3 it is also true that problem (1) with boundary conditions $(a_0, A_0, b_0, B_0)$ has all minimizers regular at $b_0$ if and only if the function $S(a_0, A_0, b_0, B)$ is Lipschitz at $B_0$. In §5 we will use these assertions in the proof of Theorem 4.

Proof. The Lipschitz property of $S(a_0, A_0, b_0, B)$ at $B_0$ is a consequence of the proof of the theorem given above. Let $u_0$ be a minimizer for (1) with boundary conditions $(a_0, A_0, b_0, B_0)$ such that

(4.9)

$$\lim_{t \to b_0^-} |u_0(b_0) - u_0(t)|/|b_0 - t| = \infty.$$

(It again suffices to consider the case in which problem (1) with boundary conditions $(a_0, A_0, b_0, B_0)$ has a minimizer possessing an infinite derivative at $b_0.$) We prove that $S(a_0, A_0, b_0, B)$ does not have the Lipschitz property at $B_0$. For $\eta > 0$ define an admissible function $u_\eta$ for problem (1) with boundary condition $(a_0, A_0, b_0, B_\eta)$ where $B_\eta = u_0(b_0 - \eta)$ via:

$$u_\eta(t) = u_0(t) \quad \text{for} \quad t \in [a_0, b_0 - \eta]$$

$$= u_0(b_0 - \eta) \quad \text{for} \quad t \in [b_0 - \eta, b_0].$$

Then for some convex function $\vartheta$ of superlinear growth

$$S(a_0, A_0, b_0, B_0) - S(a_0, A_0, b_0, B_\eta) \geq F_{(a_0, b_0)}[u_0] - F_{(a_0, b_0)}[u_\eta]$$

$$\geq \int_{b_0 - \eta}^{b_0} \vartheta(\dot{u_\eta}(t)) \, dt - \int_{b_0 - \eta}^{b_0} L(t, u_\eta(b_0 - \eta), 0) \, dt$$

$$\geq \eta \vartheta([B_0 - u_0(b_0 - \eta)]/\eta) - c\eta,$$

where $c = \max \{L(t, u, 0) \mid (t, u) \in K\}$. Using the superlinearity of $\vartheta$ and the infinite slope of $u_0$ at $b_0$ it follows from the above that

$$|S(a_0, A_0, b_0, B_0) - S(a_0, A_0, b_0, B_\eta)|/|B_0 - B_\eta|$$

$$\geq (\eta/|B_0 - B_\eta|) \vartheta([B_0 - B_\eta]/\eta) - c \to \infty \quad \text{as} \quad \eta \to 0,$$
thereby demonstrating that $S(a_0, A_0, b_0, B)$ is not Lipschitz at $B_0$, as claimed.

**Remark 2.** Using arguments applied in the proof of Theorem 3 it is not hard to prove that if $K$ is a compact subset of boundary data $(a, A, b, B)$ at each of which $S$ is Lipschitz, then $S$ is uniformly Lipschitz over $K$.

5. APPLICATION OF THE MAIN RESULT FOR ESTABLISHING FULL REGULARITY UNDER CERTAIN CONDITIONS ON INTEGRANDS

**Theorem 4.** Let $L(t, u, v): \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}$ satisfy condition (H1) and have superlinear growth. Then any of properties 1)—3) below ensures full regularity of all solutions of problem (1).

1) For each compact set $K$ of $(t, u)$ variables we have
$$\frac{|L(t_1, u, v) - L(t_2, u, v)|}{|t_1 - t_2|} \leq c|L(t_1, u, v)| + \gamma(t) \quad \text{for some } \gamma \in L^1.$$

2) For each compact set of $(t, u)$ variables we have
$$\frac{|L(t, u_1, v) - L(t, u_2, v)|}{|u_1 - u_2|} \leq c|L(t, u_1, v)| + \gamma(t) \quad \text{for some } \gamma \in L^1.$$

3) For each $t \in \mathbb{R}$ the integrand $L(t, u, v)$ is convex in $(u, v)$.

**Remark.** The integrand $L(t, u, v)$ clearly has property 1) or property 2) if $L$ does not depend on $t$ or $u$, respectively, for all sufficiently large $|v|$.

**Proof.** (Theorem 4).

1) For some boundary conditions $(a_0, A_0, b_0, B_0)$ suppose a solution has unbounded derivative at some point. It is enough to consider the case
$$\lim_{t \rightarrow b_0^-} \left| \frac{u_0(b_0) - u_0(t)}{b_0 - t} \right| = \infty.$$ 

The general situation can be reduced to this one. Let $a_1 \in (a_0, b_0)$ be such that $|\dot{u}(a_1)| = \infty$. Consider the problem with boundary conditions $(a_1, A_1, b_0 + \varepsilon, B_0)$ where $A_1 = u_0(a_1)$, and examine solutions $u_\varepsilon$ corresponding to $\varepsilon > 0$. We have $\dot{u}_\varepsilon(a_1) \rightarrow \dot{u}(a_1)$. Otherwise for some sequence $\varepsilon_k \rightarrow +0$, $\dot{u}_{\varepsilon_k}(a_1) \rightarrow A \neq \dot{u}(a_1)$ and $u_{\varepsilon_k}$ converges uniformly to $\tilde{u}_0$. In view of Lemmas 2.1 and 2.2, $\tilde{u}_0(a_1) = A$ if $|A| < \infty$, $(\dot{u}(a_1)) = \infty$ if $|A| = \infty$. But $S(a_1, A_1, b_0 + \varepsilon, B_0) \rightarrow S(a_1, A_1, b_0, B_0)$ as $\varepsilon \rightarrow 0$. Then the function $u$ defined by
$$u(t) = \begin{cases} u_0(t), & a_0 \leq t \leq a_1, \\ \tilde{u}_0(t), & a_1 \leq t \leq b_0, \end{cases}$$

is a minimizer for the problem with boundary conditions $(a_0, A_0, b_0, B_0)$. Moreover we have $\dot{u}(a_1 - 0) \neq \dot{u}(a_1 + 0)$, but $u_0$ satisfies the assertion of Theorem 2, which yields a contradiction. Therefore we have proved that $\dot{u}_\varepsilon(a_1) \rightarrow \dot{u}_0(a_1)$ if $\varepsilon \rightarrow +0$.

Then in view of Theorem 2

\[ (***) \quad |\dot{u}_\varepsilon(t)| \leq M \quad \text{for } \varepsilon \in [0, \varepsilon_0] \quad \text{and} \quad t \in [a_1, a_1 + \delta](\delta > 0). \]

Consider the following admissible functions $u_\varepsilon$ associated with the boundary condition $(a_1, A_1, b_0, B_0)$
$$u_\varepsilon(t) = \begin{cases} u_\varepsilon(t + \varepsilon), & a_1 + \varepsilon \leq t \leq b_0, \\ \dot{u}_\varepsilon \equiv c(\varepsilon) = \text{constant}, & a_1 \leq t \leq a_1 + \varepsilon. \end{cases}$$
In view of (**) \(|c(\varepsilon)| \) are equibounded for all sufficiently small \( \varepsilon > 0 \). Then
\[
|S(a_1, A_1, b_0 + \varepsilon, B_0) - S(a_1, A_1, b_0, B_0)|/\varepsilon
\geq \frac{F[u_\varepsilon] - F[u^{\varepsilon}]}{\varepsilon}
\geq \frac{\int_{a_1}^{b_0+\varepsilon} L(t, u_\varepsilon(t), \dot{u}_\varepsilon(t)) dt - \int_{a_1}^{b_0} L(t, u^\varepsilon(t), \dot{u}^\varepsilon(t)) dt}{\varepsilon}
\geq M_1
\]
in view of (**) and the fact that
\[
\left| \int_{a_1+\varepsilon}^{b_0+\varepsilon} L(t, u_\varepsilon(t), \dot{u}_\varepsilon(t)) dt - \int_{a_1+\varepsilon}^{b_0} L(t, u^\varepsilon(t), \dot{u}^\varepsilon(t)) dt \right|/\varepsilon
\leq \int_{a_1+\varepsilon}^{b_0+\varepsilon} \{|L(t, u_\varepsilon(t), \dot{u}_\varepsilon(t))| + |\gamma(t)|\} dt.
\]

As was proved in part 4) of the proof of Theorem 3, \( S'(a_1, A_1, b_0 + \varepsilon, B_0)\big|_{\varepsilon=0^+} = -\infty \). Thus we have arrived at a contradiction.

2) A proof of assertion 2) of the theorem can be obtained in analogous way. If \( \lim_{t_0 \to b_0^{-}} |u(b_0) - u(t)|/b_0 = \infty \), then we consider the function \( \xi \mapsto S(a_0, A_0, b_0, B_0 + \xi) \).

If \( t_0 \to b_0^{-} \) then \( B(t_0) = u(t_0) \to B_0 \). Let \( u_{t_0}(t) = u_0(t) \) for \( a_0 \leq t \leq t_0 \) and \( u_{t_0}(t) = B(t_0) \) for \( t_0 \leq t \leq b_0 \). Then it was proved in Remark 1 to Theorem 3 that
\[
\frac{S(a_0, A_0, b_0, B_0) - S(a_0, A_0, b_0, B(t_0))}{|B_0 - B(t_0)|} \to \infty
\]
as \( t_0 \to b_0^{-} \) (in this case \( |B_0 - B(t_0)| \to 0 \)). But we can also prove that the last expression is bounded by some constant, using arguments similar to those in 1).

3) Here, let \( u \) be a minimizer for problem (1) satisfying condition 3) of the theorem. Suppose \( u_0 \notin C^1 \) and consider the case
\[
\lim_{t \to b_0^{-}} \left| \frac{u_0(b_0) - u_0(t)}{b_0 - t} \right| = \infty \quad \text{(all other cases may be reduced to this one)}.
\]

Then, as was proved in Remark 1 to Theorem 3 \( S(a_0, A_0, b_0, B) \) is not Lipschitz at \( B_0 \) (here \( A_0 = u_0(a_0) \)). But the function \( S \) is convex in \( B \).

Indeed, if \( B_1, B_2 \) are sufficiently close to \( B_0 \) and \( u_1, u_2 \) are solutions of the corresponding problems then for \( \lambda_1, \lambda_2 \geq 0 \) such that \( \lambda_1 + \lambda_2 = 1 \) we know that \( u = \lambda_1 u_1 + \lambda_2 u_2 \) satisfies the boundary conditions \( (a_0, A_0, b_0, \lambda_1 B_1 + \lambda_2 B_2) \).

Therefore, in view of the convexity of \( L(t, u, v) \) in \( (u, v) \) we deduce that \( \lambda_1 F(u_1) + \lambda_2 F(u_2) \geq F(\lambda_1 u_1 + \lambda_2 u_2) \). Thus the function \( S(a_0, A_0, b_0, B) \) is convex in \( B \) in some neighborhood of \( B_0 \). In this case \( S \) is Lipschitz at \( B_0 \), which is a contradiction.

This contradiction permits us to conclude that each minimizer \( u_0 \) is \( C^1 \). This completes the proof.
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