A HILBERT-NAGATA THEOREM IN NONCOMMUTATIVE INVARIANT THEORY

MÁTYÁS DOMOKOS AND VESSELIN DRENSKY

Abstract. Nagata gave a fundamental sufficient condition on group actions on finitely generated commutative algebras for finite generation of the subalgebra of invariants. In this paper we consider groups acting on noncommutative algebras over a field of characteristic zero. We characterize all the T-ideals of the free associative algebra such that the algebra of invariants in the corresponding relatively free algebra is finitely generated for any group action from the class of Nagata. In particular, in the case of unitary algebras this condition is equivalent to the nilpotency of the algebra in Lie sense. As a consequence we extend the Hilbert-Nagata theorem on finite generation of the algebra of invariants to any finitely generated associative algebra which is Lie nilpotent. We also prove that the Hilbert series of the algebra of invariants of a group acting on a relatively free algebra with a non-matrix polynomial identity is rational, if the action satisfies the condition of Nagata.

1. Introduction

Throughout this paper $K$ denotes a field of characteristic zero. Let $V$ be a finite dimensional vector space of dimension $m \geq 2$ over $K$. Denoting by $x_1, \ldots, x_m$ a linear basis of $V$, the tensor algebra $K\langle V \rangle$ of $V$ can be identified with the free unitary associative algebra $K\langle x_1, \ldots, x_m \rangle$.

The action of the general linear group $GL(V)$ extends naturally to the diagonal action of $GL(V)$ on $K\langle V \rangle$. Let $I$ be a T-ideal of $K\langle V \rangle$, i.e. $I$ is an ideal which is closed under all $K$-algebra endomorphisms of $K\langle V \rangle$. The factor algebra $K\langle V \rangle/I$ is the relatively free algebra of rank $m$ in the variety of unitary associative algebras satisfying all the polynomial identities from $I$. Since $I$ is a $GL(V)$-submodule of $K\langle V \rangle$, the algebra $K\langle V \rangle/I$ inherits the $GL(V)$-module structure of $K\langle V \rangle$.

Let $G$ be a subgroup of $GL(V)$. We shall study the algebra of invariants of $G$

$$(K\langle V \rangle/I)^G = \{ f \in K\langle V \rangle/I \mid g \cdot f = f \text{ for all } g \in G \}.$$

In the special case when $I$ is the commutator ideal of $K\langle V \rangle$, we get that $K\langle V \rangle/I$ is isomorphic to the symmetric algebra $K[V]$ of $V$ (or, in other words, $K[V] =$
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K[x_1, \ldots, x_m] is the polynomial algebra in m commuting variables over K). The investigation of K[V]^G is the topic of classical invariant theory. On the other hand, the noncommutative invariant theory deals with (K(V)/I)^G for arbitrary T-ideals I. As in other recent branches of mathematics, one of the main problems here is to find reasonable limits for generalization of the classical results in the new situation. A survey on noncommutative invariant theory can be found in [8], [7].

The famous Hilbert-Noether theorem asserts that K[V]^G is finitely generated for any finite group G. Kharchenko [11] extended this result to the noncommutative case and showed that (K(V)/I)^G is finitely generated for any finite group G if and only if K(V)/I is weakly Noetherian, i.e. K(V)/I satisfies the ascending chain condition on two-sided ideals. These T-ideals have many other characterizations in the languages of polynomial identities, of noncommutative invariant theory and even of algorithmic problems in algebra, see for example the surveys [8], [7] an [12]. Nagata (see [4, Chapter 3]) found a fundamental condition assuring the finite generation of K[V]^G. This condition applies to a large class of group actions, including all rational representations of reductive linear algebraic groups.

The main purpose of our paper is the extension of the Hilbert-Nagata theorem to the noncommutative case. We describe all T-ideals I such that the algebra of invariants (K(V)/I)^G is finitely generated for all groups G from the class of Nagata. It turns out that all these relatively free algebras K(V)/I satisfy the identity of Lie nilpotency [x_1, \ldots, x_n] = 0 for some n. As a consequence we obtain that if R is any finitely generated associative algebra which is Lie nilpotent and G is a group of automorphisms of R satisfying the conditions of Nagata, then the algebra of fixed points R^G is finitely generated. We note that since Lie nilpotent finitely generated algebras are Noetherian by [14], this latter result essentially follows from the following theorem of Vonessen [18]: If G is a linearly reductive algebraic group acting rationally on a left Noetherian finitely generated PI-algebra R, then R^G is finitely generated.

Afterwards, we investigate the question of rationality of the Hilbert series of the algebra of invariants in the noncommutative case. We show that (K(V)/I)^G has a rational Hilbert series for any group G satisfying the condition of Nagata if I contains a non-matrix identity. In particular this covers all the cases when (K(V)/I)^G is finitely generated by our theorem.

In the final section we consider T-ideals of the free non-unitary algebra K_+(V). Again, we give a complete description of the T-ideals of K_+(V) such that finite generation of the invariant algebra in the corresponding non-unitary relatively free algebra holds for any group action satisfying the condition of Nagata. These T-ideals are characterized by the property that they are contained neither in the square of the commutator ideal nor in the T-ideal generated by the polynomial x_1[x_2, x_3]x_4. In particular, we obtain examples of non-Noetherian varieties, where the Hilbert-Nagata theorem holds.

2. Preliminaries

In this section we consider the following general setting. Let R be a finitely generated (not necessarily commutative or unitary) K-algebra and let G be a group acting by algebra automorphisms on R. In the sequel we refer to the following condition on the action of G on R (respectively on the representation of G on some finite dimensional vector space W) as (i) (respectively (ii)): 
(i) The orbit under $G$ of any $f \in R$ is contained in a finite dimensional $K$-subspace of $R$.

(ii) If $W$ contains a $G$-invariant hyperplane $H_1$ and $G$ acts identically on the factor space $W/H_1$, then there exists a non-zero element $v \in W$ fixed by $G$ and a $G$-invariant hyperplane $H_2$ such that $W = Kv \oplus H_2$.

We say that the action of $G$ on $R$ satisfies condition (ii) if (ii) holds for any finite dimensional subrepresentation of $G$ in $R$.

Denote by $R^G = \{ f \in R \mid g \cdot f = f \text{ for every } g \in G \}$ the algebra of fixed points (or the algebra of invariants) of the action of $G$ on $R$.

**Hilbert-Nagata Theorem.** Let $R$ be a finitely generated commutative $K$-algebra, and let $G$ act on $R$ by algebra automorphisms. If the action of $G$ on $R$ satisfies (i) and finite dimensional representations of $G$ satisfy (ii), then $R^G$ is a finitely generated $K$-algebra.

**Remark.** Note that the most important corollary of the proof of this theorem is that $R^G$ is finitely generated if $G$ is a reductive linear algebraic group acting rationally on $R$, that is, the action is induced by a rational representation of the algebraic group $G$ on some finite dimensional subspace of $R$ generating the whole algebra.

Now we give a series of statements which are straightforward generalizations of statements used in Nagata’s proof of the above theorem. Their commutative version can be found for example in [4, Chapter 3]. We assume that $R$ is a finitely generated (not necessarily commutative or unitary) $K$-algebra and $G$ acts on $R$ in such a way that the conditions (i) and (ii) hold.

**Lemma 2.1.** For any $f \in R$ there exists an $f^* \in R^G \cap \sum_{g,h \in G} Kg \cdot f$ such that $f - f^* \in \sum_{g,h \in G} K(g \cdot f - h \cdot f)$.

**Proof.** The statement of the lemma concerns only the finite dimensional representation of $G$ generated by $f$ and does not involve any other algebraic properties of $R$. Therefore the same proof works as for [4, Chapter 3, Lemma 1].

In the next two statements $M$ is a left $R$-module, and we assume that $G$ acts on $M$ by $K$-linear transformations such that

$$g \cdot (ra) = (g \cdot r)(g \cdot a)$$

for every $g \in G$, $r \in R$ and $a \in M$. We denote

$$M^G = \{ a \in M \mid g \cdot a = a \text{ for every } g \in G \}.$$

**Lemma 2.2.** The following equality holds in the $R$-submodule $\sum_{i=1}^r (Rm_i + Km_i)$ generated by $m_1, \ldots, m_r \in M^G$:

$$M^G \cap \sum_{i=1}^r (Rm_i + Km_i) = \sum_{i=1}^r (R^G m_i + Km_i).$$

**Proof.** The proof of [4, Chapter 3, Lemma 2] uses only the left $R$-module structure of $R$ and everything works under our hypotheses.

The above lemma has the following immediate consequence.

**Corollary 2.3.** If $M$ is a Noetherian $R$-module, then $M^G$ is finitely generated as an $R^G$-module.
Lemma 2.4. Assume that $G$ acts on the finitely generated $K$-algebras $R_1$ and $R_2$ such that the action of $G$ on $R_1$ satisfies the conditions (i) and (ii). If $\phi : R_1 \rightarrow R_2$ is a surjective $G$-equivariant homomorphism, then $\phi |_{R_1^G} : R_1^G \rightarrow R_2^G$ is also surjective.

Proof. Take any element of $R_2^G$. By the surjectivity of $\phi$ it is the image of some $f \in R_1$. By Lemma 2.1 we may write $f = f^* + f'$, where $f^* \in R_1^G$ and $f' = \sum_{g,h \in G} \alpha_{g,h}(g \cdot f - h \cdot f)$, with $\alpha_{g,h} \in K$. Then

$$\begin{align*}
\phi(f - f^*) &= \phi(f') = \phi\left( \sum_{g,h \in G} \alpha_{g,h}(g \cdot f - h \cdot f) \right) \\
&= \sum_{g,h \in G} \alpha_{g,h}(g \cdot \phi(f) - h \cdot \phi(f)) = 0,
\end{align*}$$

since $\phi(f) \in R_2^G$. Hence $\phi(f) = \phi(f^*)$, where $f^* \in R_1^G$. \hfill \Box

The proof of [4, Chapter 3, Lemma 3] does not use the commutativity of $R$, so the same argument gives the following assertion.

Lemma 2.5. Let $R = \sum_{i=0}^{\infty} R_i$ be a graded $K$-algebra with $R_0 = K$. If the ideal $R_+ = \sum_{i \geq 1} R_i$ is finitely generated as a two-sided ideal, then $R$ is finitely generated as a $K$-algebra.

Recall that an automorphism $\phi$ of a graded $K$-algebra $R = \sum_{i \geq 0} R_i$ is graded if $\phi(R_i) = R_i$, $i \geq 0$.

Proposition 2.6. Let $R = \sum_{i=0}^{\infty} R_i$ be a finitely generated graded $K$-algebra (with $R_0 = K$), which is left Noetherian (i.e. $R$ is Noetherian as a left $R$-module). Assume, that $G$ acts on $R$ by graded automorphisms such that the conditions (i) and (ii) are satisfied. Then $R^G$ is a finitely generated $K$-algebra.

Proof. It is again a word by word repetition of the proof of the commutative case. Since the elements of $G$ are graded automorphisms, $R^G$ is also graded. The left $R$-submodule $RR^G + R^G$ of $R$ is finitely generated, since $R$ is left Noetherian. Hence by Lemma 2.2, $R^G_+$ is a finitely generated $R^G$-module and, by Lemma 2.5, $R^G$ is a finitely generated $K$-algebra. \hfill \Box

Remark. Obviously the same conclusion holds if the $K$-algebra $R$ is right Noetherian.

Let $M = \sum_{d=0}^{\infty} M_d$ be a graded vector space such that $\dim_K(M_d)$ is finite for all $d$. We associate with $M$ a formal power series with integer coefficients

$$H(M; t) = \sum_{d=0}^{\infty} \dim_K(M_d)t^d \in \mathbb{Z}[t]$$

which is called the Hilbert series of $M$. We say that $H(M; t)$ is rational if there exist some polynomials $P(t), Q(t) \in \mathbb{Z}[t]$ such that $Q(t)H(M; t) = P(t)$ in $\mathbb{Z}[t]$, and we write $H(M; t) = \frac{P(t)}{Q(t)}$ in this case. We shall use the following well known theorem (see e.g. [3, Ch.11]).

Theorem 2.7 [Hilbert-Serre]. Let $R$ be a commutative graded algebra generated by a finite set $u_1, \ldots, u_r$ of homogeneous elements of degree $d_1, \ldots, d_r$, respectively,
and let $M$ be a finitely generated graded $R$-module. Then the Hilbert series $H(M; t)$ is rational and there exists a polynomial $F(t) \in \mathbb{Z}[t]$ such that
\[
H(M; t) = \frac{F(t)}{\prod_{i=1}^{r}(1 - t^{a_i})}.
\]

3. Noncommutative Hilbert-Nagata Theorem

Denote by $K\langle x_1, x_2, \ldots \rangle$ the free associative algebra of countably infinite rank. For simplicity of the notation sometimes we shall also use other symbols, e.g. $x, y, z, y_k, z_j$, etc. instead of $x_k$ to denote different noncommutative variables.

We define long commutators recursively by
\[
[x, y] = xy - yx
\]
and
\[
[x_{i_1}, \ldots, x_{i_n}] = [[x_{i_1}, \ldots, x_{i_{n-1}}], x_{i_n}]
\]
for $n \geq 3$. The commutator ideal
\[
C = (\{u, v \mid u, v \in K\langle V \rangle\})
\]
is the two-sided ideal of $K\langle V \rangle$ generated by all the commutators.

It is known that the following conditions are equivalent for a $T$-ideal $I$ of $K\langle V \rangle$:

1. The algebra $K\langle V \rangle/I$ is left Noetherian;
2. The algebra $K\langle V \rangle/I$ is right Noetherian;
3. The algebra $K\langle V \rangle/I$ satisfies some Engel identity $[y, x, \ldots, x] = 0$;
4. The algebra $K\langle V \rangle/I$ satisfies the identity $[x_1, \ldots, x_n] = 0$ for some $n$.

The equivalence (1) $\iff$ (3) $\iff$ (2) was shown by Latyshev in [14]. In the same paper he proved that any finitely generated PI-algebra satisfying a non-matrix polynomial identity, satisfies also all the identities of some power of $C$. Applying this result to $K\langle V \rangle/I$ we obtain that $K\langle V \rangle/I$ is solvable as a Lie algebra, and, by a theorem of Higgins [9] $K\langle V \rangle/I$ is Lie nilpotent. (Actually Zelmanov [19] proved the stronger result that any Lie algebra (over a field of characteristic zero) satisfying the Engel identity is nilpotent.) The implication (4) $\Rightarrow$ (3) is trivial.

**Theorem 3.1.** The following conditions are equivalent for a $T$-ideal $I$ of the free algebra $K\langle V \rangle$, where $\dim_K(K\langle V \rangle) \geq 2$.

1. The algebra of invariants $(K\langle V \rangle/I)^G$ is finitely generated for any group $G \leq GL(V)$ whose action on $K\langle V \rangle/I$ satisfies the condition (ii);
2. The algebra $K\langle V \rangle/I$ satisfies the polynomial identity $[x_1, \ldots, x_n] = 0$ for some $n$.

**Proof.** (1) $\Rightarrow$ (2): It is well known that for any $T$-ideal $I$ of $K\langle V \rangle$ either $K\langle V \rangle/I$ satisfies $[x_1, \ldots, x_n] = 0$ for some $n$ or $I$ is contained in $C^2$. (Indeed, if $I$ is not contained in $C^2$, then $I + C^2$ contains some non-zero linear combination of long commutators, hence $I$ contains an Engelian element $[x_2, x_3, \ldots, x_1]$.) In the latter case $K\langle V \rangle/C^2$ is a homomorphic image of $K\langle V \rangle/I$, so by Lemma 2.4 it suffices to show a group $G \leq GL(V)$ such that $(K\langle V \rangle/C^2)^G$ is not finitely generated, and the action of $G$ satisfies (ii). We claim that the algebra $(K\langle x_1, \ldots, x_m \rangle/C^2)^G$ is not finitely generated where $G$ is the torus
\[
G = \{ \text{diag(} \nu, \nu^{-1}, 1, \ldots, 1 \} \mid \nu \in K^* \}.
\]
In order to prove the claim we can use an example given by Kharchenko in [11]. Consider the factor algebra $K\langle x, y \rangle / (yx)$ of the free algebra $K\langle x, y \rangle$ modulo the two-sided ideal generated by $yx$. It satisfies the identity $[x_1, x_2][x_3, x_4] = 0$, so there exists a unique homomorphism

$$\phi : K\langle x_1, \ldots, x_m \rangle / C^2 \to K\langle x, y \rangle / (yx)$$

such that

$$x_1 + C^2 \to \bar{x} = x + (yx)$$
$$x_2 + C^2 \to \bar{y} = y + (yx)$$
$$x_3 + C^2 \to 0$$
$$\vdots$$
$$x_m + C^2 \to 0.$$

We define the action of $G$ on $K\langle x, y \rangle / (yx)$ in the obvious way. Then $\phi$ is $G$-equivariant and Lemma 2.4 gives that $\phi(K(x_1, \ldots, x_m)/C^2)^G = (K(x, y)/(yx))^G$. Hence it is sufficient to show that the latter is not finitely generated.

$(2) \Rightarrow (1)$ : We may apply Proposition 2.6 with $R = K\langle V \rangle / I$.

Remark. There are examples with different groups acting on $K\langle V \rangle / C^2$ such that the conditions (i) and (ii) hold, however, the algebra of invariants is not finitely generated. For example, it can be shown that $(K\langle x_1, x_2 \rangle / C^2)_{SL_2}$ is not finitely generated, with the canonical action of the special linear group $SL_2$ on the 2-dimensional vector space $V$.

Corollary 3.2. Let $R$ be a finitely generated $K$-algebra satisfying some Engel identity $[y, x, \ldots, x] = 0$. If the action of $G$ on $R$ satisfies the condition (i) and any finite dimensional representation of $G$ satisfies (ii), then the algebra of fixed points $R^G$ is finitely generated. (In particular, if $G$ is a reductive linear algebraic group acting rationally on $R$, then $R^G$ is finitely generated.)

Proof. Take any finite set of generators of $R$, it is contained in a finite dimensional $G$-invariant subspace $V$ of $R$ by (i), and any basis $b_1, \ldots, b_m$ of this space forms another generating set of the algebra. The action of $G$ on $V$ induces an action on $K\langle V \rangle = K\langle x_1, \ldots, x_m \rangle$, and the homomorphism

$$K\langle x_1, \ldots, x_m \rangle \to R$$

defined by

$$x_i \to b_i \quad (i = 1, \ldots, m)$$

is $G$-equivariant and factors through the algebra $K\langle x_1, \ldots, x_m \rangle / I$, where $I$ is the intersection of $K\langle x_1, \ldots, x_m \rangle$ with the T-ideal generated by $[y, x, \ldots, x]$. Therefore $R^G$ is a homomorphic image of $(K\langle x_1, \ldots, x_m \rangle / I)^G$ by Lemma 2.4, and the latter is finitely generated by Theorem 3.1.\qed
Remark. It is clear that the same conclusion holds under the weaker condition that the action of $G$ on $K\langle V \rangle/I$ satisfies (ii), where $V$ and $I$ are the same as in the proof of Corollary 3.2.

One may paraphrase our results in the following way. The Hilbert-Nagata theorem holds in a variety of associative unitary $K$-algebras if and only if the variety is Noetherian, that is, any finitely generated algebra in the variety is Noetherian. For comparison, recall that Kharchenko showed in [11] that Noether’s theorem holds in a variety if and only if it is weakly Noetherian (and he noted also that the Hilbert-Nagata theorem may fail in some weakly Noetherian varieties). This difference demonstrates that though the Hilbert Basis Theorem is a crucial ingredient of the proofs of these theorems in the commutative case, its role is a little bit different in the finite and the reductive group case.

4. Rationality of the Hilbert series

Let $f$ be an element of the free algebra $K\langle x_1, x_2, \ldots \rangle$. We say that $f = 0$ is a non-matrix polynomial identity if it is not an identity for the $2 \times 2$ matrix algebra over $K$. The following conditions are equivalent for a T-ideal $I$ of $K\langle V \rangle$ (where $\dim_K(V) \geq 2$).

1. The algebra $K\langle V \rangle/I$ satisfies some non-matrix identity;
2. The ideal $I$ contains $[x_1, x_2]^n$ for sufficiently large $n$;
3. The algebra $K\langle V \rangle/I$ satisfies the identity $[x_1, x_2] \cdots [x_{2k-1}, x_{2k}] = 0$ for sufficiently large $k$.

$(1) \Rightarrow (2)$ was proved by Amitsur in [2], $(2) \Rightarrow (3)$ is a result of Latyshev [14], and $(3) \Rightarrow (1)$ is trivial.

**Theorem 4.1.** Let $I$ be a T-ideal of $K\langle V \rangle$, and let $G$ be a subgroup of $GL(V)$ such that the action of $G$ on $K\langle V \rangle$ satisfies (ii). (In particular, $G$ may be a reductive linear algebraic subgroup of $GL(V)$.) If $K\langle V \rangle/I$ satisfies some non-matrix identity, then $(K\langle V \rangle/I)^G$ has a rational Hilbert series and

$$H((K\langle V \rangle/I)^G; t) = \frac{F(t)}{\prod_{i=1}^r (1 - t^{d_i})},$$

where $F(t)$ is a polynomial with integer coefficients, $r \in \mathbb{N}$ and $d_1, \ldots, d_r \in \mathbb{N}$.

**Proof.** We use ideas of [5] and [13]. The ideal $I$ contains some power $C^{k+1}$ of the commutator ideal $C$ of $K\langle V \rangle$. For any exact sequence of graded vector spaces

$$0 \to M_1 \to M \to M_2 \to 0$$

the equality $H(M; t) = H(M_1; t) + H(M_2; t)$ holds. Hence we have

$$H((K\langle V \rangle/I)^G; t) = \sum_{d=0}^k H(((C^d/(I \cap C^d + C^{d+1})))^G; t)$$

and it suffices to establish the theorem for the case $C^{d+1} \subseteq I \subseteq C^d$ ($d = 0, 1, \ldots$). The result is known for $d = 0$, because in this case $K\langle V \rangle/I \cong K[V]$. We assume that $d \geq 1$ and denote the images of $x_1, \ldots, x_m$ in $K\langle x_1, \ldots, x_m \rangle/C^{d+1}$ by the same symbols. It is also known that $C^d/C^{d+1}$ is spanned over $K$ by the elements

$$w = w(x_1, \ldots, x_m) = x_1^{a_1} \cdots x_m^{a_m} \prod_{s=1}^d ([x_i, x_j] \prod_{k=1}^m (ad x_k)^{b_{i,k}}),$$
where \(a_1, \ldots, a_m, b_k \ (1 \leq s \leq d, \ 1 \leq k \leq m)\) are non-negative integers, \(i_s, j_s \in \{1, \ldots, m\}\) and \(x(\text{ad} \ y)^b = [x, y, \ldots, y]\) (here the number of the \(y\)'s is \(b\)). We define an action of the commutative polynomial algebra

\[
R = K[t_1, \ldots, t_m, u_{sk} \mid 1 \leq s \leq d, \ 1 \leq k \leq m]
\]

on \(C^d/C^{d+1}\) by

\[
\prod_{i=1}^{m} e_i^t \prod_{s=1}^{m} t_s^{e_{sk}} \cdot w = \prod_{s=1}^{d} \prod_{k=1}^{d} \left( [x_i, x_j] \prod_{i=1}^{m} (\text{ad} \ x_k)^{b_{sk}+e_{sk}} \right).
\]

The group \(GL(V) = GL_m\) acts on \(R\) by

\[
g \cdot t_j = \sum_{i=1}^{m} g_{ij} t_i, \ g \cdot u_{sj} = \sum_{i=1}^{m} g_{ij} u_{xi}, \ g = (g_{ij}) \in GL_m.
\]

It is obvious that the action of \(GL_m\) on the \(R\)-module \(C^d/C^{d+1}\) satisfies \(g \cdot (fh) = (g \cdot f)(g \cdot h)\) for any \(g \in GL_m\), \(f \in R\) and \(h \in C^d/C^{d+1}\). Let \(R_0\) be the subalgebra of \(R\) generated by \(t_1, \ldots, t_m, \ e_i(u_1, \ldots, u_d) \ (1 \leq i \leq d, \ 1 \leq j \leq m)\), where \(e_i\) is the \(i\)th elementary symmetric function in \(d\) variables. Denote by \(R_1\) the \(GL_m\)-submodule of \(R\) generated by \(R_0\), so \(R_1\) is the subalgebra of \(R\) generated by \(t_1, \ldots, t_m, \ e_i(u_1, \ldots, u_d) \ (1 \leq i \leq d, \ 1 \leq j \leq m, \ g \in GL_m)\). For any \(q \in K, \ g \in GL_m\), and \(i = 1, \ldots, m\) we have the equality

\[
w(x_1 + q[x_1, g \cdot x_i], \ldots, x_m + q[x_m, g \cdot x_i]) = \prod_{s=1}^{d} (1 + qg \cdot u_{si}) \cdot w.
\]

Since \(I\) is a \(T\)-ideal, by standard Vandermonde arguments we obtain that \(I\) is an \(R_1\)-submodule of \(C^d\).

Since \(C^d/C^{d+1}\) is a finitely generated \(R\)-module and \(R\) is a finitely generated \(R_0\)-module, we obtain that \(C^d/C^{d+1}\) is also finitely generated as an \(R_1\)-module. Since \(I/C^{d+1}\) is an \(R_1\)-submodule of \(C^d/C^{d+1}\) this implies that \(C^d/I\) is a Noetherian \(R_1\)-module. By Corollary 2.3 the \(R_1^G\)-module \((C^d/I)^G\) is finitely generated. Our conditions imply that the action of \(G\) on \(R_1\) also satisfies (ii), because any irreducible polynomial representation of \(GL(V)\) is a direct summand of \(K(V)\). Hence \(R_1^G\) is finitely generated by the commutative Hilbert-Nagata theorem, and Theorem 2.7 implies that \(H((C^d/I)^G; t)\) has the desired form. \(\square\)

Remarks. The proof of the above theorem remains valid under the condition that the action of \(G\) on \(K[W]\) satisfies (ii) whenever the representation of \(G\) on \(W\) is equivalent to a direct sum of some copies of \(V\).

The free algebra \(K(V)\) has a rational Hilbert series. It is shown in [1] that if \(SL_2 \to GL(V)\) is any irreducible rational representation, then the Hilbert series of \(K\langle V \rangle^{SL_2}\) is algebraic, but usually it is not rational. Hence Theorem 4.1 is not an immediate consequence of the fact that \(K(V)/I\) has a rational Hilbert series whenever \(I\) contains some non-matrix identity (see [5]).

The algebra \((K(V)/I)^G\) has a rational Hilbert series when the conditions of Theorem 3.1 are satisfied, and hence the algebra of invariants is finitely generated. (Actually, in this case we can repeat verbatim the usual proof of Theorem 2.7, using that \(K(V)/I\) is left Noetherian.) Comparing the two theorems we assert that there are examples where the algebra of invariants is not finitely generated, however, it has a rational Hilbert series.
5. Non-unitary varieties

Denote by $K_+(V)$ the subalgebra of $K(V)$ consisting of polynomials with zero constant term. We define T-ideals of $K_+(V)$ similarly to the case of $K(V)$. An ideal $I$ of $K_+(V)$ is called a T-ideal if it is closed under $K$-algebra endomorphisms of $K_+(V)$ and $K_+(V)/I$ is the relatively free algebra of rank $m = \dim_K(V)$ in the variety of non-unitary associative $K$-algebras satisfying the identities $f = 0$ (with $f \in I$).

Obviously, if $I$ is a proper T-ideal of $K(V)$, then it is a T-ideal of $K_+(V)$ too. It is also clear that $(K(V)/I)^G = K + (K_+(V)/I)^G$ for any $G \leq GL(V)$ and any $G$-invariant ideal $I$. So the difference between the unitary and the non-unitary case is that we have more T-ideals in the non-unitary case. The aim of this section is to describe all the T-ideals of $K_+(V)$ such that $(K_+(V)/I)^G$ is finitely generated for all groups $G$ whose action satisfies (ii).

We recall that a relatively free algebra $K_+(V)/I$ is weakly Noetherian, if it satisfies the ascending chain condition for two-sided ideals. As we mentioned in the introduction, Kharchenko in [11] extended the commutative Hilbert-Noether theorem on finite generation of the algebra of invariants of finite groups to weakly Noetherian varieties. It was shown by L’vov in [15] that $K_+(V)/I$ (where $\dim_K(V) \geq 2$) is weakly Noetherian if and only if $I$ contains an element of the form

\[
yx^n y - \sum_{i+j>0} a_{ij} x^i y x^{n-i-j} y x^j, \quad a_{ij} \in K.
\]

The next characterization of weakly Noetherian relatively free algebras is due to Mal’tsev [16]. We give an alternative proof which gives additional information on the weakly Noetherian varieties and is of independent interest. Throughout the section $U$ denotes the T-ideal of $K_+(x_1, x_2, \ldots)$ generated by $x_1[x_2, x_3]x_4$.

**Proposition 5.1.** Let $I$ be a T-ideal of $K_+(V)$ where $\dim_K(V) \geq 2$. Then the algebra $K_+(V)/I$ is weakly Noetherian if and only if $I$ is not contained in $U$.

Consider $K_+(V) = K_+(x_1, \ldots, x_m)$ as a $GL_m$-module. The isomorphism types of the irreducible summands of the submodule of homogeneous polynomials of degree $n$ are parametrized by partitions of $n$ into not more than $m$ parts. Let $\lambda = (\lambda_1, \ldots, \lambda_r)$, $r \leq m$, be a partition of $n$ (we use the notation $\lambda \vdash n$), i.e. $\lambda_1 \geq \cdots \geq \lambda_r \geq 0$ are integers with $\lambda_1 + \cdots + \lambda_r = n$. For any partition $\lambda = (\lambda_1, \ldots, \lambda_r) \vdash n$, $r \leq m$, we denote by $M(\lambda)$ the isomorphism type of the irreducible $GL(m)$-module corresponding to $\lambda$. We have

\[
K_+(x_1, \ldots, x_m)/(U \cap K_+(x_1, \ldots, x_m)) \cong \sum_{n=1}^{\infty} \sum_{\lambda \vdash n} n_\lambda M(\lambda)
\]

as $GL_m$-modules, where $n_\lambda$ denotes the multiplicity of the irreducible module $M(\lambda)$. We denote by $A$ the following subalgebra of the $3 \times 3$ matrix algebra:

\[
A = \left\{ \begin{pmatrix} 0 & a & b \\ 0 & c & d \\ 0 & 0 & 0 \end{pmatrix} \mid a, b, c, d \in K \right\}.
\]

**Lemma 5.2.** The T-ideal of the polynomial identities of $A$ coincides with $U$. The multiplicities $n_\lambda$ of $M(\lambda)$ in the relatively free algebra associated with $U$ are the
following:

\[ n_\lambda = \begin{cases} 
1, & \text{if } \lambda = (n) \ (n \geq 1); \\
2, & \text{if } \lambda = (n-1, 1) \ (n \geq 3); \\
1, & \text{if } \lambda = (n-2, 2) \ (n \geq 4); \\
1, & \text{if } \lambda = (n-2, 1, 1) \ (n \geq 3); \\
1, & \text{if } \lambda = (1, 1); \\
0, & \text{in all other cases.}
\end{cases} \]

**Proof.** Since \( U \) contains no element of degree smaller than 4, the multiplicity of \( M(\lambda) \) is the same as in the free algebra when \( \lambda \vdash 1 \), \( \lambda \vdash 2 \) or \( \lambda \vdash 3 \). We denote by \( x_i \) both the generators of \( K(V) \) and their images in \( K(V)/(U \cap K(V)) \). Consider any monomial

\[ x_{i_0} x_{i_1} \cdots x_{i_r} x_{i_{r+1}} \in K(V)/(U \cap K(V)), \]

where \( r \geq 2 \). Using the identity \( x[y, z]v = 0 \) we may exchange any two variables closed between \( x_{i_0} \) and \( x_{i_{r+1}} \) and, hence we may assume that \( i_1 \leq \ldots \leq i_r \). Therefore as a \( GL_m \)-module, \( K(V)/(U \cap K(V)) \) is a factor module of \( V \otimes K[V] \otimes V \).

Applying the branching rule we compute the multiplicities of the irreducible components of \( V \otimes K[V] \otimes V \), and we conclude that the values given in the statement of the lemma are upper bounds for \( n_\lambda \).

One can easily check that the algebra \( A \) satisfies the identity \( x_1 [x_2, x_3] x_4 = 0 \). Hence its T-ideal contains \( U \). Let \( S_k \) be the symmetric group of degree \( k \). For a fixed \( n \geq 4 \) we consider the following elements in \( K_+ \langle x_1, \ldots, x_m \rangle \):

\[ f_1 = x_1^n, \]
\[ f_2 = x_1^{n-2} [x_2, x_1] = - \sum_{\sigma \in S_2} (\text{sign } \sigma) x_1^{n-2} x_{\sigma(1)} x_{\sigma(2)}, \]
\[ f_3 = [x_2, x_1] x_1^{n-2} = - \sum_{\sigma \in S_2} (\text{sign } \sigma) x_{\sigma(1)} x_{\sigma(2)} x_1^{n-2}, \]
\[ f_4 = [x_2, x_1] x_1^{n-4} [x_2, x_1] = \sum_{\sigma \in S_2} \sum_{\tau \in S_2} (\text{sign } \sigma)(\text{sign } \tau) x_{\sigma(1)} x_{\sigma(2)} x_1^{n-4} x_{\tau(1)} x_{\tau(2)}, \]
\[ f_5 = [x_2, x_1] x_1^{n-4} [x_3, x_1] - [x_3, x_1] x_1^{n-4} [x_2, x_1] = \sum_{\sigma \in S_3} (\text{sign } \sigma)[x_{\sigma(1)}, x_1] x_1^{n-4} x_{\sigma(2)} x_{\sigma(3)}. \]

The polynomials \( f_1, f_2, f_3, f_4, f_5 \) are highest weight vectors generating irreducible \( GL_m \)-submodules of \( K(V) \) isomorphic to \( M(n), M(n-1, 1), M(n-1, 1), M(n-2, 2) \) and \( M(n-2, 1, 1) \), respectively. (For details see e.g. [6].) The substitution

\[ x_1 \rightarrow \begin{pmatrix} 0 & 0 & 0 \\ 0 & \rho & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad x_2 \rightarrow \begin{pmatrix} 0 & \eta & 0 \\ 0 & 0 & \nu'' \\ 0 & 0 & 0 \end{pmatrix}, \quad x_3 \rightarrow \begin{pmatrix} 0 & \eta' & 0 \\ 0 & 0 & \nu' \\ 0 & 0 & 0 \end{pmatrix}, \]

\( \rho, \eta, \nu, \eta', \nu' \in K \), shows that \( f_1, f_4, f_5 \), and any linear combination of \( f_2 \) and \( f_3 \) are not contained in the T-ideal of identities of \( A \). This proves both that the T-ideal of identities of \( A \) equals \( U \) and that the multiplicities \( n_\lambda \) are as we claimed. \( \square \)

**Proof of Proposition 5.1.** First we show that if the T-ideal \( I \) contains properly \( U \cap K(V) \), then \( K_+ \langle V \rangle/I \) is weakly Noetherian. So assume that \( U \cap K(V) \leq I \). Then
I contains $f_1, f_4, f_5$ or some linear combination of $f_2$ and $f_3$ (for suitable $n$), where $f_i$ are the polynomials introduced in the proof of Lemma 5.2. If $I$ contains $f_1$, then $K_+(V)/I$ is nilpotent, and hence finite dimensional by the Dubnov-Ivanov-Nagata-Higman theorem (see for example [10]). Any non-zero linear combination of $f_2$ and $f_3$ is of the form $(*)$. (Actually, we can say more. If $I$ contains some linear combination of $f_2$ and $f_3$, then it is left or right Noetherian by [14].) The polynomial $f_4$ again has the form $(*)$. If $I$ contains $f_5$, then it also contains

$$f_5(x_1, x_2, x_2 x_1) = [x_2, x_1]x_1^{n-4}[x_2, x_1]x_1 - [x_2, x_1]x_1 x_1^{n-4}[x_2, x_1].$$

Since $I$ contains $U \cap K\langle x_1, x_2, x_3 \rangle$, we obtain that $I$ contains $[x_2, x_1]x_1^{n-3}[x_2, x_1]$, i.e. $I$ contains an identity of the form $(*)$.

Now assume that $I$ is any T-ideal of $K_+(V)$ not contained in $U$. Then $I + (U \cap K(V))$ contains properly $U \cap K(V)$, hence $K_+(V)/(I + (U \cap K(V)))$ is weakly Noetherian, implying that $I + (U \cap K(V))$ contains an element of the form $(*)$. Any element in $U$ which depends on two variables only is a sum of polynomials

$$f(x_1, x_2)[g(x_1, x_2), h(x_1, x_2)]l(x_1, x_2)$$

($f, g, h, l \in K_+(x_1, x_2)$), and it is easy to see that such an element does not contain the monomial $x_2 x_1^n x_2$. Therefore $I$ itself contains an element of the form $(*)$, and hence $K_+(V)/I$ is weakly Noetherian.

The above arguments show also that if $I$ is contained in $U$, then it does not contain an identity of the form $(*)$, implying that $K_+(V)/I$ is not weakly Noetherian.

**Proposition 5.3.** Let $C$ be the commutator ideal of $K\langle x_1, x_2, \ldots \rangle$, and let $I$ be any T-ideal of $K_+(x_1, x_2, \ldots)$. Then $I$ is not contained in $C^2$ if and only if it contains a multilinear identity

$$(**)
 x_1 \ldots x_N y z_1 \ldots z_M = \sum_{i=1}^r a_i v_i y w_i,
$$

where $N, M, r$ are positive integers, $a_i \in K$, and $v_i, w_i$ are monomials such that the degree of $w_i$ is strictly smaller than $M$ ($i = 1, \ldots, r$).

**Proof.** Any multilinear element of $C^2$ is a linear combination of polynomials

$$x_{i1} \ldots x_{ir} [x_{j1}, \ldots, x_{jr}][x_{k1}, \ldots, x_{ks}].$$

It is easy to see that for any variable $y$ of the above polynomial the number of monomials in which $y$ occurs in the $i$th position is even for any $i$. Hence $C^2$ does not contain a polynomial of the form $(**)$.

Now assume that $I$ is not contained in $C^2$. It is proved in [17] that $I$ contains $x^k(y(\text{ad } x))^l x^p$ for some positive integers $k, l, p$. (In order to see this, in [17] one should trace back the proof of Theorem 3.14 till Lemma 3.3, concluding that any polynomial identity not contained in $C^2$ has a consequence

$$\sum_{i=0}^n (-1)^i \binom{n}{i} x^{n+i} [y, x] x^{2n-i} = x^n (y(\text{ad } x)^{n+1}) x^n.$$
modulo \( C^2 \). Since \( C^2 \) does not contain polynomials \( f(x, y) \) which are linear in \( y \), one obtains the statement.) In the equality

\[
x^k(y(\text{ad } x)^l)x^p = x^k y x^{l+p} + \sum_{i=1}^l b_i x^{k+i} y x^{l+p-i}, \quad b_i \in K,
\]

we make the substitution \( x \rightarrow x + z^2 \), and take the multihomogeneous component of degree \( k \) in \( x \) of the resulting polynomial. We obtain that \( I \) contains some polynomial

\[
x^k y z^{2(l+p)} + \sum_{i=1}^s b_i' v_i' y w_i',
\]

where \( \deg(w_i') < 2(l + p), (i = 1, \ldots, s) \). The linearization of the above polynomial in \( z \) equals

\[
x^k y P(z_1, \ldots, z_{2(l+p)}) + \sum_{i=1}^t b_i'' v_i'' y w_i''
\]

where \( P(x_1, \ldots, x_n) = \sum_{\sigma \in S_n} z_{\sigma(1)} \ldots z_{\sigma(n)} \). It is proved in [10] that there exists an integer \( S \) such that \( z_1 \ldots z_S \) is a linear combination of some polynomials \( P(u_1, \ldots, u_{2(l+p)}) \), where \( u_1, \ldots, u_{2(l+p)} \) are monomials such that \( u_1 \ldots u_{2(l+p)} \) is multilinear in \( z_1, \ldots, z_S \). Let us make the same substitutions in the above polynomial and take the same linear combination of the resulting polynomials, in order to obtain

\[
x^k y z_1 \ldots z_S + \sum_{i=1}^q b_i''' v_i''' y w_i'''
\]

where \( \deg(w_i''') < S \). Now doing a similar process with the \( x \)'s we can obtain a multihomogeneous element in \( I \) of the form

\[
x_1 \ldots x_N y z_1 \ldots z_S + \sum_{i=1}^n a_i v_i y w_i,
\]

where no \( w_i \) contains all the variables \( z_1, \ldots, z_S \). Let us substitute

\[
z_i \rightarrow z_{(i-1)j+1} \ldots z_{ij}, \quad (i = 1, \ldots, S).
\]

Choosing \( j \) sufficiently large we obtain an identity of the form (**) \( \square \).

**Lemma 5.4.** Let the \( T \)-ideal \( I \) of \( K_+ \langle x_1, x_2, \ldots \rangle \) contain an element of the form (\*). Then for any positive integers \( d \) and \( m \) there exists a positive integer \( N = N(d, m) \) such that for any \( i_1, \ldots, i_N \in \{1, \ldots, m\} \) and \( 0 \leq s_1 \leq \ldots \leq s_{d-1} \leq N \) the \( T \)-ideal \( I \) contains a multihomogeneous element of the form

\[
(* *) \quad x_1 y_{i_1} \ldots y_{i_{i_1}} x_2 y_{i_{i_1+1}} \ldots y_{i_{i_2}} x_3 \ldots y_{i_N} x_d
\]

\[- \sum_{j=1}^r f_j(y_1, \ldots, y_m) g_j(x_1, \ldots, x_d, y_1, \ldots, y_m) h_j(y_1, \ldots, y_m),
\]

where \( r \in \mathbb{N} \), the polynomials \( f_j \) and \( h_j \) do not depend on \( x_1, \ldots, x_d \) and the degree of \( g_j \) is strictly smaller than \( N + d \) for \( j = 1, \ldots, r \).
Proof. Let \( \bar{K} \) be the algebraic closure of \( K \). It is well known that the \( \bar{K} \)-vector subspace \( I = \bar{K} \otimes_K I \) of \( \bar{K} \otimes_K \bar{K} \langle x_1, x_2, \ldots \rangle \cong \bar{K} \langle x_1, x_2, \ldots \rangle \) is a T-ideal of \( \bar{K} \langle x_1, x_2, \ldots \rangle \). Hence if we establish the statement for \( \bar{K} \), then we immediately obtain it for \( K \). Therefore, without loss of generality we may assume that the base field \( K \) is algebraically closed. Let \( \rho \in K \) be a primitive \( d \)th root of unity and let \( G \) be the subgroup of the automorphism group of \( K_+ \langle x_1, \ldots, x_d, y_1, \ldots, y_m \rangle \) generated by the automorphism
\[
\begin{align*}
x_1 &\rightarrow \rho x_1, \ldots, x_d \rightarrow \rho x_d, \\
y_1 &\rightarrow y_1, \ldots, y_m \rightarrow y_m.
\end{align*}
\]
By [15] and [11] the algebra \( K_+ \langle x_1, \ldots, x_d, y_1, \ldots, y_m \rangle / I \) is weakly Noetherian and its subalgebra of \( G \)-invariants is finitely generated. On the other hand, the monomials
\[x_1 y_1 \cdots y_{s_1} x_2 y_{i_2+1} \cdots y_{s_2} x_3 \cdots y_{i_N} x_d\]
are invariants of \( G \) and, if \( N \) is sufficiently large, they can be expressed with invariants of strictly lower degree. Clearly, a polynomial is an invariant of \( G \) if and only if the total degree in the \( x \)'s of each of its monomials is divisible by \( d \). This means that \( I \) contains polynomials of type \( \ast \ast \ast \). \( \square \)

Now we are able to establish the main result of this section. We denote by \( U \) and \( C \) the same T-ideals as earlier in the section.

Theorem 5.5. For a T-ideal \( I \) of the non-unitary free algebra \( K_+ \langle V \rangle \), \( \dim_K(V) \geq 2 \), the following two conditions are equivalent.

1. The algebra of invariants \( (K_+ \langle V \rangle / I)^C \) is finitely generated for all subgroups \( G \) of \( GL(V) \) whose action on \( K_+ \langle V \rangle / I \) satisfies (ii);
2. The T-ideal \( I \) is contained neither in \( U \) nor in \( C^2 \).

Proof. (1) \( \Rightarrow \) (2) : If \( I \) is contained in \( U \), then \( K \langle V \rangle / I \) is not weakly Noetherian by Proposition 5.1 and hence \( (K_+ \langle V \rangle / I)^C \) is not finitely generated for some finite group \( G \). We showed already in the proof of Theorem 3.1 that (1) implies that \( I \) is not contained in \( C^2 \).

(2) \( \Rightarrow \) (1) : If \( I \) is not contained in \( C \), then \( K_+ \langle V \rangle / I \) is finite dimensional by the Dubnov-Ivanov-Nagata-Higman theorem, and there is nothing to prove. So we may assume that \( I \) is contained in \( C \). Let \( \bar{C} \) be the commutator ideal of \( \bar{R} = K_+ \langle V \rangle / I \). The vector space \( C^d / C^{d+1} \) is both left and right module over \( \bar{R} = R / \bar{C} \cong K_+ \langle V \rangle \).

We claim that \( C^d / C^{d+1} = D_d + E_d \), where \( D_d \) is a finitely generated left \( \bar{R} \)-module and \( E_d \) is a finitely generated right \( \bar{R} \)-module \((d = 1, 2, \ldots)\). In order to see this we consider the following finite set of polynomials in \( C^d / C^{d+1} \):
\[
\begin{align*}
y_1^{(0)} \cdots y_n^{(0)} z_1^{(1)} z_2^{(1)} y_1^{(1)} \cdots y_{s_1}^{(1)} z_1^{(2)} z_2^{(2)} y_1^{(2)} \cdots y_{s_{d-1}}^{(2)} z_1^{(d)} z_2^{(d)} y_1^{(d)} \cdots y_p^{(d)}
\end{align*}
\]
where \( n \leq N - 1, p \leq M - 1 \) \((N, M \) are from Proposition 5.3), \( s_1 + \ldots + s_{d-1} \leq N(d, m) \) \((N \langle d, m \rangle \) is from Lemma 5.4) and \( y_i^{(j)}, z_k^{(l)} \) are any variables from the set \( \{x_1, \ldots, x_m\} \). Let \( D_d \) (respectively \( E_d \)) be the left (respectively right) \( \bar{R} \)-module generated by this set. Clearly \( C^d / C^{d+1} \) is spanned by the polynomials
\[
\begin{align*}
y_1^{(0)} \cdots y_q^{(0)} z_1^{(1)} \cdots z_2^{(1)} y_1^{(1)} \cdots y_{t_1}^{(1)} z_1^{(2)} \cdots z_2^{(2)} y_1^{(2)} \cdots y_{t_{d-1}}^{(2)} z_1^{(d)} \cdots z_2^{(d)} y_1^{(d)} \cdots y_r^{(d)}
\end{align*}
\]
where there is no restriction on \( q, r, t_1, \ldots, t_{d-1} \). If \( t_1 + \ldots + t_{d-1} \geq N(d, m) \), then by Lemma 5.4 this polynomial can be expressed as a linear combination of similar
polynomials with less than $N(d, m)$ variables among the commutators. If for some of the new polynomials $q \geq N$ and $r \geq M$, then by Proposition 5.3 we may express it as a linear combination of similar polynomials with $r \leq M - 1$ and it is contained in $D_d$. If $q \leq N - 1$ (respectively $r \leq M - 1$), then we see immediately that the above polynomial is contained in $D_d$ (respectively $D_d$). This completes the proof of the claim.

Our assumptions clearly imply that the action of $G$ on $\hat{R}$ satisfies conditions (i) and (ii), hence by Corollary 2.3 the left $\hat{R}^G$-module $D^G_d$ and the right $\hat{R}^G$-module $E^G_d$ are finitely generated. Since $I$ is not contained in $C^2$, by [17] the T-ideal $I$ contains a polynomial $[z, x]^k(y(\text{ad } [z, x])^l)[z, x]^n$ for suitable $k, l, n$. The matrix unit substitution $x \rightarrow e_{12}, y \rightarrow e_{12}, z \rightarrow e_{21}$ shows that this polynomial is not contained in the T-ideal of the identities of the $2 \times 2$ matrix algebra. Additionally the above polynomial is proper (i.e. it is a linear combination of products of commutators), so the T-ideal it generates in $K\langle x_1, x_2, \ldots \rangle$ is a non-matrix T-ideal in the free unitary algebra $K\langle x_1, x_2, \ldots \rangle$. Hence we may conclude from the remarks at the beginning of Section 4 that $C^k = 0$ for sufficiently large $k$. Now we may take a finite set of elements in $\hat{R}^G$ such that their images generate $\hat{R}^G$ as a $K$-algebra (by the commutative Hilbert-Nagata theorem), $D^G_d$ as left $\hat{R}^G$-module and $E^G_d$ as a right $\hat{R}^G$-module ($d = 1, 2, \ldots, k - 1$). Clearly these elements generate $\hat{R}^G$ as a $K$-algebra.

The above theorem has the following immediate consequence, which is in the flavour of Corollary 3.2.

**Corollary 5.6.** Let $R$ be a finitely generated $K$-algebra such that $R$ satisfies a polynomial identity not contained in $U$ and a polynomial identity not contained in $C^2$. Let $G$ act on $R$ such that (i) holds, and assume that there exists a finite dimensional subspace $V$ of $R$ generating $R$ as an algebra such that the action of $G$ on $K[V]$ satisfies (ii). Then $R^G$ is finitely generated. (In particular, if $G$ is a reductive linear algebraic group acting rationally on $R$, then $R^G$ is finitely generated.)

**Remark.** Obviously, Theorem 4.1 holds also in the case when $I$ is a T-ideal of the free non-unitary algebra $K_+(V)$, provided that $I$ contains some power of $C$.

By the above theorem we have examples of non-Noetherian algebras for which the Hilbert-Nagata theorem holds.
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