OPERATOR VALUED WEIGHTS
WITHOUT STRUCTURE THEORY

TONY FALCONE AND MASAMICHI TAKESAKI

Abstract. A result of Haagerup, generalizing a theorem of Takesaki, states the following:

If \( \mathcal{N} \subset \mathcal{M} \) are von Neumann algebras, then there exists a faithful, normal and semi-finite (fns) operator valued weight \( T: \mathcal{M}_+ \rightarrow \hat{\mathcal{N}}_+ \) if and only if there exist fns weights \( \tilde{\varphi} \) on \( \mathcal{M} \) and \( \varphi \) on \( \mathcal{N} \) satisfying \( \sigma_T^\varphi(x) = \sigma_{\tilde{\varphi}}^\varphi(x) \) \( \forall x \in \mathcal{N}, t \in \mathbb{R} \).

In fact, \( T \) can be chosen such that \( \tilde{\varphi} = \varphi \circ T \); \( T \) is then uniquely determined by this condition.

We present a proof of the above which does not use any structure theory.

0. Introduction

Consider the following theorem of Haagerup:

Theorem. Let \( \mathcal{N} \subset \mathcal{M} \) be von Neumann algebras. There exists a faithful, semi-finite normal operator valued weight \( T: \mathcal{M}_+ \rightarrow \hat{\mathcal{N}}_+ \) if and only if there exist faithful semi-finite normal weights \( \tilde{\varphi} \) on \( \mathcal{M} \) and \( \varphi \) on \( \mathcal{N} \) such that

\[
\sigma_T^\varphi(x) = \sigma_{\tilde{\varphi}}^\varphi(x), \quad x \in \mathcal{N}.
\]

If this condition is satisfied, then \( T \) can be chosen in such a way that \( \tilde{\varphi} = \varphi \circ T \); moreover, \( T \) is uniquely determined by this identity.

Haagerup’s proof of the above depends upon the use of structure theory, i.e., the existence of a crossed product decomposition of a general von Neumann algebra \([\text{Haa1}], [\text{Haa2}]\). However, it is possible to demonstrate this without recourse to the crossed product. The method for showing this depends critically on a result of Connes-Masuda which provides a converse to the theorem purporting the existence of the Radon-Nikodým cocycle derivative. (Masuda’s result does not use structure theory, unlike that of Connes.) This result implies that, given an invariance condition like that in the hypothesis, a weight on \( \mathcal{N} \) induces one on \( \mathcal{M} \). With the ability to associate weights on \( \mathcal{N} \) to weights on \( \mathcal{M} \), it is possible to construct an operator valued weight \( T: \mathcal{M}_+ \rightarrow \hat{\mathcal{N}}_+ \).

The desire to recast the proof of the above in a form which does not depend on any structure theory is motivated by the belief that it is a result which is fundamental in the theory of non-commutative integration. Specifically, application of an operator valued weight to a positive element of \( \mathcal{M} \) (which results in an element in
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the extended positive cone of $\mathcal{N}$ can and should be thought of as “partial integration.” The “space” over which we are integrating is not always explicit; however, just as we often think of von Neumann algebras as “non-commutative $L^\infty$-spaces,” we sense the presence of an underlying measure space indirectly, by observing the interactions of function-like objects defined on this “space.” Moreover, this point of view allows us to interpret the expression $\tilde{\phi} = \phi \circ T$ as a form of Fubini’s theorem (or more precisely, Tonelli’s theorem). Because we believe that structure theory should, in some sense, be a consequence of the results of integration theory, and not vice-versa, a proof which does not involve the crossed product is indicated.

It should also be noted that work in this area was done by Hirakawa [Hir]. The work presented herein addresses the problem from a different direction than he did, however, and therefore represents a new approach.

1. Some Preliminaries

In order to discuss the subject of operator valued weights, we begin with a review of some of the relevant terms and concepts. When studying weights, we consider the extended positive real numbers $\mathbb{R}_+ \cup \{\infty\}$. To study “unbounded conditional expectations” (i.e., operator valued weights), we need to consider the “extended positive part” $\hat{\mathcal{N}}_+$ of the von Neumann subalgebra $\mathcal{N}$ of $\mathcal{M}$. We begin with the following:

**Definition 1.1.** For a von Neumann algebra $\mathcal{M}$, the extended positive cone $\hat{\mathcal{M}}_+$ of $\mathcal{M}$ is the set of maps $m : \mathcal{M}_+^* \to [0, \infty]$ with the following properties:

(i) $m(\lambda\varphi) = \lambda m(\varphi)$, $\varphi \in \mathcal{M}_+^*$, $\lambda \geq 0$,

(ii) $m(\varphi + \psi) = m(\varphi) + m(\psi)$, $\varphi, \psi \in \mathcal{M}_+^*$,

(iii) $m$ is lower semi-continuous.

Clearly, the positive part $\mathcal{M}_+$ of $\mathcal{M}$ is a subset of $\hat{\mathcal{M}}_+$. It is easy to see that $\hat{\mathcal{M}}_+$ is closed under addition, multiplication by non-negative scalars and increasing limits.

**Example 1.2.** Let $\{\mathcal{M}, \mathfrak{H}\}$ be a von Neumann algebra and $A$ a positive self-adjoint operator on $\mathfrak{H}$ affiliated with $\mathcal{M}$. Suppose that

$$A = \int_0^\infty \lambda d\varphi(\lambda)$$

is the spectral decomposition of $A$. For each $\varphi \in \mathcal{M}_+^*$, put

$$m_A(\varphi) = \int_0^\infty \lambda d\varphi(e(\lambda)) .$$

Then $m_A$ satisfies the conditions (i), (ii) and (iii) of Definition 1.1. The last condition, the lower semi-continuity, follows from

$$m_A(\varphi) = \sup_n \varphi(A_n) \quad \text{with} \quad A_n = \int_0^n \lambda d\varphi(\lambda) \in \mathcal{M}_+.$$

It now follows that

$$m_A(\omega_\xi) = \int_0^\infty \lambda d(e(\lambda)|\xi) = \begin{cases} \|A^{1/2}\xi\|^2, & \xi \in \mathcal{D}(A^{1/2}), \\
+\infty, & \xi \notin \mathcal{D}(A^{1/2}). \end{cases}$$

If $B$ is another positive self-adjoint operator on $\mathfrak{H}$ affiliated with $\mathcal{M}$, then the equality $m_A = m_B$ means precisely $A = B$. Hence the map $A \mapsto m_A \in \hat{\mathcal{M}}_+$ is
injective. Thus, the set of positive self-adjoint operators affiliated with \( \mathcal{M} \) can be identified with a subset of the extended positive cone \( \hat{\mathcal{M}}_+ \).

**Definition 1.3.** For \( m, n \in \hat{\mathcal{M}}_+ \), \( \lambda \geq 0 \) and \( a \in \mathcal{M} \), we define the following operations:

\[
(\lambda m)(\varphi) := \lambda m(\varphi), \quad \varphi \in \mathcal{M}_+^*,
\]

\[
(m + n)(\varphi) := m(\varphi) + n(\varphi), \quad \varphi \in \mathcal{M}_+^*,
\]

\[
(a^*ma)(\varphi) := m(a\varphi a^*), \quad \varphi \in \mathcal{M}_+^*.
\]

We also note here that \( \sup_i m_i \) of an increasing net in \( \hat{\mathcal{M}}_+ \) can be naturally defined.

**Lemma 1.4.** Let \( \{\mathcal{M}, \mathcal{F}\} \) be a von Neumann algebra. To each \( m \in \hat{\mathcal{M}}_+ \), there corresponds uniquely a pair \( \{A, K\} \) of a closed subspace \( K \) of \( \mathcal{H} \) and a positive self-adjoint operator \( A \) on \( K \) such that

(i) \( K \) is affiliated with \( \mathcal{M} \), in the sense that the projection to \( K \) belongs to \( \mathcal{M} \), and \( A \) is affiliated with \( \mathcal{M} \);

(ii) \( m(\omega \xi) = \begin{cases} \|A^{1/2}\xi\|^2, & \xi \in D(A^{1/2}), \\ +\infty, & \text{otherwise.} \end{cases} \)

Here \( \omega \xi \) means, of course, the functional \( x \in \mathcal{M} \mapsto (x \xi | \xi) \).

The proof of the above lemma, as well as the next theorem and its corollary, is standard, and is therefore omitted. (See, for instance, [Haal].)

We say that an element \( m \in \hat{\mathcal{M}}_+ \) is semi-finite if \( \{\varphi \in \mathcal{M}_+^* : m(\varphi) < +\infty\} \) is dense in \( \mathcal{M}_+^* \); faithful if \( m(\varphi) > 0 \) for every non-zero \( \varphi \in \mathcal{M}_+^* \).

**Theorem 1.5.** Let \( \mathcal{M} \) be a von Neumann algebra. Each \( m \in \hat{\mathcal{M}}_+ \) has a unique spectral decomposition of the form

\[
m(\varphi) = \int_0^\infty \lambda d\varphi(e(\lambda)) + \infty \varphi(p), \quad \varphi \in \mathcal{M}_+^*,
\]

where \( \{e(\lambda) : \lambda \in \mathbb{R}_+\} \) is an increasing family of projections in \( \mathcal{M} \) which is \( \sigma \)-strongly continuous from the right, and \( p = 1 - \lim_{\lambda \to \infty} e(\lambda) \). Furthermore, \( e(0) = 0 \) if and only if \( m \) is faithful, and \( p = 0 \) if and only if \( m \) is semi-finite.

To simplify the notation, we write

\[
m = H + \infty p, \quad H = \int_0^\infty \lambda de(\lambda),
\]

when \( m \) has the form of (2). We keep the convention \( 0 \cdot (+\infty) = 0 \). Although we consider \( H \) as an operator affiliated with \( \mathcal{M} \), we use the following notation:

\[
D(H^{1/2}) = \{\xi \in \mathcal{F} : m(\omega \xi) < +\infty\},
\]

as long as circumstances allow us to do this.
Corollary 1.6. Any normal weight \( \varphi \) on \( \mathcal{M} \) has a unique extension, denoted again by \( \varphi \), to \( \mathcal{M}_+ \) such that
\[
\varphi(\lambda m) = \lambda \varphi(m), \quad \lambda \geq 0, \quad m \in \mathcal{M}_+,
\]
\[
\varphi(m + n) = \varphi(m) + \varphi(n), \quad m, n \in \mathcal{M}_+,
\]
\[
\varphi(\sup_i m_i) = \sup_i \varphi(m_i)
\]
for any increasing net \( \{m_i\} \) in \( \mathcal{M}_+ \), where we say the net \( \{m_i\} \) is increasing if \( \{m_i(\omega)\} \) is increasing for every \( \omega \in \mathcal{M}_+^* \).

So, we may think of the extended positive cone of \( \mathcal{M} \) as \( \mathcal{M}_+ \), along with a myriad of “points at infinity” adjoined to it. There will be a different infinite point \( \{ \} \) so that for any increasing net \( \{m_i\} \) we have
\[
\text{(ii) Let } \{H_i + \infty p_i\} \text{ be an increasing net in } \mathcal{M}_+ \text{ and } m = H + \infty p. \text{ Then we have}
\]
\[
m_i \not\sim m \iff (m_i)_0 \searrow m_0 \iff (m_i)_\varepsilon \not\sim m_\varepsilon, \quad \varepsilon > 0.
\]

Proof. (i) Suppose \( m \leq n \). Let \( m = H + \infty p \) and \( n = K + \infty q \). By assumption, we have \( p \leq q \). Let \( \hat{K} = (1 - p) \hat{K} \) and \( \hat{\Omega} = (1 - q)\hat{K} \), where \( \hat{K} \) denotes, as usual, the underlying Hilbert space of \( \mathcal{M} \). For any \( \xi \in \hat{\Omega} \), set \( \eta = (\varepsilon 1 + H)^{-1} \xi \in \mathcal{D}(H) \) and \( \zeta = (\varepsilon 1 + K)^{-1} \xi \in \mathcal{D}(K) \). We then have
\[
((\varepsilon 1 + K)^{-1} \zeta | \xi)^2 = (\xi | (\varepsilon 1 + K)^{-1} \xi)^2 = ((\varepsilon 1 + H)\eta | \zeta)^2
\]
\[
= ((\varepsilon 1 + H)^{1/2} \eta | (\varepsilon 1 + H)^{1/2} \zeta)^2
\]
\[
= \|\eta\|((\varepsilon 1 + H)^{1/2} \eta | (\varepsilon 1 + H)^{1/2} \zeta)^2
\]
\[
= (\varepsilon 1 + H)\eta | \eta)(\varepsilon 1 + H)\zeta | \zeta
\]
\[
\leq ((\varepsilon 1 + H)\eta | \eta)((\varepsilon 1 + K)\zeta | \zeta)
\]
\[
= (\xi | (\varepsilon 1 + H)^{-1} \xi)((\varepsilon 1 + K)^{-1} \xi | \xi),
\]
so that
\[
((\varepsilon 1 + K)^{-1} \xi | \xi) \leq ((\varepsilon 1 + H)^{-1} \xi | \xi), \quad \xi \in \hat{\Omega}.
\]
Hence we get \( n_0(\omega_\xi) \leq m_0(\omega_\xi) \) for any \( \xi \in \hat{\Omega} \) by setting \( \varepsilon = 1 \). If \( \xi \in \hat{\Omega}^\perp \), then \( n_0(\omega_\xi) = 0 \). Thus we conclude that \( n_0 \leq m_0 \).
Suppose $n_0 \leq m_0$. It follows that $p \leq q$. Let $\mathfrak{F}$ and $\mathfrak{L}$ be as before. The assumption means that
\[(1 + H)^{-1} \xi \geq (1 + K)^{-1}(1 + H)^{-1} \xi, \quad \xi \in \mathfrak{F}.
\]
Setting $(1 + K)^{-1} \xi = 0$ for $\xi \in \mathfrak{L} \cap \mathfrak{F}$, we view $(1 + K)^{-1}$ as an operator on $\mathfrak{F}$ and have $(1 + H)^{-1} \geq (1 + K)^{-1}$. Then we have $(1 + H)^{-1/2} \geq (1 + K)^{-1/2}$, and
\[D(H^{1/2}) = (1 + H)^{-1/2} \mathfrak{F} \supset (1 + K)^{1/2} \mathfrak{F} = D(K^{1/2}).
\]
The argument in the first paragraph shows that
\[(1 + H)(1 + \varepsilon(1 + H))^{-1} - (1 + K)(1 + \varepsilon(1 + K))^{-1} \leq (\varepsilon 1 + (1 + K)^{-1})^{-1}
\]
If $\xi \in D(K^{1/2})$, we have
\[
\begin{align*}
\|(1 + K)^{1/2} \xi\|^2 &= \lim_{\varepsilon \to 0} \|(1 + K)^{1/2}(1 + \varepsilon(1 + K)^{-1})^{-1/2} \xi\|^2 \\
&\geq \lim_{\varepsilon \to 0} \|(1 + H)^{1/2}(1 + \varepsilon(1 + H)^{-1})^{-1/2} \xi\|^2 \\
&= \|(1 + H)^{1/2} \xi\|^2,
\end{align*}
\]
so we conclude that $1 + n \geq 1 + m$; equivalently $n \geq m$.

Now we have seen the equivalence: $m \leq n \Leftrightarrow m_0 \geq n_0$. For a fixed $\varepsilon > 0$, we have then
\[
m \leq n \Leftrightarrow \varepsilon m \leq \varepsilon n \Leftrightarrow (\varepsilon m)_0 \geq (\varepsilon n)_0 \\
\Leftrightarrow 1 - (\varepsilon m)_0 \leq 1 - (\varepsilon n)_0 \\
\Leftrightarrow m_\varepsilon = \frac{1}{\varepsilon}(1 - (\varepsilon n)_0) \leq \frac{1}{\varepsilon}(1 - (\varepsilon n)_0) = n_\varepsilon.
\]

(ii) By (i), the net $\{(m_\varepsilon)_0\}$ is decreasing. If $\ell = \inf(m_\varepsilon)_0$, then there exists $n \in \mathcal{M}_\varepsilon$ such that $n_0 = \ell$, because $(m_\varepsilon)_0 \leq 1$ implies $\ell \leq 1$. If $m = \sup(m_\varepsilon)$, then we have $m_0 \leq (m_\varepsilon)_0$, so $m_0 \leq n_0$, which implies $n \leq m$ by (i). Hence $m_0 = \inf(m_\varepsilon)_0 = \lim(m_\varepsilon)_0$. Thus we prove the equivalence: $m_\varepsilon \not\succ m \Leftrightarrow (m_\varepsilon)_0 \not\succ (m_\varepsilon)_0$. Finally, the equality
\[m_\varepsilon = \frac{1}{\varepsilon}(1 - (\varepsilon m)_0)
\]
gives the remaining equivalence.

\[\square\]

**Proposition 1.8.** Let $\varphi$ be a faithful, semi-finite normal weight on $\mathcal{M}$, and set $\mathcal{N} = \mathcal{M}_\varphi$. (Here $\mathcal{M}_\varphi$ denotes, as is customary, the centralizer of $\varphi$ in $\mathcal{M}$.) For each $m \in \mathcal{N}_+$, set
\[(3) \quad \varphi_m(x) = \lim_{\varepsilon \to 0} \varphi_{m_\varepsilon}(x), \quad x \in \mathcal{M}_+.
\]
(Recall that, as $m_\varepsilon \in \mathcal{N}_+ = (\mathcal{M}_\varphi)_+$, $\varphi_{m_\varepsilon} := \varphi(m_\varepsilon)$ gives a weight on $\mathcal{M}$.)

Then the map $m \in \mathcal{N}_+ \mapsto \varphi_m$ is an order preserving bijection from $\mathcal{N}_+$ onto the set of all $\sigma_\varepsilon^\varphi$-invariant, not necessarily faithful nor semi-finite, normal weights on $\mathcal{M}$. Furthermore, we have
\[m_\varepsilon \not\succ m \text{ in } \mathcal{N}_+ \quad \Leftrightarrow \quad \varphi_m \not\succ \varphi_m \text{ pointwise on } \mathcal{M}_+.
\]
Proof. For a fixed \( x \in \mathcal{M}_+ \), we define a normal weight \( \varphi^x \) on \( \mathcal{N} \) by
\[
\varphi^x(a) = \varphi(a^{1/2}xa^{1/2}), \quad a \in \mathcal{N}_+.
\]
If we prove the additivity of \( \varphi^x \), then the normality follows from that of \( \varphi \). Let \( a, b \in \mathcal{N}_+ \) and \( c = a + b \). Choose \( s, t \in \mathcal{N} \) as usual so that \( a^{1/2} = sc^{1/2}, b^{1/2} = tc^{1/2} \) and \( s^*s + t^*t \) is the range projection of \( c \). If \( \varphi^x(c) < +\infty \), then \( y = c^{1/2}xc^{1/2} \in M_\varphi \).
(Here, \( M_\varphi \) denotes the domain of \( \varphi \), having been extended by linearity.) Hence, \( ssys^* \) and \( týt^* \) both belong to \( M_\varphi \), and we get
\[
\varphi(sys^*) + \varphi(tyt^*) = \varphi(ys^*s) + \varphi(yt^*t) = \varphi(y(s^*s + t^*t)) = \varphi(y) = \varphi^x(c),
\]
\[
\varphi(sys^*) = \varphi(a^{1/2}xa^{1/2}) = \varphi^x(a),
\]
\[
\varphi(tyt^*) = \varphi(b^{1/2}xb^{1/2}) = \varphi^x(b).
\]
Thus, \( \varphi^x(a) + \varphi^x(b) = \varphi^x(c) \). Now, we have
\[
s = \lim_{\varepsilon \to 0} a^{1/2}(c + \varepsilon 1)^{-1/2}, \quad t = \lim_{\varepsilon \to 0} b^{1/2}(c + \varepsilon 1)^{-1/2},
\]
so that
\[
c^{1/2}xc^{1/2} = \lim_{\varepsilon \to 0} (c + \varepsilon 1)^{-1/2}cxc(c + \varepsilon 1)^{-1/2}
= \lim_{\varepsilon \to 0} (c + \varepsilon 1)^{-1/2}(a + b)x(a + b)(c + \varepsilon 1)^{-1/2}
\leq 2 \lim_{\varepsilon \to 0} (c + \varepsilon 1)^{-1/2}[axa + bxb](c + \varepsilon 1)^{-1/2}
= 2(s^{*}a^{1/2}xa^{1/2}s + t^{*}b^{1/2}xb^{1/2}t).
\]
Therefore, if \( \varphi^x(a) < +\infty \) and \( \varphi^x(b) < +\infty \), then \( \varphi^x(c) < +\infty \); hence \( \varphi^x(a + b) = \varphi^x(a) + \varphi^x(b) \) for \( a, b \in \mathcal{N}_+ \).

Now, for each \( m \in \mathcal{N}_+ \), we set
\[
\varphi_m(x) = \varphi^x(m), \quad x \in \mathcal{M}_+.
\]
This makes sense by Corollary 1.6: we have \( \varphi^x(\sup_i m_i) = \sup_i \varphi^x(m_i) \) whenever \( m_i \not\sim m \). Hence we have
\[
\varphi_m(x) = \varphi^x(m) = \lim_{\varepsilon \to 0} \varphi^x(m_\varepsilon) = \lim_{\varepsilon \to 0} \varphi_{m_\varepsilon}(x).
\]
If \( x_i \not\sim x \) in \( \mathcal{M}_+ \), then
\[
\varphi^x(m) = \sup_{\varepsilon > 0} \varphi_{m_\varepsilon}(x) = \sup_{\varepsilon > 0} \sup_i \varphi_{m_\varepsilon}(x_i)
= \sup_i \sup_{\varepsilon > 0} \varphi_{m_\varepsilon}(x_i) = \sup_i \varphi_m(x_i),
\]
so that \( \varphi_m \) is normal. The additivity of \( \varphi_m \) follows from the convergence in (3).

The invariance of \( \varphi_m \) under \( \{\sigma^t : t \in \mathbb{R}\} \) follows from that of \( \varphi_{m_\varepsilon} \). The remainder of the proof is straightforward. \( \Box \)

We now define operator valued weights. These will generalize ordinary weights, as they are allowed to assume infinite values; also, they extend the concept of conditional expectation ("projection of norm one") in that they map from a larger von Neumann algebra onto (the extended positive cone of) a subalgebra.
Definition 1.9. Let \( \mathcal{M} \) be a von Neumann algebra and \( \mathcal{N} \) a von Neumann subalgebra of \( \mathcal{M} \). An operator valued weight from \( \mathcal{M} \) to \( \mathcal{N} \) is a map \( T: \mathcal{M}_+ \to \mathcal{N}_+ \) which satisfies the following conditions:

\[
\begin{align*}
(a) \quad & T(\lambda x) = \lambda T(x), \quad \lambda \geq 0, \quad x \in \mathcal{M}_+, \\
(b) \quad & T(x+y) = T(x) + T(y), \quad x, y \in \mathcal{M}_+, \\
(c) \quad & T(a^* x a) = a^* T(x) a, \quad x \in \mathcal{M}_+, \quad a \in \mathcal{N}.
\end{align*}
\]

In addition, we say that \( T \) is normal if

\[
(d) \quad T(x_i) \in T(x) \quad \text{whenever} \quad x_i \not\in x, \quad x_i, x \in \mathcal{M}_+.
\]

As in the case of ordinary weights, we set

\[
\mathfrak{n}_T = \{ x \in \mathcal{M} : \| T(x^* x) \| < +\infty \},
\]

\[
\mathfrak{m}_T = \mathfrak{n}_T^+ = \{ x \in \mathcal{M}_+ : \| T(x) \| < +\infty \},
\]

\[
\mathfrak{n}_T^+ = \mathfrak{n}_T^+ = \{ x \in \mathcal{M}_+ : \| T(x^* x) \| < +\infty \},
\]

\[
\mathfrak{m}_T = \mathfrak{n}_T^+ = \{ x \in \mathcal{M}_+ : \| T(x) \| < +\infty \}.
\]

We state the following lemma, whose proof is standard.

Lemma 1.10. (i) \( \mathfrak{m}_T \) is spanned by its positive part, viz.,

\[
\mathfrak{m}_T^+ = \{ x \in \mathcal{M}_+ : \| T(x) \| < +\infty \}.
\]

(ii) \( \mathfrak{m}_T \) and \( \mathfrak{n}_T \) are two sided modules over \( \mathcal{N} \).

(iii) \( T \) has a unique linear extension \( \hat{T} : \mathfrak{m}_T \to \mathcal{N} \), which enjoys the module map property

\[
\hat{T}(axb) = a\hat{T}(x)b, \quad a, b \in \mathcal{N}, \quad x \in \mathfrak{m}_T.
\]

In particular, if \( T(1) = 1 \), then \( T \) is a projection of norm one (conditional expectation) from \( \mathcal{M} \) onto \( \mathcal{N} \).

In the sequel, we shall not distinguish \( T \) and \( \hat{T} \) unless we need to.

Definition 1.11. We say that \( T \) is semi-finite if \( \mathfrak{n}_T \) is \( \sigma \)-weakly dense in \( \mathcal{M} \); faithful if \( T(x^* x) \neq 0 \) for \( x \neq 0 \). We denote by \( \mathcal{W}(\mathcal{M}, \mathcal{N}) \) (resp. \( \mathcal{W}_0(\mathcal{M}, \mathcal{N}) \)) the set of (resp. faithful, semi-finite) normal operator valued weights from \( \mathcal{M} \) to \( \mathcal{N} \). In the case that \( \mathcal{N} = \mathbb{C} \), we write \( \mathcal{W}(\mathcal{M}) \) (resp. \( \mathcal{W}_0(\mathcal{M}) \)) for \( \mathcal{W}(\mathcal{M}, \mathbb{C}) \) (resp. \( \mathcal{W}_0(\mathcal{M}, \mathbb{C}) \)).

Note that if \( T : \mathcal{M}_+ \to \mathcal{N}_+ \) is a normal operator valued weight, it can be extended to a normal “linear” map from \( \mathcal{M}_+ \to \mathcal{N}_+ \). Therefore, if \( \mathcal{P} \subset \mathcal{N} \subset \mathcal{M} \) is an inclusion of von Neumann algebras, and if \( T \in \mathcal{W}(\mathcal{M}, \mathcal{N}) \) and \( S \in \mathcal{W}(\mathcal{N}, \mathcal{P}) \), then we have \( S \circ T \in \mathcal{W}(\mathcal{M}, \mathcal{P}) \).

Proposition 1.12. If \( \mathcal{P} \subset \mathcal{N} \subset \mathcal{M} \) are von Neumann subalgebras and if \( T \in \mathcal{W}_0(\mathcal{M}, \mathcal{N}) \) and \( S \in \mathcal{W}_0(\mathcal{N}, \mathcal{P}) \), then \( S \circ T \in \mathcal{W}_0(\mathcal{M}, \mathcal{P}) \).

Proof. The only non-trivial part is the semi-finiteness of \( S \circ T \). If \( x \in \mathfrak{n}_T \), then \( T(x^* x) \in \mathcal{N}_+ \). Choose a net \( \{ a_i \} \) in \( \mathfrak{n}_S \) such that \( a_i \to 1 \) \( \sigma \)-strongly. Then we have

\[
S \circ T(a_i^* x^* x a_i) = S(a_i^* T(x^* x) a_i) \leq \| T(x^* x) \| \| a_i^* a_i \| ,
\]

so that \( x a_i \in \mathfrak{n}_{S \circ T} \). Hence \( \mathfrak{n}_{S \circ T} \) is \( \sigma \)-strongly dense in \( \mathcal{M} \) because \( \mathfrak{n}_T \) is.

Proposition 1.13. Suppose \( \mathcal{N} \), \( \mathcal{M} \) are von Neumann algebras, \( \mathcal{N} \subset \mathcal{M} \) and \( T \in \mathcal{W}_0(\mathcal{M}, \mathcal{N}) \).

(i) \( \hat{T}(\mathfrak{m}_T) \) is a \( \sigma \)-weakly dense 2-sided ideal of \( \mathcal{N} \).
(ii) After extending $T$ to $\hat{T}: \overline{\mathcal{M}_+} \to \overline{\mathcal{N}_+}$, we have

$$T(\mathcal{M}_+) = \overline{\mathcal{N}_+}. $$

**Proof.** (i) From the module map property of $T$,

$$\hat{T}(axb) = a\hat{T}(x)b, \quad a, b \in \mathcal{N}, \ x \in \mathfrak{m}_T,$$

it follows that $\hat{T}(\mathfrak{m}_T)$ is an ideal of $\mathcal{N}$. Let $z$ denote the greatest projection of the $\sigma$-weak closure of $\hat{T}(\mathfrak{m}_T)$, which is central in $\mathcal{N}$. Assume $z \neq 1$. As $\mathfrak{n}_T$ is $\sigma$-weakly dense in $\mathcal{M}$, there exists $x \in \mathfrak{n}_T$ with $x(1 - z) \neq 0$, so that $(1 - z)x^*x(1 - z) \in \mathfrak{m}_T \setminus \{0\}$, and as $T$ is faithful

$$0 \neq T((1 - z)x^*x(1 - z)) = (1 - z)T(x^*x)(1 - z) = 0,$$

which is a contradiction. Hence $z = 1$, which means that $\hat{T}(\mathfrak{m}_T)$ is $\sigma$-weakly dense in $\mathcal{N}$.

(ii) Take any $b \in \hat{T}(\mathfrak{m}_T)_+$. Then $b$ is of the form $b = \hat{T}(h)$, $h \in \mathfrak{m}_T$. Replacing $h$ by $\frac{1}{2}(h + h^*)$, $h$ can be chosen to be self-adjoint. Now, by Lemma (1.10), we know there exist $a_1, a_2 \in \mathfrak{m}_T^+$ such that $b = T(a_1) - T(a_2)$. Then, we have $b \leq T(a_1)$, so we can find $s \in \mathcal{N}$ such that $b = sT(a_1)s^*$. With $a = su_1s^*$, we have $b = T(a)$, $a \in \mathfrak{m}_T^+$. Hence $\hat{T}(\mathfrak{m}_T)_+ = \hat{T}(\mathfrak{m}_T^+)$. Now, let $\{b_\lambda\}_{\lambda \in \Lambda}$ be a family in the positive cone of the ideal $\hat{T}(\mathfrak{m}_T)_+$, maximal with respect to the property $\sum_{\lambda \in \Lambda} b_\lambda \leq 1$. By this maximality, and an appeal to the Kaplansky density theorem, we may conclude that $\sum_{\lambda \in \Lambda} b_\lambda = 1$ in the $\sigma$-strong topology. Every $y \in \mathcal{N}_+$ is then of the form $y = \sum_{\lambda \in \Lambda} y^\lambda b_\lambda y^\lambda$, so that we have $y = \sum_{\lambda \in \Lambda} T(x_\lambda)$ with $\{x_\lambda\} \subset \mathfrak{m}_T^+$. Finally, suppose $z \in \overline{\mathcal{N}_+}$. From (2), it follows that there exists a sequence $\{y_n\} \subset \mathcal{N}_+$ such that $y_n \not\to z$. Set $z_1 := y_1$ and $z_n := y_n - y_{n-1}$, $n \geq 2$. Then we have $z = \sum_{n=1}^{\infty} z_n$. Each $z_n$ can be written $z_n = \sum T((x_n)_\lambda)$ with $\{(x_n)_\lambda\} \subset \mathfrak{m}_T^+$. Hence we have

$$z = T\left(\sum_{n=1}^{\infty} \sum_{\lambda} (x_n)_\lambda \right),$$

where $T$ has been extended to $\overline{\mathcal{M}_+}$. Thus $T$ maps $\overline{\mathcal{M}_+}$ onto $\overline{\mathcal{N}_+}$. 

\section{The Main Result}

We now restate our main theorem. It is obvious how it generalizes Takesaki’s theorem [Tak1] which states that a necessary and sufficient condition for the existence of a normal conditional expectation $E: \mathcal{M} \to \mathcal{N}$ with respect to a normal, faithful and semi-finite weight $\varphi$ is the invariance of $\mathcal{N}$ under the modular automorphism group $\{\sigma^T_t\}$. 

**Theorem 2.1.** Let $\mathcal{N} \subset \mathcal{M}$ be von Neumann algebras. There exists a faithful semi-finite normal operator valued weight $T: \mathcal{M}_+ \to \overline{\mathcal{N}_+}$ if and only if there exist faithful semi-finite normal weights $\tilde{\varphi}$ on $\mathcal{M}$ and $\varphi$ on $\mathcal{N}$ such that

$$\sigma^T_t(x) = \sigma^{\tilde{\varphi}}_t(x), \quad x \in \mathcal{N}. $$

If this condition is satisfied, then $T$ can be chosen in such a way that $\tilde{\varphi} = \varphi \circ T$; moreover, $T$ is uniquely determined by this identity.
In order to prove this, we begin first with a lemma which is of independent interest; note its measure-theoretic flavor. A proof similar to the one included herein can also be found in [Haa1]; we have included it for completeness.

**Lemma 2.2.** An extended positive real valued function \( m : \mathcal{M}^+_+ \to [0, +\infty] \) having the properties

\[
m(\lambda \varphi) = \lambda m(\varphi), \quad \lambda \geq 0, \quad \varphi \in \mathcal{M}^+_+,
\]

\[
m(\varphi + \psi) = m(\varphi) + m(\psi), \quad \varphi, \psi \in \mathcal{M}^+_+,
\]

is lower semi-continuous, and hence a member of the extended positive cone \( \hat{\mathcal{M}}_+ \), if and only if \( m \) is countably additive in the sense that

\[
m\left( \sum_{n=1}^{\infty} \varphi_n \right) = \sum_{n=1}^{\infty} m(\varphi_n)
\]

for every \( \{\varphi_n\} \subset \mathcal{M}^+_+ \) with \( \sum_{n=1}^{\infty} \|\varphi_n\| < +\infty \).

**Proof.** The “only if” part is trivial, so we prove the “if”. Suppose \( m \) is countably additive. Represent \( \mathcal{M} \) on a Hilbert space \( \mathcal{H} \) and consider \( m : \omega \in \mathcal{L}(\mathcal{H})^+_+ \mapsto m(\omega|\mathcal{M}) \in [0, +\infty] \). We claim first that \( m \) is lower semi-continuous if \( \hat{m} \) is. Suppose \( \hat{m} \) is lower semi-continuous. Then there exists a unique pair \( \{A, \mathcal{R}\} \) of a closed subspace \( \mathcal{R} \) of \( \mathcal{H} \) and a positive self-adjoint operator \( A \) on \( \mathcal{H} \) such that (1) holds. As \( \omega u^*|\mathcal{M} = \omega|\mathcal{M} \) for every \( u \in \mathcal{U}(\mathcal{M}') \), it follows that \( u^*\hat{m}u = \hat{m} \), so that \( \{A, \mathcal{R}\} \) is affiliated to \( \mathcal{M} \), and \( m = m_A \). Thus, \( m \) is a member of \( \hat{\mathcal{M}}_+ \). Therefore, it suffices to prove the lemma for \( \mathcal{M} = \mathcal{L}(\mathcal{H}) \). Replacing \( m \) by \( m' \) defined by \( m'(\varphi) = m(\varphi) + \varphi(1) \), we may assume \( m(\varphi) \geq \|\varphi\|, \varphi \in \mathcal{M}^+_+ \). As \( \mathcal{M}_+ = L^1(\mathcal{M}, \text{Tr}) \) is an ideal of \( \mathcal{M} \), we can define a map \( \varphi : x \in \mathcal{M}_+ \mapsto [0, +\infty] \) by

\[
\varphi(x) = \begin{cases} m(\omega_x), & x \in L^1(\mathcal{M}, \text{Tr})_+, \\ +\infty, & \text{otherwise}, \end{cases}
\]

where \( \omega_x(a) = \text{Tr}(ax), a \in \mathcal{M}, x \in L^1(\mathcal{M}, \text{Tr}) \). Then \( \varphi \) is a weight on \( \mathcal{M} \), and \( \varphi \geq \text{Tr} \). Let \( \{x_i\}_{i \in I} \) be a family of positive operators with \( x = \sum x_i \in \mathcal{M}_+ \). If \( \text{Tr}(x) = +\infty \), then \( \sum \text{Tr}(x_i) = +\infty \) and

\[
= \sum \text{Tr}(x_i) \leq \sum \varphi(x_i) \leq \varphi(x),
\]

so that \( \varphi(x) = \infty = \sum \varphi(x_i) \). If \( \text{Tr}(x) < +\infty \), then \( \sum \text{Tr}(x_i) < +\infty \), so that \( x_i \neq 0 \) for at most countably infinitely many \( i \)'s. Hence we have

\[
\sum_{i \in I} \varphi(x_i) = \sum_{i} m(\omega_{x_i}) = m(\sum \omega_{x_i}) = m(\omega_x) = \varphi(x).
\]

Thus, \( \varphi \) is a completely additive weight on \( \mathcal{M} \), and thus \( \varphi \) is normal. If \( \{x_n\} \) is a sequence in \( L^1(\mathcal{M}, \text{Tr})_+ \) with \( \lim_{n \to \infty} \|x - x_n\|_1 = 0 \), then \( \{x_n\} \) converges to \( x \) \( \sigma \)-weakly, so that

\[
m(\omega_x) = \varphi(x) \leq \liminf_{n \to \infty} \varphi(x_n) = \liminf_{n \to \infty} m(\omega_{x_n}).
\]

Hence \( m \) is lower semi-continuous. \( \square \)
We will also need the following lemma, which appears without proof. It can be demonstrated by an application of one of the results in the theory of the cocycle derivative. (See, for example, [Tak3].)

**Lemma 2.3.** Let \( \varphi \in \mathcal{W}(\mathcal{M}) \), and let \( \{a_n\} \) be a sequence in \( \mathcal{M}_{s(\varphi)} \). (Here, as usual, \( \mathcal{M}_{s(\varphi)} \) represents the reduced algebra.) Then the following two conditions are equivalent:

(i) \( \varphi(x) = \sum_{n=1}^{\infty} \varphi(a_n x a_n^*) \), \( x \in \mathcal{M} \).
(ii) \( \{a_n\} \subset D(\sigma_{-i/2}^n) \) and \( \sum_{n=1}^{\infty} \sigma_{-i/2}^n(a_n)^* \sigma_{-i/2}^n(a_n) = s(\varphi) \).

We can now proceed with the proof of our main theorem.

**Proof of Theorem 2.1.** Suppose that \( \mathcal{N} \subset \mathcal{M} \) are von Neumann algebras, and

\[ \sigma_t^\varphi(x) = \sigma_t^\varphi(x), \quad x \in \mathcal{N}, \]

for some \( \varphi \in \mathcal{W}(\mathcal{M}) \) and \( \varphi \in \mathcal{W}(\mathcal{N}) \). We fix \( \hat{\varphi} \) and \( \varphi \). For each \( \psi \in \mathcal{W}(\mathcal{N}) \), we have the cocycle derivative \( u_t = (D\psi : D\varphi)_t \in \mathcal{N} \), \( t \in \mathbb{R} \). By a result of Masuda [Mas], there corresponds \( \hat{\psi} \in \mathcal{W}(\mathcal{M}) \) such that \( s(\hat{\psi}) = s(\psi) \) and \( (D\hat{\psi} : D\hat{\varphi})_t = u_t = (D\psi : D\varphi)_t \). As we have

\[ (D(\lambda\psi) : D\varphi)_t = \lambda^it(D\psi : D\varphi)_t = \lambda^it(D\hat{\psi} : D\hat{\varphi})_t = (D(\lambda\hat{\psi} : D\hat{\varphi})_t, \]

we obtain \( \lambda \hat{\psi} = \lambda \hat{\varphi} \), \( \lambda > 0 \).

By the chain rule for cocycle derivatives, we have \( (D\hat{\psi}_1 : D\hat{\psi}_2)_t = (D\psi_1 : D\psi_2)_t \) for any \( \psi_1 \in \mathcal{W}(\mathcal{N}) \) and \( \psi_2 \in \mathcal{W}(\mathcal{N}) \). Let \( \{\psi_n\} \) be a sequence in \( \mathcal{N}^+ \) satisfying \( \psi = \sum_{n=1}^{\infty} \psi_n \in \mathcal{N}^+ \). Let \( u^n_t = (D\psi_n : D\psi)_t \) (when we restrict our consideration to \( \mathcal{N}_{s(\psi)} \) and \( \mathcal{M}_{s(\psi)} \)). Then we have seen that \( u^{n/2}_t \) is defined, and

\[ \psi_n(x) = \varphi((u^{n/2}_t)^* x (u^{n/2}_t)), \quad x \in \mathcal{N}. \]

Therefore, the previous lemma implies

\[ s(\psi) = \sum_{n=1}^{\infty} \sigma_{-i/2}^\varphi((u^{n/2}_t)^*) \sigma_{-i/2}^\varphi((u^{n/2}_t)^*) \]

\[ = \sum_{n=1}^{\infty} \sigma_{i/2}^\varphi((u^{n/2}_t)^*) \sigma_{i/2}^\varphi((u^{n/2}_t)^*) \]

\[ = \sum_{n=1}^{\infty} \sigma_{i/2}^\varphi((D\psi_n : D\psi)_t) \sigma_{i/2}^\varphi((D\psi_n : D\psi)_t)_t. \]

As \( s(\psi) = s(\hat{\psi}) \), the above calculation shows that

\[ \hat{\psi}(x) = \sum_{n=1}^{\infty} \hat{\psi}_n(x), \quad x \in \mathcal{M}. \]

This shows that the map \( \psi \in \mathcal{N}^+ \mapsto \hat{\psi} \in \mathcal{W}(\mathcal{M}) \) is homogeneous and countably additive. Hence, the map \( \psi \in \mathcal{N}^+ \mapsto \psi(x) \in [0, +\infty], \quad x \in \mathcal{M}, \) gives rise to a map \( T: \mathcal{M} \to \mathcal{N} \).
Note that we also have the following: for every \( u \in \mathcal{U}(\mathcal{N}) \),
\[
(D(\psi^*u^*)^\sim : D \hat{\varphi})_t = (D(\psi^*u^*) : D \varphi)_t
= u(D \hat{\psi} : D \varphi)_t \sigma_t^\varphi(u^*) = u(D \hat{\psi} : D \varphi)_t \sigma_t^\varphi(u^*),
\]
so that \((\psi^*u^*)^\sim = u \hat{\psi}^*u^*,\ u \in \mathcal{U}(\mathcal{N})\).

We now want to show that
\[
(5)\ T(axa^*) = aT(x)a^*,\ a \in \mathcal{N},\ x \in \mathcal{M}_+.
\]

First, we observe that if \( a \in \mathcal{N}_\psi \) with \( \psi \) faithful, then \((Da^*\psi a : D\psi)_t = (a^*a)^\mu\).
Here \((a^*a)^\mu\) should be considered in the reduced algebra \(\mathcal{N}_{s_r(a)}\), with \(s_r(a)\) denoting
the right support of \( a \), so that \( (Da^*\psi a : D\hat{\psi})_t = (Da^*\psi a : D\psi)_t = (a^*a)^\mu\); hence
\(a^*\hat{\psi}a = a^*\hat{\psi}a\). If \( \psi \) is not faithful, then we consider \( \psi'' = \psi + \psi' \) with \( \psi' \in \mathcal{W}(\mathcal{N})\)
such that \( s(\psi') = 1 - s(\psi)\); we apply the above argument to \( \psi'' \), and conclude that
\[
\hat{\psi}a = a^*\hat{\psi}a,\ a \in \mathcal{N}_\psi.
\]

Now, we repeat the preceding argument using \(\mathcal{N} \otimes M_2(\mathbb{C})\) and \(\mathcal{M} \otimes M_2(\mathbb{C})\) (with
\( \psi \otimes \text{Tr} \) and \( \hat{\psi} \otimes \text{Tr} \)), and observe that \( \sigma_t^\psi \otimes \text{Tr}(x) = \sigma_t^{\hat{\psi}} \otimes \text{Tr}(x) \)
for every \( x \in \mathcal{N} \otimes M_2(\mathbb{C}) \).

This implies that there exists a map \( S : (\mathcal{M} \otimes M_2)_+ \rightarrow (\mathcal{N} \otimes M_2)_+ \) such that
\[
(\psi \otimes \text{Tr}) \circ S(x) = (\hat{\psi} \otimes \text{Tr})(x),\ x \in (\mathcal{M} \otimes M_2)_+.
\]

As \( \mathbb{C} \otimes M_2 \subset \mathcal{N}_{\psi \otimes \text{Tr}} \), for any faithful \( \psi \), we have \( \hat{\psi} \otimes \text{Tr} = \hat{\psi} \otimes \text{Tr} \).
If \( a \in \mathcal{N} \) is such that \( |a| \leq 1 \), we set
\[
u = \left[\begin{array}{c}
\frac{a}{1 - (a^*a)^{\frac{1}{2}}} \\
\frac{(1 - aa^*)^{\frac{1}{2}}}{a^*}
\end{array}\right] \in \mathcal{N} \otimes M_2;
\]
then \( \nu \) is unitary. Therefore, we have
\[
u^*(\psi \otimes \text{Tr})u = u^*(\hat{\psi} \otimes \text{Tr})u.
\]

With \( \{e_{ij}\} \) the standard matrix unit of \( M_2 \), we have
\[
[(1 \otimes e_{ij})^*(\psi \otimes \text{Tr})(1 \otimes e_{ij})]^\sim = (1 \otimes e_{ij})^*(\hat{\psi} \otimes \text{Tr})(1 \otimes e_{ij})
\]
since \( (1 \otimes e_{ij}) \in (\mathcal{N} \otimes M_2)_{\psi \otimes \text{Tr}} \). Hence we conclude that
\[
[(1 \otimes e_{11} \otimes e_{11})u^*(1 \otimes e_{11})(\psi \otimes \text{Tr})(1 \otimes e_{11})u(1 \otimes e_{11})]^\sim
= (a \otimes e_{11})^*(\hat{\psi} \otimes \text{Tr})(a \otimes e_{11}),
\]
i.e.,
\[
[(a^* \otimes e_{11})(\psi \otimes \text{Tr})(a \otimes e_{11})]^\sim = (a^* \otimes e_{11})(\hat{\psi} \otimes \text{Tr})(a \otimes e_{11}).
\]
This means that
\[
a^*\hat{\psi}a = a^*\hat{\psi}a
\]
for every \( a \in \mathcal{N} \) with \( |a| \leq 1 \), which gives us \(5)\). Therefore \( T \) is an operator valued weight
of \( \mathcal{M}_+ \) onto \( \hat{\mathcal{N}}_{\psi} \) such that \( \psi = \psi \circ T, \ \psi \in \mathcal{W}_0(\mathcal{N}) \). As \( \psi \) is faithful for any
(\( \psi \in \mathcal{W}_0(\mathcal{N}) \), \( T \) is faithful.

The semi-finiteness and uniqueness of \( T \), together with the converse, follow from the next lemma. \( \square \)
Lemma 2.4. Let \( \mathcal{N} \subset \mathcal{M} \) be von Neumann algebras, and let \( T: \mathcal{M}_+ \to \mathcal{N}_+ \) be a normal operator valued weight.

(i) If \( \psi \circ T \) is semi-finite for some \( \psi \in \mathcal{W}_0(\mathcal{N}) \), then \( T \) is semi-finite.
(ii) If \( \psi \in \mathcal{W}_0(\mathcal{N}) \) and \( S \in \mathcal{W}(\mathcal{M}, \mathcal{N}) \) satisfies \( \psi \circ T = \psi \circ S \), then \( T = S \).
(iii) If \( T \in \mathcal{W}_0(\mathcal{M}, \mathcal{N}) \), then

\[
\sigma^\psi T(x) = \sigma^\psi(x), \quad x \in \mathcal{N}.
\]

Proof. (i) Set \( \tilde{\psi} = \psi \circ T \). Let \( h \in m^+_{\psi} \), and let

\[
T(h) = \int_0^\infty \lambda \, de(\lambda) + \infty p
\]

be its spectral decomposition. As \( \psi \circ T(h) < +\infty \), and \( \psi \) is faithful, we have \( p = 0 \). Hence \( e(\lambda) \not\to 1 \) as \( \lambda \not\to \infty \), so that \( e(\lambda)he(\lambda) \to h \) strongly as \( \lambda \not\to \infty \), and \( T(e(\lambda)he(\lambda)) = e(\lambda)T(h)e(\lambda) \in \mathcal{N}_+ \); hence \( e(\lambda)he(\lambda) \in m^+_{\tilde{\psi}} \). Therefore \( m^+_{\tilde{\psi}} \) is \( \sigma \)-strongly dense in \( \mathcal{M}_+ \).

(ii) For any \( x \in \mathcal{M}_+ \) and \( a \in \mathcal{N} \), we have

\[
\psi(a^* T(x)a) = \psi(T(a^* xa)) = \psi(S(a^* xa)) = \psi(a^* S(x)a),
\]

so that \( a\psi a^* \circ T = a\psi a^* \circ S \) for any \( a \in \mathcal{N} \). Therefore, if \( x \in m^+_{\tilde{\psi}} \cap m^+_{\tilde{S}} \), then \( T(x) = S(x) \), since \( \{ a\psi a^* : a \in n_{\psi} \} \) is a dense subset of \( \mathcal{N}_+ \). For a general \( x \in \mathcal{M}_+ \), consider the spectral decompositions

\[
m = S(x) = \int_0^\infty \lambda \, de(\lambda) + \infty p \in \mathcal{N}_+,
\]

\[
n = T(x) = \int_0^\infty \lambda \, df(\lambda) + \infty q \in \mathcal{N}_+.
\]

Then we have \( e(\lambda)xe(\lambda) \in m^+_{\tilde{S}} \cap m^+_{\tilde{T}} \) and

\[
me(\lambda) = e(\lambda)S(x)e(\lambda) = S(e(\lambda)xe(\lambda)) = T(e(\lambda)xe(\lambda)) = e(\lambda)T(x)e(\lambda) = e(\lambda)me(\lambda);
\]

similarly

\[
f(\lambda) = f(\lambda)mf(\lambda), \quad \lambda \geq 0.
\]

Hence we have, for every \( \xi \in \bigcup_{\lambda \geq 0} e(\lambda)\mathcal{H}_\psi \),

\[
\|m^{\frac{1}{2}} \xi\|^2 = m(\omega_\xi) = n(\omega_\xi) = \|n^{\frac{1}{2}} \xi\|^2;
\]

similarly

\[
\|m^{\frac{1}{2}} \xi\|^2 = \|n^{\frac{1}{2}} \xi\|^2, \quad \xi \in \bigcup_{\lambda \geq 0} f(\lambda)\mathcal{H}_\psi.
\]

But \( m^{\frac{1}{2}} \) (resp., \( n^{\frac{1}{2}} \)) is essentially self-adjoint on \( \bigcup e(\lambda)\mathcal{H}_\psi \) (resp., \( \bigcup f(\lambda)\mathcal{H}_\psi \)), so we get

\[
\|m^{\frac{1}{2}} \xi\|^2 = \|n^{\frac{1}{2}} \xi\|^2, \quad \xi \in \mathcal{D}(m^{\frac{1}{2}}) \cap \mathcal{D}(n^{\frac{1}{2}}).
\]
Hence there exists a partial isometry $u \in \mathcal{N}$ such that $m^\frac{1}{2} = un^\frac{1}{2}$ and $n^\frac{1}{2} = u^*m^\frac{1}{2}$; the uniqueness of the polar decomposition implies $m^\frac{1}{2} = n^\frac{1}{2}$ and $(1-p) = (1-q)$. Thus $m = n$ as elements of $\mathcal{N}_+$. Hence $S = T$.

(iii) We prove that $\mathcal{G}(\sigma^{-\psi}_{-i}) \subset \mathcal{G}(\sigma^{-\psi}_{+i})$. (Here, $\mathcal{G}(\sigma^{-\psi}_{-i})$ represents the graph of the (densely-defined) map $\sigma^{-\psi}_{-i}$.) Let $\tilde{\psi} = \psi \circ T$, and $(a,b) \in \mathcal{G}(\sigma^{-\psi}_{-i})$. As $a \in \mathcal{D}(\sigma^{-\psi}_{-i})$ and $b^* \in \mathcal{D}(\sigma^{-\psi}_{-i}) = \mathcal{D}(\sigma^{-\psi}_{i})^*$, there exists $M \geq 0$ such that for every $x \in \mathcal{N}_+$

$$\psi(axa^*) \leq M^2 \psi(x), \quad \psi(b^*xb) \leq M^2 \psi(x).$$

Taking increasing limits, we see that the above inequalities are valid for every $x \in \mathcal{N}_+$, so that

$$\tilde{\psi}(axa^*) \leq M^2 \tilde{\psi}(x), \quad \tilde{\psi}(b^*xb) \leq M^2 \tilde{\psi}(x)$$

for every $x \in \mathcal{M}_+$; therefore $n_\tilde{\psi} a^* \subset n_\psi$, $n_\psi b \subset n_\tilde{\psi}$ and

$$\|\eta_\tilde{\psi}(xa^*)\| \leq M \|\eta_\psi(x)\|,$$

$$\|\eta_\tilde{\psi}(xb)\| \leq M \|\eta_\psi(x)\|, \quad x \in n_\tilde{\psi}.$$

We will prove that $(a,b) \in \mathcal{G}(\sigma^{-\psi}_{-i})$. By invoking a result from the theory of cocycle derivatives [Tak3], it suffices to show that

$$\tilde{\psi}(ax) = \tilde{\psi}(xb), \quad x \in m_\tilde{\psi}.$$  

Fix $x_0 = y_0^*z_0$ with $y_0, z_0 \in n_\tilde{\psi} \cap n_T$. As $n_\tilde{\psi} a^* \subset n_\psi$, and because $n_T$ is a right $\mathcal{N}$-module, we have

$$ax_0 = (y_0a^*)^*z_0 \in (n_\tilde{\psi} \cap n_T)^*(n_\tilde{\psi} \cap n_T) \subset m_\tilde{\psi} \cap m_T.$$  

Similarly, we get

$$x_0b = y_0^*(z_0b) \in m_\tilde{\psi} \cap m_T.$$  

Since $(a,b) \in \mathcal{G}(\sigma^{-\psi}_{-i})$, we have

$$\psi \circ \hat{T}(ax_0) = \psi(ax_0) = \psi(\hat{T}(x_0)b) = \psi(\hat{T}(x_0)b),$$

so that

$$\tilde{\psi}(ax_0) = \tilde{\psi}(x_0b).$$

Now suppose $x = y^*z$ with $y, z \in n_\tilde{\psi}$. Since $\psi \circ T(y^*y) < +\infty$, we have the spectral decomposition of $T(y^*y)$

$$T(y^*y) = \int_0^\infty \lambda d\epsilon(\lambda).$$

For any $\lambda > 0$, we have $ye(\lambda) \in n_T$ and

$$\psi \circ T(e(\lambda)y^*ye(\lambda)) = \psi(e(\lambda)T(y^*y)e(\lambda)) \leq \psi \circ T(y^*y) < +\infty,$$
so that \( ye(\lambda) \in \mathfrak{n}_\tilde{\psi} \). Furthermore,
\[
\| \eta_\tilde{\psi}(ye(\lambda) - y) \|^2 = \psi \circ T((ye(\lambda) - y)^*(ye(\lambda) - y))
= \psi((1 - e(\lambda))T(y^*y))(1 - e(\lambda))
= \psi \left( \int_{\lambda}^{\infty} \gamma \, de(\gamma) \right) \to 0 \quad \text{as} \quad \lambda \to \infty.
\]

Similarly, with the spectral decomposition of \( \mathcal{A} \mathcal{N} \),
\[
T(z^*z) = \int_{0}^{\infty} \lambda \, df(\lambda),
\]
we have \( zf(\lambda) \in \mathfrak{n}_\tilde{\psi} \cap \mathfrak{n}_T \) and
\[
\lim_{\lambda \to \infty} \| \eta_\tilde{\psi}(zf(\lambda) - z) \| = 0.
\]
By (7), we get
\[
\lim_{\lambda \to \infty} \| \eta_\tilde{\psi}(ye(\lambda)a^*) - \eta_\tilde{\psi}(ya^*) \| = 0,
\lim_{\lambda \to \infty} \| \eta_\tilde{\psi}(zf(\lambda)b) - \eta_\tilde{\psi}(zb) \| = 0.
\]

Therefore, we have, by the previous arguments for \( x_0 \),
\[
\tilde{\psi}(ax) = (\eta_\tilde{\psi}(z) \mid \eta_\tilde{\psi}(ya^*)) = \lim_{\lambda \to \infty} (\eta_\tilde{\psi}(zf(\lambda)) \mid \eta_\tilde{\psi}(ye(\lambda)a^*))
= \lim_{\lambda \to \infty} \tilde{\psi}(a(ye(\lambda))^*(zf(\lambda)))
= \lim_{\lambda \to \infty} \tilde{\psi}(ye(\lambda))^*(zf(\lambda))b
= \lim_{\lambda \to \infty} (\eta_\tilde{\psi}(zf(\lambda)b) \mid \eta_\tilde{\psi}(ye(\lambda)))
= (\eta_\tilde{\psi}(zb) \mid \eta_\tilde{\psi}(y)) = \tilde{\psi}(xb).
\]

Hence, we may conclude that \((a, b) \in \mathcal{G}(\sigma_{-1}^\tilde{\psi}), \) i.e., \( \mathcal{G}(\sigma_{-1}^\tilde{\psi}) \subset \mathcal{G}(\sigma_{-1}^\tilde{\psi}). \)

Now, we know that \( x \in \mathcal{M} \) is of exponential type relative to \( \{ \sigma_\tilde{\psi}^\alpha \} \) if and only if
\[
\left\{ \begin{array}{l}
x \in \bigcap_{n \in \mathbb{Z}} \mathcal{D}(\sigma_{-n}^\tilde{\psi}), \\
\sup \| \sigma_{-n}^\tilde{\psi}(x) \| e^{-cn} < +\infty
\end{array} \right.
\]
for some \( c > 0 \). Hence \( \mathcal{N}_{\text{exp}}^\psi \subset \mathcal{M}_{\text{exp}}^\tilde{\psi} \). For each \( x \in \mathcal{N}_{\text{exp}}^\psi \), we consider
\[
y(\alpha) = \sigma_\tilde{\psi}^\alpha(x) - \sigma_\tilde{\psi}^\alpha(x), \quad \alpha \in \mathbb{C}.
\]
The preceding discussion shows that the function \( f : \alpha \in \mathbb{C} \mapsto \omega(y(\alpha)) \in \mathbb{C} \) (for any \( \omega \in \mathcal{M}_+ \)) is an entire function of exponential type and that \( f(-in) = 0, \forall n \in \mathbb{Z} \). Hence \( f(\alpha) = 0 \) for every \( \alpha \in \mathbb{C} \), and so we must have \( y(\alpha) = 0 \). This means that
\[
\sigma_\tilde{\psi}^\alpha(x) = \sigma_\tilde{\psi}^\alpha(x), \quad x \in \mathcal{N}_{\text{exp}}^\psi.
\]
As \( \mathcal{N}_{\text{exp}}^\psi \) is \( \sigma \)-weakly dense in \( \mathcal{N} \), we conclude (6). \( \square \)
3. Examples

We now wish to present a few examples in which the action of the operator valued weight can be made explicit. These examples will demonstrate the appropriateness of interpreting the application of an operator valued weight as a (partial) integration. In each of the cases to be discussed, the role of $\mathcal{M}$ will be played by $\mathcal{L}(\mathfrak{H})$ (for an appropriate Hilbert space $\mathfrak{H}$), $\varphi$ will be $\text{Tr}$, and $\mathcal{N}$ will be a subalgebra of $\mathcal{M}$ which possesses its own trace $\varphi$. Hence, the condition

$$
\sigma^\varphi_x(x) = \sigma^\varphi_{\hat{w}}(x), \quad x \in \mathcal{N},
$$

is trivially satisfied. Note also that in the following examples, no distinction will be made between $T$ and its extension $\hat{T}$.

1. Let $G = \mathbb{Z}$, i.e., we are going to consider a discrete, countable abelian group. Take any $x \in \mathcal{L}(\ell^2(\mathbb{Z}))$; we may write $x = (x_{ij})_{i,j \in \mathbb{Z}}$. Then (believe it or not), the operator valued weight

$$
T: \mathcal{L}(\ell^2(\mathbb{Z}))_+ \to \ell^\infty(\mathbb{Z})_+
$$

is given by

$$
T(x) := (x_{nn})_{n \in \mathbb{Z}}.
$$

2. Let $G = \mathbb{T}$, i.e., we are considering the compact, abelian group case. Then the operator valued weight is given by $x \in \mathcal{L}(L^2(\mathbb{T}))_+ \mapsto \sum_{k \in \mathbb{Z}} u_k x u^{-k} \in L^\infty(\mathbb{T})_+$, where $(u\xi)(\zeta) := \xi \zeta(\zeta)$. Note that if we choose $\epsilon_i(\zeta) = \zeta^i$, then $\{\epsilon_i : i \in \mathbb{Z}\}$ is a complete, orthonormal system for $L^2(\mathbb{T})$. Taking $x = t_{\epsilon_i, \epsilon_j}$ (here, we define $t_{\epsilon_i, \epsilon_j} : (\eta | \epsilon_j) \eta$, for any $\eta \in \mathcal{L}(L^2(\mathbb{T}))$), we obtain

$$
(T(x)\xi)(\zeta) = \sum_{k \in \mathbb{Z}} \hat{\xi}(j-k)\zeta^{i-k} = \zeta^{i-j}\xi(\zeta),
$$

where

$$
\hat{\xi}(n) = \frac{1}{2\pi} \int_\mathbb{T} e^{-in\zeta}\xi(\zeta) d\zeta.
$$

The previous calculation shows us that, $\forall i, j \in \mathbb{Z}$, $t_{\epsilon_i, \epsilon_j} \in \mathfrak{m}_T$, so that $T$ is indeed semi-finite. Once again, though, it is necessary to define $T(x)(\omega)$ for any $x \in L^\infty(\mathbb{T})_+$. Unlike the previous example, however, $T$ is not a conditional expectation, so we cannot hope to define $T(x)(\omega)$ in as elementary a fashion.

We proceed as follows: Let $\mathfrak{H} = L^2(\mathbb{T})$; then for any $x \in \mathcal{L}(L^2(\mathbb{T}))_+$, we define a map $q_x: \mathfrak{H} \to [0, +\infty]$ via

$$
q_x(\xi) := \sum_{k \in \mathbb{Z}} \|x \hat{\xi} u_{-k}\|.
$$

$q_x$ is then a lower semi-continuous quadratic form, whose domain $\mathcal{D}(q_x)$ includes $\{t_{\epsilon_i, \epsilon_j} : i \in \mathbb{Z}\}$ (again, by preceding calculation); hence, to it is associated a positive, self-adjoint operator $H_x$. Moreover, due to the form of $q_x$, it is clear that $H_x$ is affiliated to $\mathcal{N}$. Hence, $\forall \epsilon > 0$, $H_x(1 + \epsilon H_x)^{-1} \in$...
\[ N_+ = L^\infty(\mathbb{T})_+. \] Moreover, we know that \( \varepsilon_1 \leq \varepsilon_2 \rightarrow H_x(1 + \varepsilon_2 H_x)^{-1} \leq H_x(1 + \varepsilon_1 H_x)^{-1} \). We may therefore define

\[ T(x)(\omega) := \lim_{\varepsilon \searrow 0} \langle \omega, H_x(1 + \varepsilon H_x)^{-1} \rangle. \]

Throughout the remainder of the examples, whenever the action of an operator valued weight \( T \) is exhibited as a summation (or integration), it is to be understood in the above context, viz., we should consider the quadratic form induced by our definition of \( T \) in a way entirely analogous to (8), and then consider the appropriate (possibly unbounded) operator.

3. Let \( G = \mathbb{R} \), i.e., we are considering a separable, locally compact but non-compact, abelian group. In this case, the operator valued weight is given by

\[ T : x \in \mathcal{L}(L^2(\mathbb{R}))_+ \mapsto \int_{\mathbb{R}} u(\lambda)xu(-\lambda) d\lambda \in L^\infty(\mathbb{R})_+, \]

where

\[ (u(\lambda)\xi)(s) := e^{i\lambda s} \xi(s), \quad \forall \xi \in L^2(\mathbb{R}). \]

Taking \( \{ \varepsilon_i : \varepsilon_i \in L^2(\mathbb{R}) \cap L^\infty(\mathbb{R}), i \in \mathbb{N} \} \), a complete orthonormal system for \( L^2(\mathbb{R}) \), and again taking \( x \) to be \( t_{\varepsilon_i,\varepsilon_j} \), we obtain

\[ (T(x)\xi)(s) = \varepsilon_i(s)\overline{\varepsilon_j(s)}\xi(s), \quad x = t_{\varepsilon_i,\varepsilon_j}. \]

In the general setting, where \( G \) is any (separable) locally compact, abelian group, with dual group \( \widehat{G} \), we will have \( T : \mathcal{L}(L^2(G))_+ \rightarrow L^\infty(\widehat{G})_+ \) given by

\[ T(x) := \int_{\widehat{G}} u(p)xu(-p) dp, \]

where

\[ (u(p)\xi)(g) := \langle p, g \rangle \xi(g), \quad \forall \xi \in L^2(G). \]

Here, of course, \( \langle \cdot, \cdot \rangle \) denotes the duality between \( \widehat{G} \) and \( G \).

1. Suppose \( G \) is a discrete, separable group, but not necessarily abelian. If \( G \) is ICC (i.e., infinite conjugacy class), then \( \mathcal{R}_G \subset \mathcal{L}(l^2(G)) \) is a \( II_1 \)-factor, and therefore possesses a tracial state \( \tau \). So again, we are motivated to look for an operator valued weight \( T : \mathcal{L}(l^2(G))_+ \rightarrow \mathcal{R}_G \).

In this setting, the operator valued weight is given by

\[ T(x) := \sum_{g \in G} \rho(g)x\rho(g)^*, \]

where

\[ \rho(g)\xi(h) := \xi(hg), \quad \forall \xi \in l^2(G). \]

To see that this is so, we note immediately that \( T \) is clearly positive homogeneous and linear on all of \( \mathcal{L}(l^2(G))_+ \). If we define \( \varepsilon_g : G \rightarrow \mathbb{C}, \ g \in G, \) via \( \varepsilon_g(s) := \delta_{s,g} \), then clearly \( \{ \varepsilon_g : g \in G \} \) is a complete, orthonormal system for
Let \( A \) recognize that the commutant; specifically, we are summing over \( A \) unitary, this will only be so if \( T \). Expressing \( T \) also be denoted by \( \rho \). Interpreted as integration.

Now, we will demonstrate that \( T(t_{g, h}) \) is actually equal to \( \lambda(gh^{-1}) \), where (as usual) \( \lambda(g)\xi(h) := \xi(g^{-1}h) \), \( \forall \xi, g \in \ell^2(G) \).

For any \( k \in G \), we compute

\[
T(t_{g, h})\epsilon_k = \sum_{s \in G} t_{g^{-1}h^{-1}g, \epsilon_h^{-1}}\epsilon_k = \sum_{s \in G} (\epsilon_k, \epsilon_{h^{-1}g^{-1}})\epsilon_{g^{-1}}
\]

\[
= \sum_{s \in G} \delta_{k, h^{-1}g^{-1}}\epsilon_{g^{-1}} = \sum_{s \in G} \delta_{s, k^{-1}h}\epsilon_{g^{-1}}
\]

\[
= \epsilon_{gh^{-1}k} = \lambda(gh^{-1})\epsilon_k.
\]

Hence, we see that \( T((t_{g, h} : g, h \in G)) \subset R_\ell(G) \); thus \( T \) is semi-finite. Also, \( T \) is faithful: to say \( T(x^*x) = 0 \) implies \( \sum_{s \in G} \rho(s)x^*x\rho(s)^* = 0 \). But \( \rho(s)x^*x\rho(s)^* = (x\rho(s)^*)(x\rho(s)^*) \), so \( T(x^*x) \) is a sum of positive elements, which can only be 0 if each \( (x\rho(s)^*)(x\rho(s)^*) = 0 \). But since each \( \rho(s) \) is unitary, this will only be so if \( x^*x = x = 0 \). Finally, the form of \( T \) ensures its normality.

It is also interesting to note that the form of \( T \) is that of “integration over the commutant;” specifically, we are summing over \( \{\rho(s) : s \in G\} \), and we recognize that \( \{\rho(s) : s \in G\}' = R_\ell(G) = R_\ell(G)' \). This lends credence to our earlier claim that the application of an operator valued weight should be interpreted as integration.

As an aside, we mention that, on \( m_T \), \( T \) has the form

\[
T(x) = \sum_{g \in G} \text{Tr}(\lambda(g)^*x)\lambda(g).
\]

Expressing \( T \) via the above allows us to view the application of \( T \) as a kind of “Fourier transform.”

2. Let \( A_n = M_2(\mathbb{C}) \otimes \cdots \otimes M_2(\mathbb{C}) \cong M_{2^n}(\mathbb{C}) \), \( A_0 = \lim A_n \), the algebraic direct limit of the \( A_n \), and \( A = A_0 \), the \( C^* \)-algebraic direct limit of the \( A_n \). Note that in this context we may (and shall) consider \( A \) to be the “\( C^* \)-algebraic infinite tensor product” \( M_2(\mathbb{C}) \otimes M_2(\mathbb{C}) \otimes \cdots \). Now, each \( A_n \) possesses a tracial state \( \tau_n := 2^{-n}\text{Tr}_n \), where \( \text{Tr}_n \) denotes the usual trace on \( M_{2^n}(\mathbb{C}) \). These, in turn, induce a tracial state on \( A \), which we shall call \( \tau \).

In the usual way (i.e., via the GNS construction), we obtain a representation of \( A \), viz., \( \{\pi_\tau, \mathcal{H}_\tau, \xi_\tau\} \). Then, we know that \( \pi_\tau(A)'' \subset \mathcal{L}(\mathcal{H}_\tau) \) is a \( \text{II}_1 \)-factor – in fact, it is the AFD \( \text{II}_1 \)-factor \( \mathcal{R}_0 \). The trace on \( \mathcal{R}_0 \), which will also be denoted by \( \tau \), is given by \( \omega_{\xi_\tau} \). Hence, we are now looking for the operator valued weight \( T : \mathcal{L}(\mathcal{H}_\tau)_+ \to \mathcal{R}_0^+ \) which satisfies \( \text{Tr} = \tau \circ T \).
To find $T$, it is helpful to change perspective. Let’s start by defining $\tilde{\mathcal{H}}$ to be $\{M_2(\mathbb{C}), \frac{1}{2} \mathrm{Tr}_1\}$, i.e., $M_2(\mathbb{C})$ considered as a Hilbert space, via the inner product $(X \mid Y) := \mathrm{Tr}_1(Y^* X)$. We next define $\tilde{\mathcal{H}}_n$ via $\tilde{\mathcal{H}}_n := \tilde{\mathcal{H}} \otimes \cdots \otimes \tilde{\mathcal{H}}$ ($n$ times). We embed $\tilde{\mathcal{H}}_n \hookrightarrow \tilde{\mathcal{H}}_{n+1}$ via $\xi \mapsto \xi \otimes 1_1$, where $1_1$ is the identity matrix in $M_2(\mathbb{C})$. Since this map is clearly an isometry, we are free to consider the “Hilbert space infinite tensor product”; we shall call this $\tilde{\mathcal{H}}$.

Now, it is easy to see that $\mathcal{A}_0$ acts on $\tilde{\mathcal{H}}$ in a natural way via both left and right multiplication; moreover, this action is bounded. Thus, we may consider $\lambda^\prime(\mathcal{A}_0), \lambda_{\tau}(\mathcal{A}_0) \subset \mathcal{L}(\tilde{\mathcal{H}})$. It is also not difficult to see that we actually have $\tilde{\mathcal{H}} \cong \tilde{\mathcal{H}}_{\tau}$ and $\lambda^\prime(\mathcal{A}_0)^{''} \cong \mathcal{R}_0$.

Let’s contemplate what occurs at the $n^{\text{th}}$ “stage” of the direct limiting process. We have $\mathcal{A}_n$ acting on $\tilde{\mathcal{H}}_n$ from both the left and right; in fact, $\mathcal{L}(\tilde{\mathcal{H}}_n) \cong A_{2n} = A_n \otimes A_n$. Note also that we have $\mathrm{Tr}_{2n} = \mathrm{Tr}_n \otimes \mathrm{Tr}_n$, and $\tau_{2n} = \tau_n \otimes \tau_n$. We can obtain a conditional expectation $\mathcal{E}_n : \mathcal{L}(\tilde{\mathcal{H}}_n) \to A_n$ via

$$
\mathcal{E}_n(x) := \int_{\mathcal{U}(A_n)} u x u^* \, du, \quad \forall x \in \mathcal{L}(\tilde{\mathcal{H}}_n).
$$

Here, we are integrating with respect to the normalized Haar measure over the compact group $\mathcal{U}(A_n) \cong U(2^n)$. It is clear that we have $\tau_{2n} = \tau_n \circ \mathcal{E}_n$. However, note that if we want to have $T_n : \mathcal{L}(\tilde{\mathcal{H}}_n) \to A_n$ such that $\mathrm{Tr}_{2n} = \tau_n \circ T_n$, we must define $T_n := 2^{2n} \mathcal{E}_n$.

These observations guide us to the proper formulation of $T$. For any $x \in \mathcal{L}(\tilde{\mathcal{H}}_{\tau})$, we define

$$
T(x) := \lim_{n \to \infty} 2^{2n} \int_{\mathcal{U}(A_n)} \mathrm{Ad}(J_\tau u J_\tau) x \, du,
$$

where $J_\tau$ is the modular conjugation. (As $\tau$ is a trace, we have $J_\tau \eta_\tau(y) = \eta_\tau(y^*)$, with $\eta_\tau : A \to \tilde{\mathcal{H}}_{\tau}$.) For any $x \in \mathcal{A}_0$, our previous considerations show that this definition yields the desired results; as $\mathcal{A}_0$ is $\sigma$-weakly dense in $\mathcal{L}(\tilde{\mathcal{H}}_{\tau})$, we observe (once again by an appeal to normality) that $T$ is the correct operator valued weight.

It is also interesting to note that it is possible to consider a different limiting process applied to the previously defined $\mathcal{E}_n$’s. As each $\mathcal{E}_n$ is a projection of norm one, for any $x \in \mathcal{L}(\tilde{\mathcal{H}})$, $\{(\tau \circ \mathcal{E}_n)(x) : n \in \mathbb{N}\} \in \ell^\infty(\mathbb{N})$; if we choose $\omega$ a free ultrafilter (i.e., $\omega \in \beta \mathbb{N} \setminus \mathbb{N}$, where, as usual, $\beta \mathbb{N}$ is the Stone-Čech compactification of $\mathbb{N}$), we may define

$$
\rho_\omega(x) := \lim_{n \to \omega} (\tau \circ \mathcal{E}_n)(x).
$$

Then $\rho_\omega$ is a hypertrace on $\mathcal{L}(\tilde{\mathcal{H}})$. It is, however, far from normal; it is singular [Tak2] — $\rho_\omega$ is a transcendental object. Similarly, if we consider, for any $x \in \mathcal{L}(\tilde{\mathcal{H}})$, $\{\mathcal{E}_n(x) : n \in \mathbb{N}\} \in \ell^\infty(\mathbb{N}, \mathcal{L}(\tilde{\mathcal{H}))$, we may define

$$
\Phi_\omega(x) := \lim_{n \to \omega} \mathcal{E}_n(x).
$$

$\Phi_\omega : \mathcal{L}(\tilde{\mathcal{H}}) \to \mathcal{R}_0$ is a conditional expectation, but it too is highly singular. So, it seems, we are faced with a choice: to forego boundedness for the sake of normality (i.e., work with $T$), or retain boundedness and give up $\sigma$-weak continuity. Both techniques have utility; circumstances will dictate which option is more useful.
4. Conclusions

The above proof demonstrates that it is possible to arrive at a complete theory of operator valued weights without recourse to structure theory. This is very satisfying if one adopts the point of view that integration theory is fundamental to further study in the theory of von Neumann algebras, and that structure theory should be a “consequence” of the theory of non-commutative integration.
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