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ABSTRACT. We consider the polynomial algebra $H^{\ast}(CP^\infty \times CP^\infty; F_p)$ as a module over the mod $p$ Steenrod algebra, $A(p)$, $p$ being an odd prime. We give a minimal set of generators consisting of monomials and characterise all such ‘monomial bases’.

1. Introduction

We are concerned with the problem of finding minimal sets of generators for $H^\ast(BV; F_p)$ as a module over the mod $p$ Steenrod algebra $A(p)$, where $V$ is an elementary abelian $p$-group.

Some reasons for studying this problem are the following. All simple representations of $GL(V)$ over $F_p$ can be found as composition factors in the vector space spanned by a minimal set of generators, as explained in [10] for the prime 2, the argument being valid for odd primes as well. There is also a map to the $GL(V)$ invariants of this space of generators from the dual of the $E_2$ term of the classical Adams spectral sequence for the stable homotopy groups of spheres, which, at least in low degrees, is an isomorphism - see [7] and [4]. The central role that $H^\ast(BV; F_p)$ plays in the theory of unstable modules over the Steenrod algebra, see [6], also adds interest to this problem.

However the problem is seen to be particularly difficult in general, as is gauged by our progress. It is known how to construct sets of generators for any such $V$ (e.g. the ‘regular’ monomials of [2] and [5]) but these are far from minimal in general. On the other hand, it is known how to construct minimal sets of generators for some such $V$, but only if $V$ has rank $\leq 2$ (or $\leq 3$ if $p=2$) [1], [3].

This paper is concerned with odd primes, for which there is an intermediate problem. $H^\ast(BV; F_p)$ is a tensor product, $S(V^\ast) \otimes \Lambda(V^\ast)$, of a symmetric algebra and an exterior algebra. As an algebra over the Steenrod algebra, $S(V^\ast)$ may be identified with $H^{\ast}(CP^\infty \times \cdots \times CP^\infty; F_p)$, the cohomology of a product of rank $V$ copies of infinite complex projective space. Thus we have the intermediate problem of finding minimal sets of generators for $H^\ast(CP^\infty \times \cdots \times CP^\infty; F_p)$. In [3] we calculated the subring $M_\ast(2)$ of $H_\ast(CP^\infty \times CP^\infty; F_p)$ that consists of all elements annihilated by the right action of $A(p)$ defined by

$$\langle \xi \theta, \zeta \rangle = \langle \xi, \theta \zeta \rangle$$

where $\theta \in A(p)$, $\xi \in H_\ast(CP^\infty \times CP^\infty; F_p)$ and $\zeta \in H^\ast(CP^\infty \times CP^\infty; F_p)$.
From this it is possible to describe the space

\[ M^*(2) = \mathbb{F}_p \otimes_{A(p)} H^*(CP^\infty \times CP^\infty; \mathbb{F}_p), \]

whose bases correspond to minimal sets of generators for \( H^*(CP^\infty \times CP^\infty; \mathbb{F}_p) \) as a module over \( A(p) \), since \( M^*(2) \) is the vector space dual of \( M_*(2) \). However, the generators one obtains by this method consist of large intractable polynomials (cf. Table 1 of the first version of [4] - C.R.M. preprint 323, Centre de Recerca Matemàtica, Barcelona). So, in practice, the results of [3] serve only to tell us the dimension of \( M^n(2) \) in each degree \( n \), that is, they give us the Poincaré series of \( M^*(2) \). In order to perform calculations we ideally require a basis for \( M^*(2) \) that consists of monomials and it is the purpose of this paper to provide such a basis. An example of the type of calculation that a monomial basis facilitates is contained in Theorem 1.1. Thus we offer a proof, independent of [3], of the following theorem.

**Theorem 1.1.** As far as it goes, Table 1 gives a monomial basis for \( M^*(2) \).

That is to say, if \( n \) can be found in the left hand column of Table 1, then the right hand column gives a basis for \( M^n(2) \). In Table 1 we have chosen two elements \( x, y \in H^2(CP^\infty \times CP^\infty; \mathbb{F}_p) \) such that \( H^*(CP^\infty \times CP^\infty; \mathbb{F}_p) \) is isomorphic to the polynomial algebra on \( x \) and \( y \). We also use the same symbol for an element in \( H^*(CP^\infty \times CP^\infty; \mathbb{F}_p) \) as for its image under the natural projection

\[ H^*(CP^\infty \times CP^\infty; \mathbb{F}_p) \to M^*(2). \]

**Table 1**

<table>
<thead>
<tr>
<th>Degree, ( n )</th>
<th>Basis for ( M^n(2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \leq 2(p - 2) ), even</td>
<td>( {x^iy^{n/2-i} \mid 0 \leq i \leq n} )</td>
</tr>
<tr>
<td>( 2((i + 1)p + j + 1)p^s - 2 ), ( 0 \leq i, j \leq p - 1 ), ( s \geq 0 )</td>
<td>( {x^{(k+1)p^s-1}y^{n/2-(k+1)p^s+1} \mid \min(i+1,j) \leq k \leq p - 1} \cup {x^{(k+1)p^s-1}y^{n/2-(k+1)p^s+1} \mid 0 \leq k \leq i} )</td>
</tr>
<tr>
<td>( 2((i + 1)p^r + j + 1)p^s - 2 ), ( 1 \leq i, j \leq p - 1 ), ( r \geq 2 ), ( s \geq 0 )</td>
<td>( {x^{(k+1)p^s-1}y^{n/2-(k+1)p^s+1} \mid 1 \leq k \leq p - 1} \cup {x^{(j+1)p^s-1}y^{(i+1)p^s-(i+1)p^s-1} \mid x^{(i+1)p^s-(i+1)p^s-1}y^{(j+1)p^s-1}} )</td>
</tr>
<tr>
<td>( 2((p^2 + ip + j + 1)p^s - 2) ), ( 1 \leq i \leq j \leq p - 2 ), ( s \geq 0 )</td>
<td>( {x^{(k+1)p^s-1}y^{n/2-(k+1)p^s+1} \mid i \leq k \leq j} )</td>
</tr>
</tbody>
</table>

However, in addition to this theorem we need the following complementary result.

**Statement 1.2.** In the degrees, \( n \), not dealt with by Table 1, \( M^n(2) \) is 0.

So, for example, Theorem 1.1 tells us nothing about \( M^n(2) \) when \( n = 2(p^2 + p - 1) \) but Statement 1.2 reassures us that there is nothing to tell in this case: \( M^n(2) = 0 \).
One can view this statement 1.2 as a conclusion of [3], or one could attempt to re-work the proof given in [3] for the cohomological setting. (Note that this proof was an induction on degree, using the given description of $M_*(2)$ in an essential way, so such a re-working could be expected to be a large task.) What we would like to do, but have so far been unable to, is to give a bare-handed proof, independent of the results of Theorem 1.1.

As mentioned earlier, we have, in fact, gone further than Theorem 1.1; we have calculated all possible monomial bases for $M^*(2)$. However it would not be feasible to state the conclusions of this study in tabular form. Instead we will describe the other possible monomial bases, for each row of Table 1, in the section concerned with that row; see Propositions 3.2, 4.5, 5.2 and 6.3.

The author would like to express his gratitude to the referee for his/her comments which, the author believes, have enabled this version to be a significant improvement on earlier versions of this paper.

2. Notation and Some Preliminary Results

Binomial coefficients play a large part in what follows, since the action of $A(p)$ on $H^*(CP^\infty \times CP^\infty; F_p)$ can be succinctly expressed by

$$P^s(x^s) = \binom{s}{i} x^{s+i(p-1)}$$

and the Cartan formula. We will use the convention that binomial coefficients take integer arguments but give values in $F_p$. We will frequently need the following well-known formula for determining binomial coefficients modulo $p$:

$$(1) \quad \binom{n}{r} = \prod \binom{n_s}{r_s}$$

where $n_0 + pn_1 + p^2n_2 + \cdots$ and $r_0 + pr_1 + p^2r_2 + \cdots$ are the $p$-adic expansions for $n$ and $r$ respectively.

Another convention we wish to introduce concerns non-zero scalars. These are painfully ubiquitous and, since we frequently wish to multiply them but only rarely to add them, they are essentially irrelevant. For this reason we use the notation

$$P^{s^a}(A) = B + C + \cdots$$

to indicate that $P^{s^a}(A) = \xi B + \xi'C + \cdots$, where $\xi$ and $\xi'$ are some non-zero scalars. Thus, if we can establish that $\binom{\xi}{1} \neq 0$, and $\binom{\xi'}{1} \neq 0$, we may write $P^1(x^sy^r) = x^{q_1(p-1)}y^r + x^qy^{r+(p-1)}$.

The following result highlights the periodic facet of $M^*(2)$.

**Lemma 2.1.** Let $f: H^*(CP^\infty \times CP^\infty; F_p) \to H^*(CP^\infty \times CP^\infty; F_p)$ be the linear map defined by $f(X) = x^{p-1}y^{p-1}X^p$ for all $X \in H^*(CP^\infty \times CP^\infty; F_p)$. Then $f$ induces a map $M^n(2) \to M^{n+2(2p-2)}(2)$ for all $n \geq 0$, which we will also denote by $f$, and if $n \geq 2(p-1)$, then this induced map is an isomorphism.

In the terminology of Table 1, this lemma implies that we need only consider the case where $s = 0$, for it enables us to vary $s$ while leaving $M^*(2)$ unchanged, up to an isomorphism given by $f$. For example, in row 2, if $n = 2((i+1)p^r+j+1)p^s-2$ with $s > 0$, then $n = pm + 2(2p-2)$ where $m = 2((i+1)p^r+j+1)p^{s-1}-2$ and $f$ maps $M^m(2)$ isomorphically onto $M^n(2)$. So by iterating this we need only study $M^{n_0}(2)$ where $n_0 = 2((i+1)p^r+j+1) - 2$. 


The proof of this lemma is rather involved, and requires a few results which will be used many more times in this work.

The first of these is the ‘short Cartan formula’. In order to state this result concisely we introduce the term hit to signify elements in the image of the map

\[ \tilde{A}(p) \otimes H^*(CP^\infty \times CP^\infty; F_p) \to H^*(CP^\infty \times CP^\infty; F_p), \]

where \( \tilde{A}(p) \) denotes the augmentation ideal of \( A(p) \). More explicitly, an element is hit if it can be written as \( \sum_{i>0} P^i X_i \) for some polynomials \( X_i \in H^*(CP^\infty \times CP^\infty; F_p) \). Since every Steenrod operation \( P^i \) is decomposable unless \( i \) is a power of \( p \), we can conclude that an element is hit if and only if it can be written as \( \sum_{i \geq 0} P^i X_i \) for some polynomials \( X_i \). Furthermore, we say an element is hit by \( P^j \) if it can be written as \( \sum_{i=1}^j P^i X_i \). This is a weaker condition than saying that an element is in the image of \( P^j \), but turns out to be more useful for our purposes. We can now state the short Cartan formula:

**Lemma 2.2 (Short Cartan formula).** For any \( q, s, t \geq 0 \),

\[ P^q(x^s y^t) \equiv P^q(x^s) y^t + x^s P^q(y^t) \]

modulo elements hit by \( P^{q-1} \).

**Proof.** Note first that if \( q = 0 \), then the lemma is just the usual Cartan formula for \( P^1 \). Now let \( \chi \) denote the anti-automorphism of \( \tilde{A}(p) \), let \( s, t \geq 0 \) and let \( q \geq 1 \). We first show that

\[ (2) \quad P^q(x^s y^t) = \chi(P^q)(x^s y^t) + x^s P^q(y^t) \]

modulo elements hit by \( P^{q-1} \).

To prove this, we use the (standard) Cartan formula to evaluate \( P^i(\chi(P^{q-i})(x^s y^t)) \) for each \( i \leq p^q \):

\[ P^i(\chi(P^{q-i})(x^s y^t)) = \sum_{j=0}^i P^{i-j}(\chi(P^{q-i})(x^s)) P^j(y^t) \]

and then take the sum over \( i \) running from 0 to \( p^q \):

\[ \sum_{i=0}^{p^q} P^i(\chi(P^{q-i})(x^s y^t)) = \sum_{i=0}^{p^q} \sum_{j=0}^i P^{i-j}(\chi(P^{q-i})(x^s)) P^j(y^t). \]

Now recall the recursive definition of \( \chi(P^r) \) for any integer \( r \):

\[ \sum_{i=0}^{r} P^i(\chi(P^{r-i})) = \begin{cases} 0 & \text{if } r > 0, \\ 1 & \text{if } r = 0. \end{cases} \]

Then by reordering the summations on the right side of equation (3) and using this defining formula for \( \chi(P^r) \), we have

\[ \sum_{i=0}^{p^q} P^i(\chi(P^{q-i})(x^s y^t)) = x^s P^{p^q}(y^t). \]

Separating out the \( i = 0 \) and \( i = p^q \) terms from the left hand summation we have

\[ \chi(P^{p^q})(x^s y^t) + P^{p^q}(x^s y^t) + Z = x^s P^{p^q}(y^t), \]

where \( Z = \sum_{i=1}^{p^q-1} P^i(\chi(P^{q-i})(x^s y^t)). \) Thus, in the terminology introduced above, \( Z \) is hit by \( P^{p^q-1} \) and the proof of equation (2) is complete. (Note that in (2)
we are employing the non-zero scalar convention introduced earlier - otherwise \( \chi(P^{pq})x^y \) would have coefficient \(-1\).

The proof of the lemma is completed by the following identity:

\[
\chi(P^{pq})(x^s) = \mathcal{P}^{pq}(x^s) \quad \text{for } j \leq p.
\]

The proof of this identity is achieved by a straightforward double induction on \( j \) and \( q \), based on Straffin’s formula \[9\] :

\[
\chi(P^{pq}) = -\mathcal{P}^{pq} - \sum_{l=1}^{j} \mathcal{P}^{(j-l)p^q} \chi(P^{lp^q}).
\]

Note that we are not asserting that \( \chi(P^{pq}) \) is equal to \( \mathcal{P}^{pq} \) as an element of \( \mathcal{A}(p) \); this is certainly not true. We are merely claiming that they give the same value when evaluated on \( x^s \in H^*(CP^\infty \times CP^\infty; \mathbb{F}_p) \).

Note that in the above proof we could have replaced \( y^l \) by \( x^ny^l \), thus obtaining the formula

\[
\mathcal{P}^{pq}(x^{s+nu^l}) = \mathcal{P}^{pq}(x^s)x^{u^l} + x^s\mathcal{P}^{pq}(x^{u^l}) \quad \text{modulo elements hit by } \mathcal{P}^{pq-1}
\]

which we will need later in the proof of Lemma 2.1.

The second preliminary tells us precisely which elements are hit by \( \mathcal{P}^1 \). Let \( \bar{s} \) denote the residue class modulo \( p \) of \( s \) if \( s \geq 0 \) and 0 if \( s < 0 \).

**Lemma 2.3.** \( x^qy^r \) is hit by \( \mathcal{P}^1 \) if and only if \( q+\bar{r} < p-1 \) and either \( q > (p-1)(1+\bar{r}) \) or \( r > (p-1)(1+\bar{q}) \). In particular, if \( q+r > p^2-p \), then \( x^qy^r \) is hit by \( \mathcal{P}^1 \) if and only if \( q+\bar{r} < p-1 \).

**Proof.** The reasoning behind this lemma is as follows. At first glance one may think that \( x^qy^r \) is hit by \( \mathcal{P}^1 \) if and only if it is the image of \( x^{q-(p-1)}y^r \) or \( x^qy^{r-(p-1)} \) under \( \mathcal{P}^1 \). But further consideration shows that things are not so straightforward.

For example, let \( p = 5 \) and consider the element \( x^4y^5 + x^8y : \mathcal{P}^1(x^4y^5 + x^8y) = (4x^8y^5 + 5x^4y^5) + (8x^{12}y + x^8y^5) = 3x^{12}y \). Thus \( x^{12}y \) is hit by \( \mathcal{P}^1 \). We depict this situation by a ‘chain’, with \( x^{12}y \) at one end and 0 at the other:

\[
\begin{array}{c}
x^{12}y \\
x^8y \\
x^4y^5 \\
0
\end{array}
\]

using the notation

\[
\begin{array}{c}
B \\
/ \\
/ \\
A
\end{array}
\]

to signify that \( \mathcal{P}^1(A) = \xi B + \xi'C \) for some non-zero scalars \( \xi \) and \( \xi' \) (i.e. \( \mathcal{P}^1(A) = B + C \) in the notation introduced earlier).

Extending this argument we see that \( x^qy^r \) will be hit by \( \mathcal{P}^1 \) whenever there is such a chain, of arbitrary length, linking \( x^qy^r \) at one end with 0 at the other:

\[
\begin{array}{c}
x^qy^r \\
x^{q-(p-1)}y^{r+(p-1)} \\
x^{q-2(p-1)}y^{r+(p-1)} \\
\ldots \\
x^{q-(m+1)(p-1)}y^{r+m(p-1)} \\
0
\end{array}
\]
where \( m \geq 0 \). For, if we have such a chain, then
\[
P^1(x^{q-(p-1)}y^r + x^{q-2(p-1)}y^r + \ldots + x^{q-(m+1)(p-1)}y^r + m(p-1)) = x^q y^r
\]
where, as usual, we are suppressing non-zero scalar coefficients.

Moreover, \( x^q y^r \) will be hit by \( P^1 \) if and only if there is such a chain or its ‘mirror image’—obtained by swapping \( x \) with \( y \) and \( q \) with \( r \). Clearly we need only consider the first possibility, dealing with the second by symmetry.

For the above chain, (5), to exist it is necessary and sufficient to find \( m \) such that if \( 1 \leq i \leq m \), then
\[
P^1(x^{q-i(p-1)}y^{r+(i-1)(p-1)}) = x^{q-(i-1)(p-1)}y^{r+(i-1)(p-1)} + x^{q-i(p-1)}y^{r+i(p-1)}
\]
and, if \( i = m + 1 \),
\[
P^1(x^{q-(m+1)(p-1)}y^r + m(p-1)) = x^{q-m(p-1)}y^r + m(p-1).
\]

Recalling that \( P^1(x^s y^t) = \binom{s}{t} x^{s+t-p-1} y^t + \binom{t}{s} x^{s+t-p-1} y^t = \bar{s} x^{s+p-1} y^t + \bar{t} x^s y^t + p-1 \), we see that these conditions for the existence of (5) are equivalent to:
1. \( \frac{q-i(p-1)}{1} \neq 0 \) for \( 1 \leq i \leq m \),
2. \( \frac{r+i-1(p-1)}{1} \neq 0 \) for \( 1 \leq i \leq m \),
3. \( q-(m+1)(p-1) \neq 0 \),
4. \( r+m(p-1) = 0 \).

We now wish to find a more tractable way of expressing these conditions. First note that \( \bar{r}+(i-1)(p-1) \) will be zero if and only if \( i = r + 1 \). By definition, \( 0 \leq \bar{r}+1 \leq p-1 \) so that \( \bar{r}+1 \) or \( r+1 \) will lie in the interval \( 1, \ldots, m \) and condition 2 cannot hold. So if condition 2 holds, then \( m = p-1 \).

Condition 4 states that \( m \equiv p \mod p \) so if conditions 2 and 4 hold, then \( m = r \). Conversely, if \( m = \bar{r} \), then this implies that both conditions 2 and 4 hold.

Now we turn to the remaining two conditions, 1 and 3. Since \( \bar{s} \) is defined to be 0 if \( s < 0 \), it follows that if condition 3 holds, then \( q > (m+1)(p-1) \). Now if we assume this to be the case, then \( q-i(p-1) = q+i \) and conditions 1 and 3 together assert that \( q+i \neq 0 \) mod \( p \) for \( 1 \leq i \leq m+1 \), i.e. \( q \neq p-1, p-2, \ldots, p-(m+1) \).

Since \( \bar{r} \leq p-1 \) by definition, this condition is equivalent to \( \bar{q} \leq q-(m+1) \). Thus conditions 1 and 3 imply that \( q > (m+1)(p-1) \) and \( q < p-1-m \). Conversely, if \( q > (m+1)(p-1) \) and \( q < p-1-m \), then conditions 1 and 3 are seen to hold.

Thus we conclude that the chain exists if and only if \( q+r < p-1 \) and \( q > (p-1)(1+\bar{q}) \), with \( m = \bar{r} \).

Now we need to symmetrise to cover the second possible chain, but this simply means replacing the second condition with \( r > (p-1)(1+\bar{q}) \).

The second statement of the lemma is a consequence of the first. Suppose that \( \bar{q}+r < p-1 \), so \( \bar{q}+r < p-2 \). If \( r \leq (p-1)(1+\bar{q}) \) and \( q \leq (p-1)(1+\bar{q}) \), then \( q+r \leq (p-1)(2+\bar{q}+r) \leq (p-1)(p) = p^2-p \). Thus if \( q+r > p^2-p \), it follows that either \( r > (p-1)(1+\bar{q}) \) or \( q > (p-1)(1+\bar{q}) \).

Now we are in a position to prove Lemma 2.1.

**Proof of Lemma 2.1**. Recall that \( M^*(2) \) is the quotient of \( H^*(CP^\infty \times CP^\infty; \mathbb{F}_p) \) by the subspace of ‘hit’ elements, that is, elements which can be written as \( \sum_{i>0} P_i X_i \) for some polynomials \( X_i \in H^*(CP^\infty \times CP^\infty; \mathbb{F}_p) \). Thus to show that \( f \) induces a map \( M^*(2) \to M^*(2) \), we need to show that if \( X \) is hit, then so is \( f(X) \).
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Suppose that \( X \) is hit. By linearity of \( f \) and the Steenrod operations, we may assume that \( X = \mathcal{P}^i(x^qy^r) \) for some \( i \geq 1 \). Moreover, since the operation \( \mathcal{P}^t \) is decomposable unless \( i \) is a power of \( p \), we may assume that \( X = \mathcal{P}^t(x^qy^r) \) for some \( t \geq 0 \). Then \( f(X) = x^{p-1}y^{p-1}(\mathcal{P}^t(x^qy^r))^p \). We will show that, modulo hit elements, \( f(X) \) is congruent to \( \mathcal{P}^{t+1}(x^{p-1+qp}y^{p-1+rp}) \) and hence \( f(X) \) is hit.

To do this, we first use equation (4) to evaluate \( \mathcal{P}^{t+1}(x^{p-1+qp}y^{p-1+rp}) \) :

\[
\mathcal{P}^{t+1}(x^{p-1+qp}y^{p-1+rp}) = \mathcal{P}^{t+1}(x^{p-1})x^{qp}y^{p-1+rp} + x^{p-1}\mathcal{P}^{t+1}(x^{qp}y^{p-1+rp}).
\]

Since \( t \geq 0 \), it follows that \( \mathcal{P}^{t+1}(x^{p-1}) = 0 \) and so we need only consider the second term on the right hand side, which we expand using the (standard) Cartan formula, twice.

\[
x^{p-1}\mathcal{P}^{t+1}(x^{qp}y^{p-1+rp}) = x^{p-1}y^{p-1} \sum_{j=0}^{p+1} \mathcal{P}^j(x^{qp})\mathcal{P}^{t+1-j}(y^{p-1+rp}) = x^{p-1}y^{p-1} \sum_{j=0}^{p+1} \mathcal{P}^j(x^{qp}) \sum_{k=0}^{p+1-j} \mathcal{P}^k(y^{rp})\mathcal{P}^{t+1-j-k}(y^{p-1}).
\]

Now \( \mathcal{P}^j(x^{qp}) = (\binom{q}{j})x^{qp+j(p-1)} \) will be zero unless \( j \) is a multiple of \( p \) by equation (1). Similarly, \( \mathcal{P}^k(y^{rp}) \) will be zero unless \( k \) is a multiple of \( p \). If \( j \) and \( k \) are both multiples of \( p \), then so will \( p^{t+1} - j - k \) be, but then \( \mathcal{P}^{t+1-j-k}(y^{p-1}) \) will be zero unless \( p^{t+1} - j - k = 0 \). Hence

\[
x^{p-1}\mathcal{P}^{t+1}(x^{qp}y^{p-1+rp}) = x^{p-1}y^{p-1} \sum_{j=0}^{p} \mathcal{P}^j(x^{qp})\mathcal{P}^{t-j}(y^{rp}).
\]

Next we observe that, for any \( i, s \geq 0 \),

\[
(\mathcal{P}^i(x^s))^p = \left( \binom{s}{i}x^{s+i(p-1)} \right)^p = \binom{sp}{ip}x^{sp+ip(p-1)} = \mathcal{P}^{ip}(x^{sp}).
\]

So

\[
x^{p-1}\mathcal{P}^{t+1}(x^{qp}y^{p-1+rp}) = x^{p-1}y^{p-1} \sum_{j=0}^{p} (\mathcal{P}^j(x^{q})\mathcal{P}^{t-j}(y^{r}))^p = x^{p-1}y^{p-1} \sum_{j=0}^{p} \mathcal{P}^j(x^{q})\mathcal{P}^{t-j}(y^{r})^p
\]

and, recalling equation (6), we see that \( f(X) \) is congruent to \( \mathcal{P}^{t+1}(x^{p-1+qp}y^{p-1+rp}) \) as claimed. Thus \( f(X) \) is hit and \( f \) does induce a map \( M^*(2) \to M^*(2) \).

Having shown that \( f \) induces a map \( M^*(2) \to M^*(2) \), we now show that it is injective. We will work by induction on \( i \), showing that if \( X \) is a polynomial such that \( f(X) \) is hit by \( \mathcal{P}^i \), then \( X \) is hit.

The first step is to show that if \( f(X) \) is hit by \( \mathcal{P}^1 \), then \( X \) is hit. To do this notice that, by the definition of \( f \), every monomial in \( f(X) \) will have both exponents
congruent to $p - 1$ modulo $p$. But no such monomial can be in the image of $P^1$, since $P^1(x^s) = (\binom{s}{p})x^{s+p-1}$ and if $s + p - 1$ is congruent to $p - 1$ modulo $p$, then $s$ is congruent to 0 and $\binom{s}{p} = 0$. Thus there are no polynomials $X$ such that $f(X)$ is hit by $P^1$ and the claim is vacuously proved in this case.

Now we assume that whenever $X$ is such that $f(X)$ is hit by $P^{N-1}$, then $X$ is hit. We suppose then that $Y$ is some polynomial such that $f(Y)$ is hit by $P^N$. If $N$ is not a power of $p$, then $P^N$ is decomposable and $f(Y)$ is hit by $P^{p^k}$ where $p^k$ is the largest power of $p$ that is less than $N$. Then by the inductive hypothesis $Y$ is hit and so the inductive step is proven immediately. So, instead, we suppose that $N = p^i$, with $i > 0$. By the usual arguments of linearity of $f$ and the Steenrod operations we may assume that $f(Y) = P^p(Y)$ for some polynomial $Z$. Suppose that $Z = \sum_j x^{q_j} y^{r_j}$ for some integers $q_j, r_j \geq 0$.

By applying the short Cartan formula to each monomial of each $Z$, we have $$f(Y) \equiv \sum_j (P^{p^i}(x^{q_j})y^{r_j} + x^{q_j}p^{p^i}(y^{r_j}))$$ modulo elements hit by $P^{p^i-1}$. Now, as we noted earlier, when we write $f(Y)$ as a polynomial in $x$ and $y$, it is clear from the definition of $f$ that every exponent must be congruent to $p - 1$. So we must have $\bar{q}_j = \bar{r}_j = p - 1$, since applying $P^{p^i}$ will not change this residue class. Define $\bar{q}_j, \bar{r}_j$ by $\bar{q}_j = p - 1 + \bar{q}_j$ and $\bar{r}_j = p - 1 + \bar{r}_j$ and note that for $i > 0$, $P^{p^i}(x^{p^{i-1}+\bar{q}_j}) = x^{p^{i-1}}P^{p^i}(x^{\bar{q}_j})$ and similarly, $P^{p^i}(y^{p^{i-1}+\bar{r}_j}) = y^{p^{i-1}}P^{p^i}(y^{\bar{r}_j})$.

Thus, $$f(X) \equiv \sum_j x^{p^{i-1}}y^{p^{i-1}}(P^{p^i}(x^{\bar{q}_j})y^{\bar{r}_j} + x^{\bar{q}_j}P^{p^i}(y^{\bar{r}_j}))$$ modulo elements hit by $P^{p^i-1}$. It follows from (7) that $$f(X) \equiv \sum_j x^{p^{i-1}}y^{p^{i-1}}(P^{p^{i-1}}(x^{\bar{q}_j})y^{\bar{r}_j} + x^{\bar{q}_j}p^{p^{i-1}}(y^{\bar{r}_j}))$$ and $$f(\sum_j P^{p^{i-1}}(x^{\bar{q}_j})y^{\bar{r}_j} + x^{\bar{q}_j}p^{p^{i-1}}(y^{\bar{r}_j})) = P^{p^{i-1}}(x^{\bar{q}_j}y^{\bar{r}_j})$$ Let $W$ denote $\sum_j P^{p^{i-1}}(x^{\bar{q}_j})y^{\bar{r}_j} + x^{\bar{q}_j}p^{p^{i-1}}(y^{\bar{r}_j})$. We have shown that $f(X)$ is equivalent to $f(W)$ modulo elements hit by $P^{p^{i-1}}$. So $f(X - W)$ is hit by $P^{p^{i-1}}$ and, by the inductive hypothesis, $X - W$ is hit.

Now from the short Cartan formula we have $$P^{p^{i-1}}(\sum_j x^{\bar{q}_j}y^{\bar{r}_j}) \equiv \sum_j P^{p^{i-1}}(x^{\bar{q}_j})y^{\bar{r}_j} + x^{\bar{q}_j}p^{p^{i-1}}(y^{\bar{r}_j}) = W,$$ the equivalence being modulo elements hit by $P^{p^{i-1}-1}$. Thus $W$ is hit and consequently so is $X$. This concludes the proof of the inductive step and, with it, the proof that $f$ is injective on $M^*(2)$.

Finally, we show that the induced map is onto in the stated range. If $n = pm + 2(2p - 2)$ and $x^q y^r$ is a monomial of degree $n$, then $q + r \equiv 2p - 2$ mod $p$ so $\bar{q} + \bar{r} = p - 2$ or $p + p - 2$. In the latter case, since both $\bar{q}$ and $\bar{r}$ cannot exceed $p - 1$, they must both be equal to $p - 1$, and then $x^q y^r$ will be in the image of $f$.
In the former case, if \( m \geq 2(p-1) \) then \( q + r = n/2 \geq (p^2 - p) + (2p - 2) > p^2 - p \), and Lemma 2.3 asserts that \( x^qy^r \) is hit.

This completes the proof. \( \square \)

The last preliminary result we wish to mention is the following.

**Theorem 2.4.** As an \( A(p) \) module, \( H^*(CP^\infty \times CP^\infty; F_p) \) splits as a \( \mathbb{Z}/(p-1) \)-bigraded direct sum \( \bigoplus_{i,j} H^*_{i,j}(2) \), where \( H^*_{i,j}(2) \) is the subspace spanned by monomials \( x^iy^j \) where \( q \equiv i \mod p - 1 \) and \( r \equiv j \mod p - 1 \).

In fact \( H^*(CP^\infty \times CP^\infty; F_p) \) splits further: \( H^*_{i,j}(2) \) has an \( A(p) \)-submodule consisting of monomials \( x^iy^j \), and the complementary subspace spanned by monomials \( x^iy^j \) where \( (p-1) \) divides \( r \) but \( r \neq 0 \), is also an \( A(p) \)-submodule. Similarly \( H^*_{0,j}(2) \) splits as a direct sum of two components.

This is an easy consequence of the fact that each Steenrod power operation \( P^i \) increases the exponent by a multiple of \( (p-1) \).

The main use we will have for this theorem is in proving linear independence of certain elements: If two monomials, \( x^iy^j \) and \( x^iy'^j \) are such that \( q \not\equiv q' \mod p - 1 \) or \( r \not\equiv r' \mod p - 1 \), then they must be linearly independent. This solves the question of linear independence in almost all cases.

The remainder of the paper is concerned with the proof of Theorem 1.1, which is dealt with in a piece-wise fashion. In fact the proof splits into the following parts (which correspond approximately to the rows of Table 1): the toddler stage, in degrees \( 1 \) to \( 2(p-2) \), the adolescence stage, in degrees \( 2(p-1) \) to \( 2(p^2 + p - 2) \), the thirtysomething stage, in degrees \( 2(p^2 + p) \) to \( 2(2p^2 - p - 3) \) and finally the retirement stage, which covers all higher degrees except those congruent to \( 2(p-2) \mod 2p \), which are dealt with by Lemma 2.1. Each of these stages has a section to itself except the retirement stage, which is split over the two final sections of this paper as it is rather long, and the toddler stage which is trivial: there are no hit elements so \( M^*(2) = H^*(CP^\infty \times CP^\infty; F_p) \) in these degrees and the only possible monomial basis is the one given in Table 1.

### 3. Adolescence

In this section we consider the cases where \( n = (i+1)p + j - 1 \), with \( 0 \leq i, j \leq p-1 \).

In most such cases \( n < p^2 \) and so we will only need to consider \( P^1 \), whose image we can describe without much difficulty. This section is split into 4 subsections, according to whether \( i = p-1 \) or \( i \leq p-1 \) and \( j = 0 \) or \( j > 0 \).

3.1. \( i = p-1, \ j = 0 \). In this case \( n = p^2 - 1 < p^2 \) and we need only consider \( P^1 \).

We first show that there are no hit monomials in this degree. For if \( x^iy^j \) has degree \( 2n \), i.e. \( q + r = n \), then \( q + r \) must be congruent to \( n = p^2 - 1 \) modulo \( p \) and so must equal \( p - 1 \) or \( 2p - 1 \). In either case Lemma 2.3 states that this monomial is not hit.

Now note that, by the splitting Theorem 2.4, \( x^n \) and \( y^n \) cannot be constituents of any hit polynomial. Therefore they are indispensable basis elements but play no further part in our calculations, so we can concentrate on the other terms. (This phenomenon will reappear in later cases.)

Let \( \phi(m, k) = x^{m(p-1)+k}y^{n-k-m(p-1)} \) for \( 1 \leq k \leq p-1 \) and \( 0 \leq m \leq p \), unless \( k = p-1 \) in which case we restrict \( m \) to \( \leq p-1 \). The motivation for this definition comes from the splitting Theorem 2.4. For if \( k \neq k' \), then \( \phi(m, k) \) and \( \phi(m', k') \)
lie in different components of the splitting given by the theorem, and so must be linearly independent. Hence we need only consider relations between \(\phi(m, k)\) and \(\phi(m', k')\) if \(k = k'\).

Since the only Steenrod operation we have to consider is \(P^1\), we need only look for relations between \(\phi(m, k)\) and \(\phi(m + 1, k)\). Now \(P^1(x^{m(p-1)+k}y^{n-k-(m+1)(p-1)}) = (n - k - (m + 1)(p - 1))\phi(m, k) + (m(p - 1) + k)\phi(m + 1, k)\), so \(\phi(m, k) + \phi(m + 1, k)\) will be hit if and only if \((n - k - (m + 1)(p - 1)) \neq 0\) and \((m(p - 1) + k) \neq 0\). These two conditions are seen to be equivalent when \(n = p^2 - 1\), and equivalent to \(m \neq k \text{ mod } p\). Because of the ranges that \(k\) and \(m\) are restricted to, this is equivalent to \(m \neq k\).

So if \(m, m' \leq k\), then \(\phi(m, k) \equiv \phi(m', k)\) modulo elements hit by \(P^1\), and if \(m, m' > k\), then \(\phi(m, k) \equiv \phi(m', k)\) modulo elements hit by \(P^1\). Thus, modulo hit elements, we have at most two distinct equivalence classes of monomials:

\[
\{ \phi(m, k) \mid 0 \leq m \leq k \} \cup \{ \phi(m, k) \mid k + 1 \leq m \leq p \}
\]

for each value of \(k\), as well as the two classes \(\{x^n\}\) and \(\{y^n\}\). In fact, if \(k = p - 1\), then the second class is empty, for we made the extra restriction above that \(m\) could not be \(p\) when \(k = p - 1\). (If we had allowed \(m\) to equal \(p\) when \(k = p - 1\), then \(\phi(m, k)\) would be \(y^n\), which we’ve already dealt with.)

Since we have entirely calculated the space of hit elements in this degree, these equivalence classes correspond to bases for \(M^{2n}(2)\). So for each value of \(k\) satisfying \(1 \leq k \leq p - 2\), we have two basis elements, for \(k = p - 1\) we have one, and we have two other basis elements \(x^{p^2-1}\) and \(y^{p^2-1}\). Thus we see that \(\dim M^{2n}(2) = 2(p - 2) + 1 + 2 = 2p - 1\) and any monomial basis for \(M^{2n}(2)\) is formed by taking one member from each equivalence class. That is, every basis is of the form

\[
\{ \phi(m^-_k, k) \mid 1 \leq k \leq p - 2 \} \cup \{ \phi(m^-_{p-1}, p - 1) \}, \quad x^{p^2-1}, \quad y^{p^2-1}
\]

where, for \(1 \leq k \leq p - 1\), \(m^-_k\) and \(m^+_k\) satisfy \(0 \leq m^-_k \leq k, \quad k + 1 \leq m^+_k \leq p\).

3.2. \(i = p - 1, \quad j > 0\). Now we assume that \(j > 0\), so \(n = p^2 + j - 1 \geq 0\) and we need to consider \(P^p\) as well as \(P^1\). However it turns out that \(P^p\) plays practically no part in the calculations, since any elements that are hit by \(P^p\) are also hit by \(P^1\), as we will now show.

Suppose \(x^qy^r\) is a monomial such that \(P^p(x^qy^r)\) has degree \(2n\). By the short Cartan formula, Lemma 2.2, \(P^p(x^qy^r) \equiv P^p(x^q)y^r + x^qP^p(y^r)\) modulo elements hit by \(P^1\). Now \(P^p(x^q)y^r = \binom{q}{s}x^sy^r\) where \(s = q + p(p - 1)\). If this is non-zero, then \(\binom{q}{s} \neq 0\), so \(q \geq p\) and \(s \geq p^2\). Thus, since \(s + r = n = p^2 + j - 1\), we see that \(s + r = j - 1 < p - 1\) and, since \(s + r > p^2 - p\), Lemma 2.3 shows that \(x^qy^r\) is hit by \(P^1\). Similarly, \(x^qP^p(y^r)\) is hit by \(P^1\) and we conclude that \(P^p(x^qy^r)\) is hit by \(P^1\). Hence any element hit by \(P^p\) is, in fact, hit by \(P^1\). So we need only consider \(P^1\).

Note that, by Lemma 2.3 since \(n > p^2 - p\), \(x^qy^{n-q}\) is hit if \(q \leq j - 1\) or \(q \geq n - (j - 1)\) for, in either case, \(q + n - q = j - 1 < p - 1\). As before, let \(\phi(m, k) = x^{m(p-1)+k}y^{n-k-m(p-1)}\) for \(1 \leq k \leq p - 1, \quad 0 \leq m \leq p\). Then \(\phi(m, k)\) is hit if and only if \((m(p - 1) + k) + (n - k - m(p - 1)) < p - 1\). Since the sum of these residue classes is congruent to \(n\) modulo \(p\), it must be \(j - 1\) or \(p + j - 1\). But neither residue class can exceed \(p - 1\), so it follows that if one residue class is \(\leq j - 1\), then the sum must be \(j - 1\). Conversely, if the sum is \(j - 1\), then both
must be \( \leq j - 1 \). Hence \( \phi(m, k) \) is hit if and only if \( \overline{m(p-1) + k} \leq j - 1 \), i.e. if \( k - m \equiv 0, 1, \ldots, j - 1 \) mod \( p \).

Similarly, \( \phi(m, k) + \phi(m + 1, k) \) is hit if and only if \( \overline{m(p-1) + k} \neq 0 \) and \( \overline{n - k - (m + 1)(p-1)} \neq 0 \). This is equivalent to \( k - m \neq 0 \) mod \( p \) and \( k - m \neq \overline{j - 1} \) mod \( p \). Thus we have at most two equivalence classes of monomials:

\[
\{ \phi(m, k) \mid m < k - (j - 1) \} \quad \{ \phi(m, k) \mid m > k \}
\]

for each value of \( k \). The first will be empty if \( k < j \), while the second will never be empty. So for each value of \( k \) in the range \( 1 \leq k \leq j - 1 \) we get one equivalence class, while for each \( k \) such that \( j \leq k \leq p - 1 \) we get two. Hence \( \dim M^{2n}(2) \) is equal to \( (j - 1) + 2(p - j) = 2p - j - 1 = p + i - j \) and all monomial bases have the form

\[
\{ \phi(m^+, k) \mid 1 \leq k \leq j - 1 \} \cup \{ \phi(m^-, k), \phi(m^+, k) \mid j \leq k \leq p - 1 \}
\]

\[
= \{ \phi(m^+, k) \mid 1 \leq k \leq p - 1 \} \cup \{ \phi(m^-, k) \mid j \leq k \leq p - 1 \}
\]

where \( 0 \leq m^- - k \leq k, k + 1 \leq m^+ \leq p \).

3.3. \( i < p - 1, j = 0 \). Now we assume that \( i < p - 1 \) and \( j = 0 \). As in the case where \( i = p - 1, j = 0 \), we see from Lemma 2.3 that no monomials are hit and the monomials \( x^n, y^n \) are indispensable basis elements but play no part in our calculations.

Again, we set \( \phi(m, k) = x^{m(p-1)+k} y^{n-k-m(p-1)} \) for \( 1 \leq k \leq p - 1, 0 \leq m \leq M \) where \( M \) is equal to \( i + 1 \) if \( k < i \) and equal to \( i \) if \( k \geq i \). This range is designed to ensure that we always have \( 1 \leq m(p-1) + k \leq n - 1 \). By the usual processes, we see that \( \phi(m, k) + \phi(m + 1, k) \) is hit if and only if \( m \neq k \). It follows that for \( k < i \) we get two equivalence classes while for \( k \geq i \) we get only one. Recalling that we also need \( x^n \) and \( y^n \) in order to form a basis, we conclude that \( \dim M^{2n}(2) \) is equal to \( 2 + 2(i - 1) + (p - i) = p + i = p + i - j \) and any monomial basis is of the form

\[
\{ \phi(m^+, k), \phi(m^-, k) \mid 1 \leq k < i \} \cup \{ \phi(m^+, k) \mid i \leq k \leq p - 1 \} \cup \{ x^n, y^n \}
\]

\[
= \{ \phi(m^+, k) \mid 1 \leq k \leq p - 1 \} \cup \{ \phi(m^-, k) \mid 1 \leq k < i \} \cup \{ x^{(i+1)p-1}, y^{(i+1)p-1} \}
\]

where \( 0 \leq m^- - k \leq k, k + 1 \leq m^+ \leq p \).

3.4. \( i < p - 1, j > 0 \). We again set \( \phi(m, k) = x^{m(p-1)+k} y^{n-k-m(p-1)} \) for \( 1 \leq k \leq p - 1 \). However, it is not clear what the range for \( m \) should be. We want the range to be \( 0 \leq m \leq M \) where \( M \) is such that if \( m > M \), then \( \phi(m, k) \) is hit. We now proceed to calculate \( M \).

By Lemma 2.3, \( x^n y^{n-q} \) is hit if \( n - q \leq j - 1 \) and \( q > (p - 1)(1 + n - q) \). For if \( n - q \leq j - 1 \), then \( n - q \leq j - 1 \) and, since \( n - q + \bar{q} \equiv n \equiv j - 1 \) mod \( p \), we must have that \( n - q + \bar{q} = j - 1 < p - 1 \).

The condition \( q > (p - 1)(1 + n - q) \) is equivalent to \( q p > p(n+1) - (n+1) = p(n+1) - (i+1)p - j = p(n-i) - j \), i.e. \( q \geq n - i \) (since \( j > 0 \)). Thus the conditions \( n - q \leq j - 1 \) and \( q > (p - 1)(1 + n - q) \) can be combined as

\[
q \geq \max(n - (j - 1), n - i) = \max((i+1)p, (i+1)p + j - i - 1)
\]

\[
= \max((i+1)(p+1) + i + 1, (i+1)(p-1) + j) = (i+1)(p+1) + \max(i+1, j).
\]
So \( M \) must be such that \( m > M \) implies that \( m(p - 1) + k \geq (i + 1)(p - 1) + \max(i + 1, j) \). Thus we see that we should define \( M \) by:

\[
M = \begin{cases} 
    i & \text{if } k \geq \max(i + 1, j), \\
    i + 1 & \text{if } k < \max(i + 1, j).
\end{cases}
\]

Now, by Lemma 2.3, \( \phi(m, k) \) is hit if and only if the following conditions hold:

\[
(m(p - 1) + k) + (n - k - m(p - 1)) < p - 1
\]

and either

\[
m(p - 1) + k > (p - 1)(1 + (n - k - m(p - 1)))
\]

or

\[
n - k - m(p - 1) > (p - 1)(1 + (m(p - 1) + k)).
\]

The following lemma provides equivalent, but more tractable, expressions for these conditions and is proved by straightforward methods.

**Lemma 3.1.** If \( i, j, k, m \) are such that \( 0 \leq i < p - 1, 1 \leq j \leq p - 1, 1 \leq k \leq p - 1, 0 \leq m \leq M \), then they satisfy \( (m(p - 1) + k) + (n - k - m(p - 1)) < p - 1 \) and either \( m(p - 1) + k > (p - 1)(1 + (n - k - m(p - 1))) \) or \( n - k - m(p - 1) > (p - 1)(1 + (m(p - 1) + k)) \) if and only if they satisfy either \( 1 \leq k + 1 - j \leq m \leq k \), \( 0 \leq m \leq k \leq \min(i, j - 1) \) or \( p + 1 + k - j \leq m \leq M \).

So we conclude that \( \phi(m, k) \) is hit if and only if \( 1 \leq k + 1 - j \leq m \leq k \), \( 0 \leq m \leq k \leq \min(i, j - 1) \), or \( p + 1 + k - j \leq m \leq M \). Thus \( \phi(m, k) \) is not hit if and only if:

\[
(8) \quad \begin{align*}
    k &< j - 1, & k &\leq i, & k + 1 &\leq m \leq \min(p + k - j, M), \\
    k &< j - 1, & k &> i, & 0 &\leq m \leq \min(p + k - j, M), \\
    k &= j - 1, & k &\leq i, & k + 1 &\leq m \leq M, \\
    k &= j - 1, & k &> i, & 0 &\leq m \leq M, \\
    k &> j - 1, & k &\leq i, & 0 &\leq m \leq k - j, \text{ or } k + 1 \leq m \leq M, \\
    k &> j - 1, & k &> i, & 0 &\leq m \leq k - j.
\end{align*}
\]

Now if \( \phi(m, k) \) and \( \phi(m+1, k) \) are not themselves hit, then \( \phi(m, k) + \phi(m+1, k) \) will be hit if and only if \( (m(p - 1) + k) \neq 0 \) and \( n - k - (m+1)(p - 1) \neq 0 \). For if these conditions hold, then \( \phi(m, k) + \phi(m+1, k) = P^1(x^{m(p - 1) + k}y^{n-k-(m+1)(p-1)}) \).

That is, \( \phi(m, k) + \phi(m+1, k) \) is hit unless \( m \equiv k \) or \( m \equiv k-j \mod p \). Using this criterion, one checks that in each row of (8) above, if \( m \) and \( m' \) are in the same interval, then \( \phi(m, k) \equiv \phi(m', k) \) modulo hit elements. Thus the number of intervals above corresponds to the number of equivalence classes. So, we always have at least one equivalence class corresponding to \( k \), while if \( j - 1 < k \leq i \), we have two. Thus if \( j \leq i \), \( \dim M^{2n}(2) = (p - 1) + (i + 1 - j) = p+i-j \), while if \( j > i \), then \( \dim M^{2n}(2) = p - 1 \).

Now note that the conclusions of subsections 3.1, 3.2 and 3.3 can be incorporated into those of this subsection, as follows:

**Proposition 3.2.** If \( n = (i+1)p+j-1 \), with \( 0 \leq i, j \leq p - 1 \), then any monomial basis for \( M^{2n}(2) \) is given by the following recipe. If \( j > 0 \), then for each \( k \) in the range \( 1 \leq k \leq p - 1 \), take one member \( m \) from each interval given in the appropriate row of (8), and the set of monomials \( \{ \phi(m, k) \} \) will form a basis. If \( j = 0 \), then to obtain a basis we follow the same recipe but augment the set \( \{ \phi(m, k) \} \) by the element \( \{ y^n \} \).
It is easily seen that the basis given in Table 1 can be obtained in this way: $m$ is taken to be 0 if $k > j - 1$ or $k > i$, and $k + 1$ if $k \leq i$.

4. Thirtysomething

Now we deal with the cases where $n = p^2 + p(i + 1) + j$ with $0 \leq i \leq j \leq p - 3$.

Note first that $x^n$ and $y^n$ are hit by $P^1$, by Lemma 2.3, since $n \equiv j \neq p - 1 \mod p$.

As in section 3 we define $\phi(m, k)$ to be $x^{m(p-1)+ky^{-k-m(p-1)}}$, for $1 \leq k \leq p - 1$, $0 \leq m \leq M$, where $M = \lceil (n - k - 1)/(p - 1) \rceil$. In fact, one easily sees that

$$M = \begin{cases} 
 p + i + 1 & \text{if } i + 1 \leq k - j - 1, \\
 p + i + 2 & \text{if } k - j \leq i + 1 \leq p - 2 + k - j, \\
 p + i + 3 & \text{if } p - 1 + k - j \leq i + 1.
\end{cases}$$

In particular, note that $M \leq 2p$.

**Lemma 4.1.** $\phi(m, k)$ is hit by $P^1$ if and only if $m \equiv k - j, k + 1 - j, \ldots, k - 1$ or $k \mod p$.

**Proof.** Since $n > p^2 - p$, the second part of Lemma 2.3 asserts that $\phi(m, k)$ is hit by $P^1$ if and only if $(m(p-1) + k) + (n - k - m(p-1)) < p - 1$. Since $n \equiv j \mod p$ and $j < p - 1$, it follows that $\phi(m, k)$ is hit if and only if $(m(p-1) + k) \leq j$ or, equivalently $(n - k - m(p-1)) \leq j$. Now $n - k - m(p-1) \equiv j - k + m \mod p$ and so $(n - k - m(p-1)) \leq j$ if and only if $m \equiv k - j, k + 1 - j, \ldots, k - 1$ or $k \mod p$.

**Lemma 4.2.** If neither $\phi(m, k)$ nor $\phi(m + 1, k)$ are hit by $P^1$, then $\phi(m, k) + \phi(m + 1, k)$ is hit by $P^1$.

**Proof.** The sum $\phi(m, k) + \phi(m + 1, k)$ will be hit by $P^1$ if and only if $(m(p-1) + k) \neq 0$ and $(n - k - (m + 1)(p-1)) \neq 0$. If $(m(p-1) + k) = 0$, then $(m) = k$, and $\phi(m, k)$ will be hit by $P^1$, by Lemma 4.1. Similarly, if $(n - k - (m + 1)(p-1)) = 0$, then $\phi(m + 1, k)$ is hit by $P^1$.

Thus the values of $m$ for which $\phi(m, k)$ are not hit by $P^1$ come in blocks: $0, \ldots, k - j$, then $k + 1, \ldots, p - 1 + k - j$, then $p + k + 1, \ldots, 2p - 1 + k - j$. Within each of these blocks, all terms are equivalent to each other modulo elements hit by $P^1$—this is the import of the preceding lemma.

Next we consider the effect of $P^p$. The following two lemmas are immediate consequences of applying the short Cartan formula to $P^p(x^{m(p-1)+ky^{-k-(m+p)(p-1)})}$.

**Lemma 4.3.** $\phi(m, k)$ is hit by $P^p$ if $m = 0$ or $m = M$.

**Lemma 4.4.** If $1 \leq m \leq M - p - 1$, then $\phi(m, k) + \phi(m + p, k)$ is hit by $P^p$.

Now that we have assembled the necessary facts about hit elements, we make our analysis of what is happening.

If $k \geq j + 2$, then we have two intervals of values of $m \leq M$ such that $\phi(m, k)$ is not hit by $P^1$: $0 \leq m \leq k - j - 1$ and $k + 1 \leq m \leq p + k - j - 1$. (The assumption that $k \geq j + 2$ ensures that any higher values of $m$ such that $\phi(m, k)$ is hit by $P^1$, are out of range, since $p + k + 1 \geq p + j + 3 \geq p + i + 3$ and $M \leq p + i + 2$ because $k \geq j + 2$.) Moreover, for any $m, m'$ belonging to the same interval, $\phi(m, k) \equiv \phi(m', k)$ modulo elements hit by $P^1$, by Lemma 4.2.
Now Lemma 4.3 states that $\phi(0, k)$ is hit by $P^p$ and so every value in the first interval corresponds to a hit monomial.

On the other hand, if $1 \leq M - p - 1$, then Lemma 4.4 says that $\phi(1, k) + \phi(p + 1, k)$ is hit by $P^p$. Since $k \geq j + 2$, we see that 1 lies in the first interval, so this relation links the first interval to the second, and so implies that for each value in the second interval, the corresponding monomial is hit. If $1 > M - p - 1$, then $M = p + 1$ and $\phi(p + 1, k)$ is hit by Lemma 4.3. So, again, every monomial corresponding to a value of $m$ in the second interval is hit.

So we see that if $k \geq j + 2$, then all monomials $\phi(m, k)$ are hit.

If $k \leq i$, then there are again two intervals of values of $m$ such that $\phi(m, k)$ is not hit by $P^1: k + 1 \leq m \leq p - 1 + k - j$ and $p + k + 1 \leq m \leq \min(M, 2p - 1 + k - j)$. Also, as before, if $m, m'$ belong to the same interval, then, by Lemma 4.2, $\phi(m, k) \equiv \phi(m', k) \pmod{\text{elements hit by } P^1}$.

If $M \leq 2p - 1 + k - j$, then the second interval contains $M$, which corresponds to a monomial hit by $P^p$, so every value in the second interval corresponds to a hit monomial. Moreover, the second interval also contains $p + k + 1$, which is strictly less than $M$ (since $k \leq i$ implies that $k \leq j$ and hence that $M$ is either $p + i + 2$ or $p + i + 3$ and so $M \geq p + k + 2$). Thus $\phi(k + 1, k) + \phi(p + k + 1, k)$ is hit by $P^p$, by Lemma 4.4, and we have a link between first and second intervals; thus all monomials in both intervals are hit in this case.

If $M > 2p - 1 + k - j$, then both $k + 1$ and $k + 2$ are strictly less than $M - p - 1$ so we get two links between the first and second intervals: $\phi(k + 1, k) + \phi(p + k + 1, k)$ and $\phi(k + 2, k) + \phi(p + k + 2, k)$ are both hit by $P^p$ according to Lemma 4.4. We will show that this ‘double-bond’ implies that all monomials in both intervals are hit. For once, the non-zero scalars play a significant rôle and so, for the next paragraph only, we abandon our notation convention of suppressing the scalars.

Now $P^1(x^{(k + 1)p - 1}y^{n + 2 - (k + 2)p}) = (j + 2)\phi(k + 1, k) + (p - 1)\phi(k + 2, k)$. Similarly, $\phi(p + 1, k) + (p - 1)\phi(p + k + 1, k)$ and $\phi(p + k + 2, k)$ are both hit by $P^p$ according to Lemma 4.4.

On the other hand, using the short Cartan formula, $P^p(x^{(k + 1)p - 1}y^{n + 1 - (k + p)p}) \equiv (i + 1 - k)\phi(k + 1, k) + k\phi(p + k + 1, k)$ and $P^p(x^{(k + 2)p - 2}y^{n + 2 - (k + p + 1)p}) \equiv (i - k)\phi(k + 2, k) + (k + 1)\phi(p + k + 2, k)$. Now define $A$ to be the matrix

$$A = \begin{pmatrix} j + 2 & 0 & i + 1 - k & 0 \\ p - 1 & 0 & 0 & i - k \\ 0 & j + 2 & k & 0 \\ 0 & p - 1 & 0 & k + 1 \end{pmatrix}$$

so that each entry of the row vector

$$\begin{pmatrix} \phi(k + 1, k) \\ \phi(k + 2, k) \\ \phi(p + k + 1, k) \\ \phi(p + k + 2, k) \end{pmatrix} A$$

is hit. But $A$ is seen to be non-singular (it has determinant $-(i + 1)(j + 2)$), i.e. invertible, so each of the monomials $\phi(k + 1, k), \phi(k + 2, k), \phi(p + k + 1, k)$ and $\phi(p + k + 2, k)$ can be written as linear combinations of hit monomials. It follows that $\phi(m, k)$ is hit for every $m$ if $k \leq i$.

Thus we have seen that if $k \leq i$ or $k \geq j + 2$, every monomial $\phi(m, k)$ is hit. Finally, if $i + 1 \leq k \leq j + 1$, then the only values of $m$ for which $\phi(m, k)$ is not hit by $P^1$ are those satisfying $k + 1 \leq m \leq p + k - j - 1$ or $p + k + 1 \leq m \leq M$. As usual, if $m, m'$ both belong to the same interval, then $\phi(m, k)$ and $\phi(m', k)$ are equivalent modulo elements hit by $P^1$. 
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Now, since \( i + 1 \leq k \leq j + 1 \), we see that \( M = p + i + 2 \leq p + k + 1 \). So the second interval contains at most one value, which corresponds to a hit monomial, according to Lemma 4.3. We claim that all monomials corresponding to values in the first interval are not hit, and hence form an equivalence class modulo hit elements, i.e. a basis element for \( M^{2n}(2) \).

To see this, note that, by the short Cartan formula, the space of elements hit by \( P^n \), modulo that of elements hit by \( P^1 \), is spanned by \( \Phi(m, k) \), for \( 0 \leq m \leq M - p \), where

\[
\Phi(m, k) = \left( \frac{m(p-1) + k}{p} \right) \phi(m, k) + \left( \frac{n - k - (m + p)(p-1)}{p} \right) \phi(m + p, k)
\]

\[
\equiv P^p \left( x^{m(p-1)+k}, y^{n-k-(m+p)(p-1)} \right) \text{ modulo elements hit by } P^1.
\]

If \( \phi(m, k) \), with \( k + 1 \leq m \leq p + k - j - 1 \), appears as a non-trivial summand of \( \Phi(m', k) \), then either \( m' = 0 \) (and \( m = p \)) or \( m' = k + 1 \) (and \( m = k + 1 \)). But in both of these cases we see that the coefficient of \( \phi(m, k) \) in \( \Phi(m', k) \) is zero. So none of these monomials \( \phi(m, k) \) with \( k + 1 \leq m \leq p + k - j - 1 \) can be hit by \( P^n \), and hence none can be hit.

Our conclusion is then:

**Proposition 4.5.** If \( n = p^2 + ip + j - 1 \), with \( 1 \leq i \leq j \leq p - 2 \), then any monomial basis for \( M^{2n}(2) \) can be formed by taking, for each \( k \in \{ i + 1, \ldots, j + 1 \} \), some monomial \( \phi(m_k, k) \) such that \( k + 1 \leq m_k \leq p + k - j - 1 \).

It is easily seen that the basis given in Table 1 is obtained in this way.

### 5. Retirement I

In this section we consider the case where \( n = (i + 1)p^r - 1 \) with \( 1 \leq i \leq p - 1 \), \( r \geq 2 \).

First we note that \( x^n \) and \( y^n \) are not hit. For if \( x^n \) were hit, then, by the second part of the splitting Theorem 2.4, it would be the image under some operation \( P^n \) of \( x^{n-p}(p-1)^n \). But, by considering the \( p \)-adic expansion for \( n \), one sees from equation (1) that \( \binom{n-p}{p}(p-1)^n \) = 0 for any \( s \). Similarly, \( y^n \) cannot be hit. They also cannot be constituent terms in any hit polynomial, again by Theorem 2.4. Thus they are necessary members of any basis but, having said that, they play no further role in our calculations.

As in the previous sections, define \( \phi(m, k) = x^{m(p-1)+k}y^{n-k-(m+p)(p-1)} \), for \( 1 \leq k \leq p - 1 \) and \( 0 \leq m \leq M \), where \( M = \lfloor (n - k - 1)/(p - 1) \rfloor \).

**Theorem 5.1.** For \( 1 \leq k \leq p - 1 \), if \( 0 \leq m < M \), then there exists some \( m' \) such that \( m < m' \leq M \) and \( \phi(m, k) + \phi(m', k) \) is hit.

From this it follows that, for each value of \( k \), the monomials \( \phi(m, k) \) and \( \phi(m', k) \) are equivalent, modulo hit elements, for any \( m \) and \( m' \). Thus any basis of monomial elements can be formed by taking \( x^n \) and \( y^n \), and then any set \( \{ \phi(m_k, k) \mid k \in K \} \) where \( K \) is some subset of the set of integers \( \{1, \ldots, p-1\} \) and \( 0 \leq m_k \leq M \). In fact, we have the following result, that \( K \) must, in fact, be the whole set \( \{1, \ldots, p-1\} \), which we will prove after we prove the theorem.

**Proposition 5.2.** If \( n = (i + 1)p^r - 1 \) for some \( 1 \leq i \leq p - 1 \), \( r \geq 2 \), then any monomial basis for \( M^{2n}(2) \) consists of \( x^n \), \( y^n \) and a set \( \{ \phi(m_k, k) \mid 1 \leq k \leq p - 1 \} \), where each \( m_k \) is any integer such that \( 0 < m_k(p - 1) + k < n \).
Again one checks, without difficulty, that the basis given in Table 1 is of this form.

Proof of the theorem. First note that $\phi(m, k) + \phi(m + 1, k)$ will be hit by $P^1$ if
\[
(m(p-1) + k) \neq 0, \quad (n-k-(m+p)(p-1)) \neq 0 \text{ and } n-k-(m+1)(p-1) \geq 0.
\]
But if the third condition holds, then the first and second conditions are equivalent. For these binomial coefficients are precisely the residue classes of $m(p-1) + k$ and $n-k-(m+1)(p-1)$ (providing that $n-k-(m+1)(p-1) \geq 0$). The sum of these residue classes must be congruent modulo $p$ to the residue class of the sum. The sum is $n-(p-1)$, which has residue class 0. So in particular, if one of the residue classes is zero, then the other one must also be zero. In other words, $(n-k-(m+p)(p-1)) \neq 0$ if and only if $(n-k-(m+1)(p-1)) \neq 0$.

Hence if $(m(p-1) + k) \neq 0$ and $n-k-(m+1)(p-1) \geq 0$, then setting $m' = m + 1$ will complete the proof of the theorem in this case.

Now consider when $\phi(m, k) + \phi(m + p, k)$ is hit by $P^p$. We apply the short Cartan formula to $P^{p'}(x^{m(p-1) + k}y^{n-k-(m+p)(p-1)})$ to see that $\phi(m, k) + \phi(m + p, k)$ will be hit when $(m(p-1) + k) \neq 0, \quad (n-k-(m+p)(p-1)) \neq 0 \text{ and } n-k-(m+p)(p-1) \geq 0$.

Again, if the third condition holds, then the first and second conditions are equivalent. To see this, let $m(p-1) + k$ have $p$-adic expansion $a_0 + a_1p + ap^2 + \cdots$ and let $n-k-(m+p)(p-1)$ have $p$-adic expansion $b_0 + b_1p + b_2p^2 + \cdots$. Then $a_0 + b_0 \equiv n-p(p-1) \equiv p-1 \pmod p$. So, since $a_0$ and $b_0$ are both $\leq p-1$, we must have that $a_0 + b_0 = p-1$. Thus $a_1 + b_1 = 0$, since the $p$-adic expansion for $n-p(p-1)$ starts $(p-1) + 0p + (p-1)p^2 + \cdots$. In particular, $a_1 = 0$ if and only if $b_1 = 0$.

But this proves the claim, since $a_1 = (m(p-1) + k)$ and $b_1 = (n-k-(m+p)(p-1))$, by equation (1).

Thus if $(m(p-1) + k) \neq 0$ and $n-k-(m+p)(p-1) \geq 0$, we can set $m' = m + p$ and the theorem will be proved in this case.

We can continue this line of reasoning. Applying the short Cartan formula to $P^{p^s}(x^{m(p-1) + k}y^{n-k-(m+p^s)(p-1)})$ we see that $\phi(m, k) + \phi(m + p^s, k)$ will be hit when $(m(p-1) + k) \neq 0, \quad (n-k-(m+p^s)(p-1)) \neq 0 \text{ and } n-k-(m+p^s)(p-1) \geq 0$.

If the third condition holds, then the first and second conditions will be equivalent; this is seen by generalising the argument given above. Let $a_0 + a_1p + \cdots$ be the $p$-adic expansion of $m(p-1) + k$, as before, let $b_0 + b_1p + \cdots$ be that of $n-k-(m+p^s)(p-1)$ and note that $n-p^s(p-1)$ has $p$-adic expansion
\[
(p-1)+p(p-1)+\cdots+(p-1)p^{q-1}+0p^q+(p-1)p^{q+1}+\cdots+(p-1)p^{q-1}+ip^r.
\]

Thus $a_0 + b_0 \equiv p-1$, so $a_0 + b_0 = p-1$ and hence $a_1 + b_1 \equiv p-1$. This in turn implies that $a_1 + b_1 = p-1$, and so $a_2 + b_2 \equiv p-1$, etc., until we see that $a_{q-1} + b_{q-1} = p-1$. Then $a_q + b_q = 0$, which implies $a_q = 0$ if and only if $b_q = 0$, as required.

Thus if $(m(p-1) + k) \neq 0$ and $n-k-(m+p^s)(p-1) \geq 0$, then $(n-k-(m+p^s)(p-1))$ must also be non-zero, so we can set $m' = m + p^s$ to prove the theorem in this case.

Thus we have proved the theorem in almost all cases. The remaining cases correspond to those $m$ such that, for each $q (0 \leq q \leq r-1)$, either $(m(p-1) + k) = 0$ or $n-k-(m+p^q)(p-1) < 0$. The latter condition is equivalent to $n-k-m(p-1) < p^q(p-1)$ and, clearly, if $n-k-m(p-1) < p^q(p-1)$, then $n-k-m(p-1) < p^s(p-1)$ for every $s \geq q$. So let $q_0$ now denote the smallest integer such that
n - k - m(p - 1) < p^{q_0} - (p - 1). Then \((m(p - 1) + k) = 0\) for all \(s < q_0\) and so \(p^{q_0}\) divides \(m(p - 1) + k\). Since \(m(p - 1) + k > n - p^{q_0}(p - 1)\), by the minimality of \(q_0\), and \(n - p^{q_0}(p - 1)\) has \(p\)-adic expansion

\[(p - 1) + (p - 1)p + \cdots + (p - 1)p^{q_0 - 1} + 0p^{q_0} + (p - 1)p^{q_0 + 1} + \cdots + (p - 1)p^{r - 1} + ip^r,
\]

and \(m(p - 1) + k\) is divisible by \(p^{q_0}\), it follows that \(m(p - 1) + k\) must have \(p\)-adic expansion

\[0 + 0p + \cdots + 0p^{q_0 - 1} + jp^{q_0} + (p - 1)p^{q_0 + 1} + (p - 1)p^{q_0 + 2} + \cdots + (p - 1)p^{r - 1} + ip^r,
\]

where \(1 \leq j \leq p - 1\). In other words, \(m(p - 1) + k = n - (p^{q_0 + 1} - 1) + jp^{q_0}\).

If \(q_0 = 0\), then \(n - k - m(p - 1) < p - 1\) so \((m + 1)(p - 1) > n - k\) and \(m + 1 > [(n - k - 1)/(p - 1)]\), i.e. \(m \geq M\), which contradicts the hypotheses of the theorem. Hence we conclude that \(q_0 \geq 1\).

We first assume that \(q_0 \geq 2\). Our strategy in this case is to show that \(\phi(m, k) + \phi(m - 1, k)\) is hit by \(P^1\), and then that \(\phi(m - 1, k) + \phi(p^{q_0 - 1} + m - 1, k)\) is hit. Since \(q_0 \geq 2\), it follows that \(p^{q_0 - 1} + m - 1 > m\) and we can take \(m'\) to be \(p^{q_0 - 1} + m - 1\). The details are as follows.

As observed earlier, \((m(p - 1) + k) = 0\) for all \(s < q_0\) so, in particular, \((m(p - 1) + k) = 0\), which implies that \((m(p - 1) + k) = 1 \neq 0\). Also \(n - k - m(p - 1) \geq p^{q_0 - 1}(p - 1)\) (by minimality of \(q_0\)) so \(n - k - m(p - 1) > 0\) and, by the reasoning used at the start of this proof, \(\phi(m - 1, k) + \phi(m, k)\) is hit by \(P^1\).

Using the \(p\)-adic expansion for \(m(p - 1) + k\) given above, \((m - 1)(p - 1) + k\) must equal

\[1 + (p - 1)p + \cdots + (p - 1)p^{q_0 - 1} + (j - 1)p^{q_0} + (p - 1)p^{q_0 + 1} + \cdots + (p - 1)p^{r - 1} + ip^r\]

and this will be a \(p\)-adic expansion, at least up to (and including) the coefficient of \(p^{q_0 - 1}\). Therefore \((m(p - 1) + k) = p - 1 \neq 0\). Also, \(n - k - (m - 1)(p - 1) \geq p^{q_0 - 1}(p - 1) + p - 1\) by minimality of \(q_0\). So \(n - k - (m - 1)(p - 1) > 0\) and, by the same argument as earlier, \(\phi(m - 1, k) + \phi(m + p^{q_0} - 1, k)\) is hit by \(P^p\). This completes the proof in this case.

We are left with the case where \(q_0 = 1\). In this case we show that \(\phi(m, k) + \phi(m - (j + 1), k)\) is hit by \(P^1\) and then that \(\phi(m - (j + 1), k) + \phi(m + p - (j + 1), k)\) is hit by \(P^p\), using the same techniques as above. If \(j < p - 1\), then \(m + p - (j + 1) > m\) and by setting \(m' = m + p - (j + 1)\) the proof of the theorem is complete in this case. If \(j = p - 1\), then \(n - k - m(p - 1) = (p - 1)\), so \(m + 1 > [(n - k - 1)/(p - 1)]\), i.e. \(m \geq M\), contradicting the hypotheses of the theorem.

Now we turn to the proof of Proposition 5.2. It follows from the following

**Lemma 5.3.** There are no hit monomials in these degrees.

For, if it were possible to form a basis \(\{x^n, y^n\} \cup \{\phi(m_k, k) \mid k \in K\}\) for some proper subset \(K \subset \{1, \cdots, p - 1\}\), then, by virtue of the splitting Theorem 2.4, this would imply that for any \(k' \in \{1, \cdots, p - 1\}\) not present in \(K\), \(\phi(m, k')\) is hit for all \(m\), in contradiction of Lemma 5.3.
Proof of the lemma. For the proof of this lemma it is necessary to abandon the convention about suppressing non-zero scalars introduced in section 2. Thus, in this proof, \( \mathcal{P}^p(A) = B + C \) means absolute equality, not just up to scalar multiple of the individual terms.

Consider \( \mathcal{P}^p(x^q y^r) \) where \( q \) and \( r \) are such that \( q + r + p^t(p - 1) = n \). Let \( m = n - p^t(p - 1) \), which has \( p \)-adic expansion

\[
(p - 1) + (p - 1)p + \cdots + (p - 1)p^{t-1} + 0p^t + (p - 1)p^{t+1} + \cdots + (p - 1)p^{r-1} + ip^r.
\]

Let \( q, r \) have \( p \)-adic expansions \( \sum q_j p^j \) and \( \sum r_j p^j \). As in the proof of Theorem 5.1, one can easily see by induction that \( q_j + r_j = p - 1 \) for \( 0 \leq j \leq t - 1 \) and \( q_t + r_t \equiv 0 \mod p \). So \( r_t = -q_t \mod p \) and, using Lemma 2.2, we see that

\[
\mathcal{P}^p(x^q y^r) = \mathcal{P}^p(x^q y^r + x^q \mathcal{P}^p(y^r) = q_t(x^{q + p^t(p - 1)} y^r - x^q y^r + p^t(p - 1))
\]

modulo elements hit by \( \mathcal{P}^{p-1} \).

Thus the image of any monomial under \( \mathcal{P}^p \) is, modulo elements hit by \( \mathcal{P}^{p-1} \), a (possibly zero) scalar multiple of \( \phi(m, k) - \phi(m - p^t, k) \) for some \( m, k \). Then by the linearity of the Steenrod operations and the fact that \( \mathcal{P}^t \) is decomposable whenever \( i \) is not a power of \( p \), we see that the space of hit elements in these degrees is spanned by terms of the form \( \phi(m, k) - \phi(m - p^t, k) \) for some \( t, m, k \). Thus any hit element can be written in this form. Clearly we cannot write \( \phi(m, k) \) in this form for any \( m, k \) and there cannot be any \( \phi(m, k) \) which is hit. Thus the lemma is proven.

\[\Box\]

6. Retirement II

Finally we turn to the case \( n = (i + 1)p^r + j - 1 \) where \( r \geq 2, 1 \leq i \leq p - 1 \) and \( 1 \leq j \leq p - 2 \).

As always, we define \( \phi(m, k) \) by \( \phi(m, k) = x^{m(p-1)+k} y^{n-k-m(p-1)} \) for \( 1 \leq k \leq p - 1 \) and for a certain range of \( m \), the range being dependent on \( k \). Before deciding what this range should be, we make some observations about certain monomials in these degrees.

Consider \( x^s y^t \) where \( s < j \), so \( t \geq (i + 1)p^r \). Then \( 0 \leq t - i \leq j - 1 \) and, by Lemma 2.3, \( x^s y^t \) is hit by \( \mathcal{P}^1 \). Similarly, \( x^s y^t \) is hit by \( \mathcal{P}^1 \). On the other hand, if \( s = j \), then \( t = (i + 1)p^r - 1 \) and, as we saw in the previous section, \( y^t \) is not hit. Since \( j < p \), we also see that \( x^s \) is not hit, so \( x^s y^t \) cannot be hit, nor can it be a constituent monomial in any hit polynomial. Therefore \( x^s y^t \) is an indispensable basis element, but it plays no further part in our calculations. The same is true for \( x_+ y_+ \).

So we wish the range on \( m \) to ensure that we always have \( j + 1 \leq m(p - 1) + k \leq (i + 1)p^r - 2 \). Thus we insist that \( M_0 \leq m \leq M_1 \) where \( M_0 = 0 \) if \( k > j \) and \( M_0 = 1 \) if \( k = j \) and \( M_1 = \lfloor ((i + 1)p^r - 2 - k)/(p - 1) \rfloor \).

We now consider the image of \( \mathcal{P}^1 \).

**Lemma 6.1.** If \( M_0 \leq m \leq M_1 \), then \( \phi(m, k) \) is hit by \( \mathcal{P}^1 \) if and only if \( m \equiv k, k - 1, \ldots, k - (j - 2) \) or \( k \equiv (j - 1) \mod p \). In particular, note that if \( m \leq M_1 - p \), then \( \phi(m, k) \) is hit by \( \mathcal{P}^1 \) if and only if \( \phi(m + p, k) \) is hit by \( \mathcal{P}^1 \). If \( M_0 \leq m \leq M_1 - 1 \) and neither \( \phi(m, k) \) nor \( \phi(m + 1, k) \) are hit by \( \mathcal{P}^1 \), then \( \phi(m, k) + \phi(m + 1, k) \) is hit by \( \mathcal{P}^1 \).
Proof. Since \( n > p^2 - p \), Lemma 2.3 tells us that \( \phi(m, k) \) is hit by \( P^1 \) if and only if \((m(p-1) + k) + (n - k - m(p-1)) < p - 1\). The sum of these residue classes must be congruent to \( n \) modulo \( p \), i.e., congruent to \( j - 1 \). Thus if \((m(p-1) + k) \leq j - 1\), then, since \((n - k - m(p-1)) \leq p - 1\), the sum must be equal to \( j - 1 \) and hence less than \( p - 1\). Conversely, if the sum is less than \( p - 1\), then it must equal \( j - 1 \) and so \((m(p-1) + k) \leq j - 1\). But if \( m \geq 0 \), then, by definition, \((m(p-1) + k) \leq j - 1\) if and only if \( k - m \equiv j - 1, j - 2, \cdots, 0 \), which is equivalent to the condition stated in the lemma.

Now \( \phi(m, k) + \phi(m + 1, k) \) will be equal to \( P^1(x^{m(p-1)+k} y^{n-k-(m+1)(p-1)}) \) if \((m(p-1) + k) \neq 0 \) and \((n - k - (m+1)(p-1)) \neq 0 \). If \((m(p-1) + k) = 0 \), then, by the first part of the lemma, \( \phi(m, k) \) is hit by \( P^1 \), while \( \phi(m + 1, k) \) will be hit by \( P^1 \) if \((n - k - (m+1)(p-1)) = 0 \).

Lemma 6.2. If \( M_0 \leq m \leq M_1 - p \) and \( \phi(m, k) \) is not hit by \( P^1 \), then \( \phi(m, k) + \phi(m + p, k) \) is hit by \( P^p \).

Combining Lemmas 6.1 and 6.2 we see that, for any \( k \), if \( m, m' \) are such that neither \( \phi(m, k) \) nor \( \phi(m', k) \) are hit by \( P^1 \), then they are equivalent modulo hit elements.

Then, as in the previous section, any monomial basis must consist of \( x^{(i+1)p^r-j-1} y^j \), \( x^i y^{(i+1)p^r-1} \) and a set \( \{ \phi(m_k, k) \mid k \in K \} \) where \( X \) is some subset of \( \{1, \cdots, p-1\} \), and \( m_k \) are chosen subject to \( 0 \leq m_k \leq M \) and \((m_k(p-1) + k) \geq j \). As before, we will see that \( K \) must be the whole set \( \{1, \cdots, p-1\} \) and we have the following conclusion.

Proposition 6.3. If \( n = (i+1)p^r + j - 1 \) with \( r \geq 2 \), \( 1 \leq i \leq p-1 \), \( 1 \leq j \leq p-2 \), then any monomial basis for \( M^{2n}(2) \) will consist of \( x^{(i+1)p^r-j-1} y^j \), \( x^i y^{(i+1)p^r-1} \) and \( \{ \phi(m_k, k) \mid 1 \leq k \leq p-1 \} \), where each \( m_k \) is any integer such that \( j < m_k(p-1) + k < n - j \) and \((m_k(p-1) + k) \geq j \).

We will prove this after we have proved Lemma 6.2. However, before we can prove Lemma 6.2 we need one preliminary result.

Lemma 6.4. If \( M_0 \leq m \leq M_1 - p \), \( \phi(m, k) \) is not hit by \( P^1 \), then \( \phi(m, k) + \phi(m + p, k) \) is hit by \( P^p \) if either \((m(p-1)+k) \neq 0 \) or \((n-k-(m+p)(p-1)) \neq 0 \).

Proof. Applying the short Cartan formula to \( P^p(x^{m(p-1)+k} y^{n-k-(m+p)(p-1)}) \), we see that \( \phi(m, k) + \phi(m + p, k) \) is hit by \( P^p \) if \((m(p-1)+k) \neq 0 \) and \((n-k-(m+p)(p-1)) \neq 0 \). So it will suffice to show that these two conditions are equivalent. Suppose that \( m(p-1) + k \) has \( p \)-adic expansion \( a_0 + a_1 p + a_2 p^2 + \cdots \) and that \( n - k - (m+p)(p-1) \) has \( p \)-adic expansion \( b_0 + b_1 p + b_2 p^2 + \cdots \). Then \( a_0 + b_0 = n - p(p-1) \equiv j - 1 \mod p \), i.e. \( a_0 + b_0 = j - 1 \) or \( p + j - 1 \). By assumption, \( \phi(m, k) \) is not hit, so, by Lemma 6.1, \( a_0 \geq j \) and thus \( a_0 + b_0 = p + j - 1 \). It follows that \((p + j - 1) + (a_1 + b_1) p = n - p(p-1) \equiv p + j - 1 \mod p^2 \). Thus \( a_1 + b_1 = 0 \) or \( a_1 + b_1 = p \). In either case, \( a_1 \neq 0 \) and only if \( b_1 = 0 \). By equation (1), this implies that \((m(p-1)+k) \neq 0 \) if and only if \((n-k-(m+p)(p-1)) \neq 0 \).

Proof of Lemma 6.2. We first suppose that \( M_0 + 1 \leq m \leq M_1 - p - 1 \) and that \( \phi(m, k) \) is not hit by \( P^1 \). If \((m(p-1)+k) \neq 0 \), then, by Lemma 6.4, \( \phi(m, k) + \phi(m + p, k) \) is hit by \( P^p \) and the proof is complete in this case.
If \( \binom{m(p-1)+k}{p} = 0 \), then let \( m(p-1)+k \) have \( p \)-adic expansion \( a_0+a_1p+a_2p^2+\cdots \).

Since \( \phi(m,k) \) is not hit by \( \mathcal{P}^1 \), we have, by Lemma 6.1, that \( a_0 \geq j \) and, since \( \binom{m(p-1)+k}{p} = 0 \) we have, by equation (1), that \( a_1 = 0 \). Thus

\[
(m+1)(p-1)+k = (a_0 - 1) + 1 + a_2p^2 + \cdots
\]

and this will be a \( p \)-adic expansion. Hence \( \binom{(m+1)(p-1)+k}{p} = 1 \neq 0 \) and, if \( \phi(m+1,k) \) is not hit by \( \mathcal{P}^1 \), then Lemma 6.4 tells us that \( \phi(m+1,k)+\phi(m+p+1,k) \) is hit by \( \mathcal{P}^p \).

Assuming that this is the case, Lemma 6.1 states that \( \phi(m,k) + \phi(m+1,k) \) is hit by \( \mathcal{P}^1 \) and that \( \phi(m+p,k)+\phi(m+p+1,k) \) is hit by \( \mathcal{P}^1 \), and hence \( \phi(m,k)+\phi(m+p,k) \) is hit by \( \mathcal{P}^1 \). Thus the proof is complete unless \( \phi(m+1,k) \) is hit by \( \mathcal{P}^1 \).

Using the \( p \)-adic expansions for \( m(p-1)+k \) and \( (m+1)(p-1)+k \) given above, if \( \phi(m,k) \) is not hit by \( \mathcal{P}^1 \) but \( \phi(m+1,k) \) is, then \( a_0 = j \). Hence \( (m-1)(p-1)+k = (a_0 + 1) + (p-1)p + (a_2 - 1)p^2 + \cdots \) and this will be a \( p \)-adic expansion, at least up to (and including) the coefficient of \( p \). In particular, \( \binom{(m-1)(p-1)+k}{p} = p - 1 \neq 0 \).

Further, \( 1 \leq a_0 + 1 = j + 1 \leq p - 1 \) so, by Lemma 6.1, \( \phi(m-1,k) \) is not hit by \( \mathcal{P}^1 \). Hence, by Lemma 6.4, \( \phi(m-1,k) + \phi(m+p-1,k) \) is hit by \( \mathcal{P}^p \). Then we also have that \( \phi(m-1,k) + \phi(m,k) \) and \( \phi(m+p-1,k) + \phi(m+p,k) \) are both hit by \( \mathcal{P}^1 \), by Lemma 6.1, and hence that \( \phi(m,k) + \phi(m+p,k) \) is hit by \( \mathcal{P}^p \).

It only remains to deal with \( m = M_0 \) or \( m = M_1 - p \). Suppose first that \( m = M_0 \). If \( k > j \), then \( M_0 = 0 \). By Lemma 6.1, \( \phi(1,k) \) is not hit by \( \mathcal{P}^1 \) and, since \( \binom{(p-1)+k}{p} = 1 \neq 0 \), Lemma 6.4 shows that \( \phi(1,k) + \phi(p+1,k) \) is hit by \( \mathcal{P}^1 \).

Since neither \( \phi(0,k) \) nor \( \phi(1,k) \) are hit by \( \mathcal{P}^1 \), it follows from Lemma 6.1 that both \( \phi(0,k) + \phi(1,k) \) and \( \phi(p,k) + \phi(p+1,k) \) are hit by \( \mathcal{P}^1 \). Thus \( \phi(0,k) + \phi(p,k) \) is hit by \( \mathcal{P}^p \) and the proof is complete in this case.

If \( k \leq j \), then \( M_0 = 1 \). But \( \binom{(p-1)+k}{p} = k - 1 \leq j - 1 \) and so \( \phi(1,k) \) is hit by \( \mathcal{P}^1 \), by Lemma 6.1. So there is nothing to prove in this case.

Finally, we deal with the case where \( m = M_1 \). By definition,

\[
M_1 = \left\lceil \frac{(i+1)p^r - 2 - k}{(p-1)} \right\rceil,
\]

i.e.

\[
M_1 = \begin{cases} 
(i+1)p^{r-1} + \cdots + 1 + k & \text{if } k \leq i - 1, \\
(i+1)p^{r-1} + \cdots + 1 + k - 1 & \text{if } k \geq i.
\end{cases}
\]

In either case \( (i+1)p^r - p \leq M_1(p-1)+k < (i+1)p^r \), so \( \binom{M_1(p-1)+k}{p} = p - 1 \neq 0 \). By Lemma 6.4 this shows that \( \phi(M_1-k,p,k) + \phi(M_1,k) \) is hit by \( \mathcal{P}^p \), which completes the proof.

Now we prove Proposition 6.3. Exactly as in the previous section, it follows from:

**Lemma 6.5.** The only hit monomials in these degrees are those \( x^iy^r \) where \( \binom{i}{j} \leq j - 1 \).

**Proof.** The main idea of the proof is similar to that of Lemma 5.3 - we describe a set of polynomials which spans the space of hit elements in these degrees and show that the only monomials which can be expressed as linear combinations of these polynomials are those given in the statement of the lemma. As in Lemma 5.3, we suspend the convention about non-zero scalars, so equality will mean exact equality throughout this proof, not just up to a non-zero scaling.
We will prove that all hit elements in these degrees can be expressed as linear combinations of:

\[
\{ \bar{\phi}(m, k) \mid (m(p-1) + k) \leq j - 1 \} \cup \\
\{ \bar{\phi}(m, k) - \bar{\phi}(m + 1, mk) \mid (m(p-1) + k) \geq j, \text{ and } ((m + 1)(p-1) + k) \geq j \} \cup \\
\{ \bar{\phi}(m, k) - \bar{\phi}(m + p^s, k) \mid 1 \leq s, \}
\]

where we have replaced \( \phi(m, k) \) by some (non-zero) scalar multiple of it, \( \bar{\phi}(m, k) \), to simplify the expressions above.

It is then easily seen that the only monomials in these degrees which are hit are those \( \bar{\phi}(m, k) \), (or \( \phi(m, k) \)) for which \( (m(p-1) + k) \leq j - 1 \), and the proof of the lemma follows.

We will demonstrate this claim by proving, by induction on \( q \), that the space of elements in these degrees hit by \( P^{p^q} \) is spanned by the set \( S_q \) defined by:

\[
S_q = \{ \bar{\phi}(m, k) \mid (m(p-1) + k) \leq j - 1 \} \cup \\
\{ \bar{\phi}(m, k) - \bar{\phi}(m + 1, mk) \mid (m(p-1) + k) \geq j, \text{ and } ((m + 1)(p-1) + k) \geq j \} \cup \\
\{ \bar{\phi}(m, k) - \bar{\phi}(m + p^s, k) \mid 1 \leq s, \}
\]

We start with the case where \( q = 0 \). The image of \( P^1 \) has been described in Lemma 6.1. Rephrasing the results of that lemma, since we are no longer suppressing non-zero scalars, it says that \( \phi(m, k) \) is hit by \( P^1 \) if \( m \equiv k, k - 1, \ldots, k - (j - 1) \mod p \) and if neither \( \phi(m, k) \) nor \( \phi(m + 1, k) \) are hit by \( P^1 \), then \( \lambda_{m,k}\phi(m, k) + \lambda'_{m+1,k}\phi(m + 1, k) \) is hit for some non-zero scalars \( \lambda_{m,k} \) and \( \lambda'_{m+1,k} \). These scalars are determined by:

\[
P^1(x^{m(p-1)+k}y^{n-k-(m+1)(p-1)}) = \lambda_{m,k}\phi(m, k) + \lambda'_{m+1,k}\phi(m + 1, k).
\]

Now we wish to define \( \bar{\phi}(m, k) = \mu_{m,k}\phi(m, k) \) for some (non-zero) scalar \( \mu_{m,k} \) so as to arrange that \( \lambda_{m,k}\phi(m, k) + \lambda'_{m+1,k}\phi(m + 1, k) \) is a multiple of \( \bar{\phi}(m, k) - \bar{\phi}(m + 1, k) \).

To do this, define \( \mu_{m,k} = 1 \) if \( m \equiv k + 1 \mod p \) and then, assuming that \( m \equiv k + 2, \ldots, k + p - j - 1 \mod p \) and that \( \mu_{m,k} \) has been defined, define \( \mu_{m+1,k} \) by:

\[
\mu_{m+1,k} = -\mu_{m,k}\lambda'_{m+1,k}/\lambda_{m,k}.
\]

It is then seen that

\[
\lambda_{m,k}(\bar{\phi}(m, k) - \bar{\phi}(m + 1, k)) = \mu_{m,k}(\lambda_{m,k}\phi(m, k) + \lambda'_{m+1,k}\phi(m + 1, k)).
\]

Finally, if \( m \equiv k, k - 1, \ldots, k - (j - 1) \mod p \), we define \( \mu_{m,k} = 1 \), i.e. \( \bar{\phi}(m, k) = \phi(m, k) \).

Thus we see that the space of elements hit by \( P^1 \) is spanned by:

\[
\{ \bar{\phi}(m, k) \mid (m(p-1) + k) \leq j - 1 \} \cup \\
\{ \bar{\phi}(m, k) - \bar{\phi}(m + 1, mk) \mid (m(p-1) + k) \geq j, \text{ and } ((m + 1)(p-1) + k) \geq j \},
\]

which is precisely \( S_0 \), and the start of the inductive proof is complete.

Now we assume, as an inductive hypothesis, that the space of elements hit by \( P^{p^{q-1}} \) is spanned by the set of polynomials \( S_{q-1} \) and we consider those elements which are hit by \( P^{p^q} \). Suppose that \( s + t = n - p^q(p-1) \). By the short Cartan formula, Lemma 2.2,

\[
P^{p^q}(x^sy^t) \equiv P^{p^q}(x^s)y^t + x^sP^{p^q}(y^t)
\]
modulo elements hit by \( P^{p^s-1} \). Note that since all the operations \( P^d \) are decomposable unless \( d \) is a power of \( p \), any element hit by \( P^{p^s-1} \) is, in fact, hit by \( P^{p^s-1} \), and thus can be described using the inductive hypothesis. So it only remains to show that \( P^{p^s}(x^s)y^t + x^sP^{p^s}(y^t) \) can be written as a linear combination of elements in \( S_q \).

Now, if \( s \leq j - 1 \), then \((s + p^s(p-1)) = s \leq j - 1 \) and \( P^{p^s}(x^s)y^t \) is hit by \( P^1 \). Moreover, if this is the case, then, since \( i + s \equiv n - p^s(p-1) \equiv j - 1 \mod p \), we have that \( i \leq j - 1 \) and hence \( x^sP^{p^s}(y^t) \) is also hit by \( P^1 \). So in this case \( P^{p^s}(x^s)y^t, x^sP^{p^s}(y^t) \in S_0 \) and the inductive proof is clear.

If \( s \geq j \), then, as in the proof of Lemma 5.3, by considering the \( p \)-adic expansions of \( s \) and \( t \), we see that \((t^s) = -(t^p)\). For if \( s = s_0 + s_1p + \cdots \) and \( t = t_0 + t_1p + \cdots \), then, since \( s + t = n - p^s(p-1) \), we see that \( s = s_0 \geq j \) implies that \( s_0 + t_0 = p^j - 1 \), so \( s_1 + t_1 = p - 1 \), \( s_2 + t_2 = p - 1 \), etc. and \( s_q + t_q = 0 \), i.e. \((t^p) = (t^p) = 0 \). Thus

\[
P^{p^s}(x^s)y^t + x^sP^{p^s}(y^t) = \binom{s}{p^t} \cdot (x^{s + p^s(p-1)}y^t - x^{s}y^t + p^s(p-1))
\]

for some \( m, k \), and the proof is complete. \( \square \)
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