THE STABILITY OF THE EQUILIBRIUM OF REVERSIBLE SYSTEMS

BIN LIU

Abstract. In this paper, we consider the system
\[ \dot{x} = a(t)x^{2m+1} + f_1(x, y, t), \quad \dot{y} = -b(t)x^{2n+1} + f_2(x, y, t), \]
where \( m, n \in \mathbb{Z}^+ \), \( m + n \geq 1 \), \( a(t) \) and \( b(t) \) are continuous, even and 1-periodic in the time variable \( t \); \( f_1 \) and \( f_2 \) are real analytic in a neighbourhood of the origin \( (0, 0) \) of \( (x, y) \)-plane and continuous 1-periodic in \( t \). We also assume that the above system is reversible with respect to the involution \( G : (x, y) \mapsto (-x, y) \). A sufficient and necessary condition for the stability in the Liapunov sense of the equilibrium \( (x, y) = (0, 0) \) is given.

1. Introduction

In this paper, we are concerned with the stability in the Liapunov sense of the equilibrium \( (x, y) = (0, 0) \) for the system
\[ \dot{x} = F_1(x, y, t), \quad \dot{y} = F_2(x, y, t) \]
where \( F_1 \) and \( F_2 \) are continuous and 1-periodic functions in the time \( t \) and \( F_1(0, 0, t) = F_2(0, 0, t) = 0 \). Since Liapunov’s times, many authors have studied this problem.

The linearization of (1.1) around the origin is of the form
\[ \dot{z} = JA(t)z, \]
where \( z = \text{col}(x, y) \) and \( J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \) is the standard symplectic matrix, i.e., (1.2) is a linear Hamiltonian system. Then, it is well known that the stability of the equilibrium \( (0, 0) \) of (1.2) is closely related to the position in the plane of the Floquet multipliers \( \lambda_1, \lambda_2 \). When \( \lambda_j \in \mathbb{S}^1 \), \( \lambda_j \neq \pm 1 \), i.e., in the elliptic case, the equilibrium is strongly stable in the sense of Krein; when \( \lambda_j \not\in \mathbb{S}^1 \), that is, in the hyperbolic case, it is unstable. Some criteria for stability can be found in [1] and [4]. For example, when \( A(t) = \begin{pmatrix} 0 & c(t) \\ -1 & 0 \end{pmatrix} \), that is, the system (1.2) is the classical Hill’s equation, the equilibrium is stable under the following condition:
\[ \min_t c(t) > 0, \quad \int_0^1 c(t)dt < 4. \]
In 1994, the stability of the equilibrium of the nonlinear equation
\begin{equation}
\ddot{x} + c(t)x + a(t)x^{2n+1} + \cdots = 0,
\end{equation}
was studied by R. Ortega in [7]. Using the Moser twist theorem, he proved that the trivial solution $x = 0$ is stable if
(i) the equilibrium of the equation (1.2) is stable;
(ii) $a(t) > 0$ or $a(t) < 0$.

Recently, in [3] we obtained a sufficient and necessary condition for the following equation:
\begin{equation}
\ddot{x} + a(t)x^{2n+1} + e(t, x) = 0, \quad n \geq 1,
\end{equation}
where $a(t), e(t, x)$ are continuous and 1-periodic functions in $t$, $e(t, x)$ is smooth in $x$ and $|e(t, x)| = O(|x|^{2n+2})$ in a neighborhood of $x = 0$. The result is:
If $\int_0^1 a(t)dt \neq 0$, then the trivial solution $x = 0$ of the equation (1.5) is stable if and only if $\int_0^1 a(t)dt > 0$.

Remark. In contrast to Ortega’s result, in [3] we do not need the stability of the trivial solution of the corresponding linearization of the equation (1.5). In fact, the corresponding linearization equation of (1.5) is $\ddot{x} = 0$. Obviously, its trivial solution $x = 0$ is unstable.

In this paper, we are concerned with the stability in the Liapunov sense of the trivial solution $(x, y) = (0, 0)$ of the differential equations
\begin{equation}
\begin{aligned}
\dot{x} &= a(t)y^{2m+1} + f_1(x, y, t), \\
\dot{y} &= -b(t)x^{2n+1} + f_2(x, y, t),
\end{aligned}
\end{equation}
where $m, n \in \mathbb{Z}_+, m + n \geq 1$, $a(t)$ and $b(t)$ are continuous, even and 1-periodic functions in the time variable $t$; $f_1$ and $f_2$ are real analytic in a neighbourhood of the origin $(0, 0)$ of $(x, y)$-plane and continuous 1-periodic in $t$. We also assume that the above system is reversible with respect to the involution $G: (x, y) \mapsto (-x, y)$. The definition of reversible systems can be found in the appendix.

From the fact that the system of (1.6) is reversible with respect to $G$, it follows that
\begin{equation}
\begin{aligned}
f_1(-x, y, -t) &= f_1(x, y, t), \\
f_2(-x, y, -t) &= -f_2(x, y, t).
\end{aligned}
\end{equation}
Assume that $g(x, y, t)$ is a real analytic function in a neighbourhood of the origin $(0, 0)$ of $(x, y)$-plane, that is, its Taylor series
\begin{equation}
g(x, y) = \sum_{i \geq k, j \geq l} g_{ij}(t)x^iy^j, \quad k, l \in \mathbb{Z}_+,
\end{equation}
converges in this neighbourhood.

Definition. Assume $g$ is a real analytic in a neighbourhood of the origin $(0, 0)$ of $(x, y)$-plane and its Taylor series is given in (1.8). We say the function $g$ satisfies the property $P(m, n)$ if the following inequality
\begin{equation}
k(m + 1) + l(n + 1) > \max\{(2n + 1)(m + 1), (2m + 1)(n + 1)\}
\end{equation}
holds.

Remark. If $m = n = 0$ and the function $g(x, y)$ satisfies the property $P(0, 0)$, then $g = O(x^2 + y^2)$.
In this paper, we will prove the following theorem.

**Theorem 1.** Assume that \( \int_0^1 a(t)dt \cdot \int_0^1 b(t)dt \neq 0 \) and \( f_1, f_2 \) satisfy the property \( \mathcal{P}(m, n) \). Then the following statements are equivalent:

1. The trivial solution \((x, y) = (0, 0)\) of the equation (1.6) is stable;
2. \( \int_0^1 a(t)dt \cdot \int_0^1 b(t)dt > 0 \).

Moreover, if \( \int_0^1 a(t)dt \cdot \int_0^1 b(t)dt > 0 \) there is at least two subharmonic solutions of (1.6) with minimal period \( k \) for every sufficiently large \( k \in \mathbb{N} \) in a neighborhood of the equilibrium of (1.6).

**Remark.** If \( m = 1, n = 0 \), then the linearized equation of (1.6) is of the form

\[
\dot{x} = 0, \quad \dot{y} = -b(t)x.
\]

The equilibrium \((x, y) = (0, 0)\) of this system is unstable. From our results, the trivial solution of the whole system (1.6) is stable if \( \int_0^1 a(t)dt \cdot \int_0^1 b(t)dt > 0 \).

In what follows, to say that a solution of a differential equation or a fixed point of a homeomorphism is stable in the sense of Liapunov will mean that it is Liapunov stable in the future and also in the past. If it is not stable it will be called unstable.

## 2. Action-angle variables and the proof of the stability

In this section, based on the theory of stability of fixed points of mappings in the plane, we prove that, under the condition

\[
\int_0^1 a(t)dt \cdot \int_0^1 b(t)dt > 0,
\]

in every small neighborhood of the trivial solution \((x(t), y(t)) = (0, 0)\), there are invariant curves of Poincaré mapping of (1.6). These curves are around the origin \((0, 0)\) in the \((x, y)\)-plane which yield the stability of the trivial solution \((x, y) = (0, 0)\).

Without loss of generality, we assume that

\[
\int_0^1 a(t)dt > 0, \quad \int_0^1 b(t)dt > 0.
\]

Let \( c_1 = \int_0^1 a(t)dt > 0, \quad c_2 = \int_0^1 b(t)dt > 0 \). Then

\[
a(t) = c_1 + a_1(t), \quad b(t) = c_2 + b_1(t)
\]

and

\[
\int_0^1 a_1(t)dt = 0, \quad \int_0^1 b_1(t)dt = 0.
\]

Moreover, \( a_1(t) \) and \( b_1(t) \) are even in \( t \).

Furthermore, we assume that \( c_1 = c_2 = 1 \). Hence,

\[
a(t) = 1 + a_1(t), \quad b(t) = 1 + b_1(t).
\]
Remark. If \( c_1 < 0 \) and \( c_2 < 0 \), then, let \( \tau = -t \), we obtain that
\[
\frac{dx}{d\tau} = \hat{a}(\tau)y^{2m+1} + g_1(x, y, \tau), \\
\frac{dy}{d\tau} = -\hat{b}(\tau)x^{2n+1} + g_2(x, y, \tau),
\]
where \((\hat{a}(\tau), \hat{b}(\tau)) = -(a(-t), b(-t))\). This system is also reversible with respect to \( G: (x, y) \mapsto (-x, y) \) and
\[
\int_0^1 \hat{a}(\tau)d\tau > 0, \quad \int_0^1 \hat{b}(\tau)d\tau > 0.
\]

If \( (c_1, c_2) \neq (1, 1) \), we can introduce the variables \((u, v)\) by
\[
u = \gamma_1 x, \quad v = \gamma_2 y.
\]
Choose the positive constants \( \gamma_1, \gamma_2 \) such that
\[
\frac{\gamma_2^{2m+1}}{\gamma_1} \cdot c_1 = \frac{\gamma_1^{2n+1}}{\gamma_2} \cdot c_2 = 1.
\]
Under this transformation, the system (1.6) is transformed into the form
\[
\dot{u} = c(t)u^{2m+1} + p(u, v, t), \quad \dot{v} = -d(t)v^{2n+1} + q(u, v, t).
\]
where \( \int_0^1 c(t)dt = \int_0^1 d(t)dt = 1 \).

Now, consider the auxiliary system
\[
(2.1) \quad \dot{x} = y^{2m+1}, \quad \dot{y} = -x^{2n+1}.
\]
The system (2.1) is a Hamiltonian system
\[
(2.2) \quad \dot{x} = \frac{\partial h}{\partial y}, \quad \dot{y} = -\frac{\partial h}{\partial x},
\]
with the Hamiltonian
\[
(2.3) \quad h(x, y) = \frac{1}{2m+2}y^{2m+2} + \frac{1}{2n+2}x^{2n+2}.
\]
Clearly, \( h > 0 \) on \( \mathbb{R}^2 \) except at the only equilibrium \((x, y) = (0, 0)\) where \( h = 0 \).

Let \((S(t), C(t))\) be the solution of the system (2.1) satisfying the initial condition: \((S(0), C(0)) = (0, 1)\). This solution is a periodic solution. Let \( T_0 \) be its minimal period. We have
\[
0 < T_0 = 4 \int_0^1 \frac{1}{[\frac{n+1}{m+1}](1 - s^{2m+2})^{\frac{2n+2}{2m+2}}}ds < +\infty
\]
and the analytic functions \( S(t) \) and \( C(t) \) satisfy
\[
(i) \quad (S(-t), C(-t)) = (-S(t), C(t)) \quad \text{and} \quad (S(t + T_0), C(t + T_0)) = (S(t), C(t)).
(ii) \quad \frac{1}{2n+2}S^{2n+2}(t) + \frac{1}{2m+2}C^{2m+2}(t) = \frac{1}{2m+2}, \forall t \in \mathbb{R}.
(iii) \quad \frac{d}{dt}S = C^{2m+1}, \quad \frac{d}{dt}C = -S^{2n+1}.
\]
Suppose that \((u(t), v(t))\) is a solution of (2.1) with the initial condition:
\[
(u(0), v(0)) = (0, \gamma).
\]
Then, we have
\[
u(t) = \gamma^{\frac{m+1}{n+1}}S(\gamma^n t), \\
v(t) = \gamma C(\gamma^n t),
\]
where \( \kappa = \frac{2m+1}{n+1} > 0 \). Hence, all the solutions of (2.1) are periodic, and the periods tending to zero as \( h = h_0 = \frac{1}{2m+2} \cdot \gamma^{2m+2} \) tends to infinity.

In the following, we introduce an action-angle variable \((\rho, \theta)\). Define a transformation \( \Phi: \mathbb{R}^+ \times S^1 \rightarrow \mathbb{R}^2, (\rho, \theta) \mapsto (x, y) \):

\[
\Phi: x = d_1^{m+1} \rho^\alpha S(\theta T_0), \quad y = d_1^{m+1} \rho^\beta C(\theta T_0),
\]

where \( \alpha = \frac{m+1}{m+n+2}, \beta = 1 - \alpha = \frac{n+1}{m+n+2} \) and \( d_1 = \frac{m+n+2}{(m+1)T_0} \). Hence, we have \((n+1)\alpha = (m+1)\beta\).

One can easily verify that the transformation \( \Phi \) is a symplectic mapping. In fact,

\[
\left| \frac{\partial(x, y)}{\partial(\rho, \theta)} \right| = |\alpha T_0 d_1^{m+1} \rho^{\alpha+\beta-1} \cdot S^{2n+2}(\theta T_0) + \beta T_0 d_1^{m+1} \rho^{\alpha+\beta-1} C^{2m+2}(\theta T_0)|
\]

\[
= \frac{1}{m+n+2} \cdot |T_0 d_1 \cdot ((n+1)C^{2m+2}(\theta T_0) + (m+1)S^{2n+2}(\theta T_0))| = 1.
\]

Under this transformation, the system (2.1) is transformed into the simpler form

\[
\dot{\rho} = -\frac{\partial h_0}{\partial \theta} = 0, \quad \dot{\theta} = \frac{\partial h_0}{\partial \rho} = c \cdot \rho^{2(m+1)\beta-1},
\]

where \( h_0(\rho, \theta, t) = \frac{c}{(2m+2)\beta} \cdot \rho^{2(m+1)\beta} \) and \( c = d_1^{2(m+1)\beta} \cdot \beta \).

The system (1.6) is transformed into the form

\[
\dot{\rho} = h_1(\rho, \theta, t) + h_2(\rho, \theta, t), \quad \dot{\theta} = c \cdot \rho^{(2m+2)\beta-1} + g_1(\rho, \theta, t) + g_2(\rho, \theta, t),
\]

(2.5)

where

\[
h_1(\rho, \theta, t) = T_0 d_1^{2m+2} \rho^{(2m+2)\beta} (a(t)S^{2n+1}C^{2m+1} - b(t)S^{2n+1}C^{2m+1}),
\]

\[
h_2(\rho, \theta, t) = T_0 d_1^{2m+2} \rho^{(2m+2)\beta} f_1 + T_0 d_1^{m+1} \rho^\alpha C^{2m+1} f_2,
\]

\[
g_1(\rho, \theta, t) = d_1^{2m+2} \rho^{(2m+2)\beta} (a(t)S^{2n+1}(\theta T_0) + b(t)C^{2m+2}(\theta T_0)),
\]

\[
g_2(\rho, \theta, t) = -\alpha d_1^{m+1} \rho^{\alpha-1} S(\theta T_0) f_2 + \beta d_1^{\beta} \rho^{\beta-1} C(\theta T_0) f_1.
\]

with \( f_i = f_i(d_1^{m} \rho^\alpha S(\theta T_0), d_1^{m+1} \rho^\beta C(\theta T_0), t), i = 1, 2 \).

From the equality (1.7) and the properties of the functions \( S \) and \( C \), it follows that

\[
h_1(\rho, -\theta, -t) = -h_1(\rho, \theta, t),
\]

\[
h_2(\rho, -\theta, -t) = -h_2(\rho, \theta, t),
\]

\[
g_1(\rho, -\theta, -t) = g_1(\rho, \theta, t),
\]

\[
g_2(\rho, -\theta, -t) = g_2(\rho, \theta, t).
\]

Hence, the transformed system (2.5) is also reversible with respect to the involution \( \mathcal{G}: (\rho, \theta) \mapsto (\rho, -\theta) \).

Because \( \int_0^1 a_1(t) dt = \int_0^1 b_1(t) dt = 0 \), we have

\[
\int_0^1 g_1(\rho, \theta, t) dt = 0.
\]

We introduce a space of functions, denoted by \( \mathcal{F}(r) \), which behave for \( 0 < \lambda \leq \lambda_0 \), with all their derivatives, like \( \lambda^r p(\theta) \).
Definition 2.1. For a given constant \( r \in \mathbb{R}, f(\lambda, \theta) \in \mathcal{F}(r) \) if \( f \in C^\infty(R^+ \times S^1) \) and, for all nonnegative integers \( j \) and \( l \), we have
\[
\sup_{0 < \lambda \leq \lambda_j, \theta \in S^1} (\lambda^{j-r} |(D^j_\lambda)(D^l_\theta)f(\lambda, \theta)|) < +\infty,
\]
where \( \lambda_j \) is some positive constant.

We give some basic properties of the space \( \mathcal{F}(r) \).

Lemma 2.1. The following conclusions hold:

(i) if \( r_1 < r_2 \), then \( \mathcal{F}(r_2) \subset \mathcal{F}(r_1) \);
(ii) if \( f \in \mathcal{F}(r) \), then \( (D^1_\lambda)f \in \mathcal{F}(r-j) \);
(iii) if \( f_1 \in \mathcal{F}(r_1) \) and \( f_2 \in \mathcal{F}(r_2) \), then \( f_1 \cdot f_2 \in \mathcal{F}(r_1 + r_2) \);
(iv) if \( f \in \mathcal{F}(r) \) satisfying \( |f(\lambda, \cdot)| \geq \sup_{r \geq 0} \lambda^r \) for \( 0 < \lambda \leq \lambda_0 \), then \( \frac{1}{\lambda} f \in \mathcal{F}(-r) \).

Remark. The space \( \mathcal{F}(r) \) defined here is similar to the space \( \mathcal{F}(r) \) introduced by R. Dieckerhoff and E. Zehnder in [2].

Proof. Proofs of (i), (ii) and (iii) are immediate from the definition.

We now show (iv). Because \( f \in \mathcal{F}(r) \), so \( f \in C^\infty(R^+ \times S^1) \). Let \( g = \frac{1}{\lambda} \). Then
\[
\lambda^r \cdot |g| \leq \frac{1}{\lambda_0^r}.
\]
Inductively, assuming that the estimates
\[
\sup_{\lambda \leq \lambda_0, \theta \in S^1} (\lambda^{j-r} |D^j_\lambda g|) < \infty, \quad \text{and } j \leq n - 1
\]
hold, we will prove the estimate for \( j = n \geq 1 \).

Since \( f \cdot g = 1 \), then \( D^1_\lambda(f \cdot g) = 0 \) for \( n \geq 1 \); that is,
\[
f \cdot D^1_\lambda g + \sum_{i+j=n, i \geq 1} \tau_i D^i_\lambda f \cdot D^j_\lambda g = 0,
\]
where \( \tau_i \) are positive constants, \( i \) and \( j \) are nonnegative integers. It follows that
\[
|f| \cdot |D^n_\lambda g| \leq \sum_{i+j=n, i \geq 1} |D^i_\lambda f| \cdot |D^j_\lambda g|.
\]
Then
\[
\lambda^r \cdot |D^n_\lambda g| \leq \frac{\sum_{i+j=n, i \geq 1}}{c_0} \lambda^{i-r} |D^i_\lambda f| \cdot \lambda^{j-r} |D^j_\lambda g|.
\]
Hence, we have
\[
\lambda^{n+r} \cdot |D^n_\lambda g| \leq \sum_{i+j=n, i \geq 1} \lambda^{i-r} |D^i_\lambda f| \cdot \lambda^{j-r} |D^j_\lambda g|,
\]
which together with the estimates \( \lambda^{j-r} \cdot |D^j_\lambda g| < \infty \) (for \( j \leq n - 1 \)) yields
\[
\lambda^{n+r} \cdot |D^n_\lambda g| < \infty,
\]
i.e.,
\[
\sup_{\lambda \leq \lambda_0, \theta \in S^1} \lambda^{n+r} |D^n_\lambda g| < \infty.
\]
Hence, \( g \in \mathcal{F}(-r) \).
From the equalities in (2.6) and the assumptions of our theorem, it follows that

\begin{equation}
\tag{2.9}
\lambda_1(r, \theta, t) \in \mathcal{F}(2m + 2)\beta, \lambda_2(r, \theta, t) \in \mathcal{F}(2m + 2)\beta - 1),
\end{equation}

and \( h_2 = o(\rho^{2m+2})\beta \), \( g_2 = o(\rho^{2m+2})\beta - 1) \).

Now, we define a transformation \( \Psi : (\rho, \theta) \mapsto (\lambda, \phi) \) as follows

\begin{equation}
\tag{2.10}
\lambda = \rho, \quad \phi = \theta + f(\rho, \theta, t),
\end{equation}

where the function \( f(\rho, \theta, t) \) will be determined later. Under this transformation, the system \((2.5)\) is transformed into another reversible system with respect to \( \mathcal{G}_1 : (\lambda, \phi) \mapsto (\lambda, -\phi) \).

\begin{align}
\dot{\lambda} &= \hat{h}_1(\lambda, \phi, t), \\
\dot{\phi} &= c \cdot \lambda^{(2m+2)\beta - 1} + \hat{g}_1(\lambda, \phi, t),
\end{align}

where

\begin{align}
\hat{h}_1(\lambda, \phi, t) &= h_1(\rho, \theta, t) + h_2(\rho, \theta, t), \\
\hat{g}_1(\lambda, \phi, t) &= g_1(\rho, \theta, t) + g_2(\rho, \theta, t) + \frac{\partial f}{\partial t} \\
&\quad + \frac{\partial f}{\partial \rho} \cdot (h_1 + h_2) + \frac{\partial f}{\partial \theta} \cdot (d(\rho^{2m+2})\beta - 1 + g_1 + g_2).
\end{align}

Because \( \int_0^1 g_1(\rho, \theta, t) dt = 0 \), we can define the function \( f \):

\[ f(\rho, \theta, t) = - \int_0^t g_1(\rho, \theta, s) ds \in \mathcal{F}(2m + 2)\beta - 1). \]

From (2.7), we have

\[ f(\rho, -\theta, -t) = -f(\rho, \theta, t). \]

Because \((2m + 2)\beta - 1 = \frac{2mn+m+n}{m+n+2} \geq \frac{1}{3} \), the transformation \( \Psi \) has an inverse \( \Phi : (\lambda, \phi) \mapsto (\lambda, -\phi) \). \( \Phi \) exists if \( \lambda > 0 \) small. Moreover, the transformation \( \Phi \) can be written into the form

\[ \Phi : \rho = \lambda, \quad \theta = \phi + r(\lambda, \phi, t) \]

where \( r = O(|\lambda|^{(2m+2)\beta - 1}). \) This transformation is a diffeomorphism on the cylinder

\[ A_{\lambda_0} = \{(\lambda, \phi)|\lambda \geq \lambda_0 > 0, \lambda \text{ small}, \phi \in S^1\}, \]

and a homeomorphism on \( \{(\lambda, \phi)|\lambda \geq 0, \lambda \text{ small}, \phi \in S^1\}. \)

Now, we prove that

\[ r(\lambda, -\phi, -t) = -r(\lambda, \phi, t). \]

In fact, from the equality \( \Phi \circ \Psi = \Psi \circ \Phi = \text{id} \), it follows that

\[ r(\lambda, \phi, t) + f(\lambda, \phi + r(\lambda, \phi, t), t) = 0. \]

Hence,

\begin{align*}
|r(\lambda, -\phi, -t) + r(\lambda, \phi, t)| &= |f(\lambda, -\phi + r(\lambda, -\phi, -t), -t) + f(\lambda, \phi + r(\lambda, \phi, t), t)| \\
&= |f(\lambda, \phi - r(\lambda, -\phi, -t), t) - f(\lambda, \phi + r(\lambda, \phi, t), t)| \\
&\leq \sup \left| \frac{\partial f}{\partial \theta} \right| \cdot |r(\lambda, -\phi, -t) + r(\lambda, \phi, t)|.
\end{align*}
From $f \in \mathcal{F}(2m + 2\beta - 1)$, it follows that
$$r(\lambda, -\phi, -t) = -r(\lambda, \phi, t),$$
provided that $\lambda$ is sufficiently small.

By Lemma A.1, the system (2.11) is reversible with respect to $G_1$.

Let $\xi = c \cdot \lambda^{(2m+2)\beta - 1}$, $\eta = \phi$. Then, (2.11) is transformed into
\begin{equation}
\dot{\xi} = H_1(\xi, \eta, t), \quad \dot{\eta} = -\xi + H_2(\xi, \eta, t),
\end{equation}
where $H_1(\xi, \eta, t) = o(\xi^2)$ and $H_2(\xi, \eta, t) = o(\xi)$. This system is also reversible to $G_2$: $(\xi, \eta) \mapsto (\xi, -\eta)$.

One verifies easily that the solutions of (2.13) do exist for $0 \leq t \leq 2$ if the initial value $\lambda(0) = \lambda$ is sufficiently small.

We are now in a position to prove the stability of the equilibrium $(x, y) = (0, 0)$ of (1.6).

**Proposition 2.1.** Suppose that $\int_0^1 a(t)dt \cdot \int_0^1 b(t)dt > 0$. Then, the trivial solution $(x, y) = (0, 0)$ of (1.6) is stable in the sense of Liapunov. Moreover, there is at least two subharmonic solutions of (1.6) with minimal period $k$ for every sufficiently large $k \in \mathbb{N}$ in a neighborhood of the equilibrium of (1.6).

In order to prove this proposition. The following celebrated Moser’s twist theorem for reversible mappings is to be used.

**Lemma 2.2 (Invariant curves of reversible mappings).** Consider a mapping
\begin{equation}
M_\varepsilon: \begin{cases}
\tau_1 = r + \varepsilon^\rho f(r, \theta, \varepsilon), \\
\theta_1 = \theta + \varepsilon^\rho \gamma(r) + \varepsilon^\theta g(r, \theta, \varepsilon),
\end{cases}
\end{equation}
where $0 \leq \rho < \sigma$, $0 \leq \theta \leq 1$, $1 \leq r \leq 2$. Suppose that $M_\varepsilon$ is reversible with respect to $\Lambda: (r, \theta) \mapsto (r, -\theta)$ and $\gamma'(r) \neq 0$. The functions $f$ and $g$ are assumed to be sufficiently often differentiable and 1-periodic in $\theta$. Then, for sufficiently small $\varepsilon$ there exists an invariant curve $\Gamma$ surrounding $r = 1$. More precisely, given any number $\omega \in (\alpha + \varepsilon^\rho \gamma(1), \alpha + \varepsilon^\rho \gamma(2))$ satisfying the inequalities
$$\left| \frac{\omega - p}{q} \right| \geq c\varepsilon^\rho|q|^{-\frac{3}{2}}$$
for all integers $p$ and $q \neq 0$, there exists a differentiable closed curve $\Gamma$
\begin{equation}
r = F(\phi, \varepsilon), \quad \theta = \phi + G(\phi, \varepsilon),
\end{equation}
with $F$ and $G$ of period 1 in $\phi$, which is invariant under the mapping $M_\varepsilon$ and $\Lambda$ provided $\varepsilon$ is sufficiently small. The image point of a point on $\Gamma$ is obtained by replacing $\phi$ by $\phi + \omega$.

The proof of this lemma can be found in [6] and [8].

**Proof of Proposition 2.1.** First, we show that the trivial solution $(x, y) = (0, 0)$ of (1.6) is stable.

From a classical result in the theory of fixed point of mappings in the plane, in order to prove the trivial solution $(x, y) = (0, 0)$ is stable, it is enough to prove that there are invariant curves of the Poincaré mapping of the equation (1.6) in every small neighborhood of the solution $(x, y) = (0, 0)$. This is equivalent to prove that there exist invariant curves of the Poincaré mapping of (2.11) for $\xi \ll 1$. 

From Lemma 2.2, the embeddings $\psi$ satisfies
\[ f(\eta) = 0 \] and
\[ \phi(\eta) = 0. \]

Because the equation (1.6) is reversible and the transformations $\Phi$ and $\Psi$ are invariant, the Poincaré mapping $\Pi$ is reversible. From Lemma 2.2, it follows that there is an invariant curve $\Gamma_\varepsilon$ surrounding $r = 1$ if $\varepsilon$ is sufficiently small. This means that the Poincaré mapping $\Pi$ of the system (2.11) has an invariant curve $\Gamma_\varepsilon$ surrounding $\lambda = \varepsilon$ and in the annulus $\varepsilon < \lambda < 2\varepsilon$, which implies the stability of the trivial solution $(x, y) = (0, 0)$ of the equation (1.6).

We next prove the existence of subharmonic solutions.

Consider the annulus $A$ bounded by two invariant curves of $\Pi$ with rotation numbers $\omega_1 < \omega_2$. We map this annulus $A$ onto another annulus
\[ A_0 = \{ (\xi, \eta) | 0 \leq \eta \leq 1, \xi \mod 1 \}. \]

If $\Psi_j$ are the embeddings of the invariant curves having rotation numbers $\omega_j$, we define the map $\chi: A_0 \to A$ by
\[ \chi: (r, \theta) \mapsto (\eta \psi_1(\xi) + (1 - \eta) \psi_2(\xi), \xi). \]

From Lemma 2.2, the embeddings $\psi_j$ are differentiably close to the injections of the circles $\omega_j = \text{const.}$, it follows that $\chi$ is a diffeomorphism. The induced map $J := \chi^{-1} \circ \Pi \circ \chi$, expressed by
\[ J: \xi_1 = f(\xi, \eta), \quad \eta_1 = g(\xi, \eta), \]
satisfies $f(\xi + 1, \eta) = f(\xi, \eta)$ and $g(\xi + 1, \eta) = g(\xi, \eta)$. It leaves the boundaries $\eta = 0$ and $\eta = 1$ invariant and
\[ f(\xi, 0) = \xi + \omega_2, \quad f(\xi, 1) = \xi + \omega_1. \]

Define the map $\tau: A_0 \to A_0$ by $\tau(\xi, \eta) = (\xi + 1, \eta)$. To find periodic points of minimal period $q$ of $J$, for sufficiently large $q$, we let $q_0 = \frac{1}{\omega_2 - \omega_1}$. For $q \geq q_0$, choose an integer $p \in (q\omega_1, q\omega_2)$ such that $p$ and $q$ are relatively prime. The mapping $J_q := \tau^{-p} \circ J^q$ on $A_0$, expressed by
\[ J_q: \xi_1 = f_q(\xi, \eta), \quad \eta_1 = g_q(\xi, \eta), \]
satisfies
\[ f_q(\xi, 1) = \xi = -p + q\omega_1 < 0 < -p + q\omega_2 = f_q(\xi, 0) - \xi. \]

From Theorem 5.1 in [8], we conclude that $J_q$ possesses at least two fixed points in $A_0$. Every such point corresponds to a periodic point of $J$, hence of $\Pi$, with minimal period $q$. The proof of this proposition is complete.
3. The Instability of the Equilibrium of (1.6)

In this section, we prove that if \( \int_0^1 a(t)dt \int_0^1 b(t)dt < 0 \), then the trivial solution \((x, y) = (0, 0)\) of (1.6) is unstable. Similar to the discussions in the above section, without loss of generality, we assume that

\[
\begin{align*}
a(t) &= 1 + a_1(t), \quad b(t) = -1 + b_1(t),
\end{align*}
\]

where \( \int_0^1 a_1(t)dt = \int_0^1 b_1(t)dt = 0 \). The equation (1.6) can be written into the following reversible system:

\[
\begin{align*}
\dot{x} &= y^{2m+1} + a_1(t)y^{2m+1} + f_1(x, y, t), \\
\dot{y} &= x^{2n+1} - b_1(t)x^{2n+1} + f_2(x, y, t),
\end{align*}
\]

where \( m, n \in \mathbb{Z}_+ \), \( m + n \geq 1 \).

We shall prove the following proposition.

**Proposition 3.1.** Suppose that

\[
\begin{align*}
a(t) &= 1 + a_1(t), \quad b(t) = -1 + b_1(t),
\end{align*}
\]

where \( \int_0^1 a_1(t)dt = \int_0^1 b_1(t)dt = 0 \) and \( a_1(t), b_1(t) \) are even in \( t \). Then the equilibrium point \((0, 0)\) of (1.6) is unstable.

In order to prove this proposition, we first define a transformation \( \Phi : \mathbb{R}^+ \times S^1 \rightarrow \mathbb{R}^2 \), \((\rho, \theta) \mapsto (x, y)\):

\[
\Phi : \begin{array}{l}
x = d_1^2 \rho^\alpha S(\theta T_0), \\
y = d_1^2 \rho^\beta C(\theta T_0),
\end{array}
\]

where the constants \( \alpha, \beta, d_1, T_0 \) and functions \( S, C \) are defined in §2.

Under the transformation \( \Phi \), the system (3.1) is transformed into the form

\[
\begin{align*}
\dot{\rho} &= c_1 \rho^{(2m+2)\beta} S^{2m+1}(\theta T_0)C^{2m+1}(\theta T_0) + \rho^{(2m+2)\beta} h_1(\theta, t) + h_2(\rho, \theta, t), \\
\dot{\theta} &= c_2 \rho^{(2m+2)\beta-1} g(\theta) + \rho^{(2m+2)\beta-1} g_1(\theta, t) + g_2(\rho, \theta, t),
\end{align*}
\]

where

\[
\begin{align*}
h_1(\theta, t) &= c_3 S^{2n+1}(\theta T_0)C^{2m+1}(\theta T_0)(a_1(t) - b_1(t)), \\
h_2(\rho, \theta, t) &= c_4 \rho^{\beta} S^{2n+1}(\theta T_0)f_1 + c_5 \rho^{\alpha} C^{2m+1}(\theta T_0)f_2, \\
g(\theta) &= \frac{n+1}{2(m+1)} - S^{2n+2}(\theta T_0), \\
g_1(\theta, t) &= c_6 S^{2n+2}(\theta T_0)b_1(t) + c_7 C^{2m+2}(\theta T_0)a_1(t), \\
g_2(\rho, \theta, t) &= c_8 \rho^{\beta-1} C(\theta T_0)f_1 + c_9 \rho^{\alpha-1} S(\theta T_0)f_2,
\end{align*}
\]

with \( f_i = f_i(d_1^2 \rho^\alpha S(\theta T_0), d_1^2 \rho^\beta C(\theta T_0), t), i = 1, 2; c_1, c_2, \ldots, c_9 \) are constants and \( c_1, c_2 > 0 \).

The system (3.3) is reversible with respect to \( G : (\rho, \theta) \mapsto (\rho, -\theta) \).

**Lemma 3.1.** There is a transformation \( \Psi_1 : (\rho, \theta) \mapsto (\rho, \phi) \). Under this transformation, the system (3.3) is transformed into the form

\[
\begin{align*}
\dot{\rho} &= c_1 \rho^{(2m+2)\beta} S^{2n+1}(\phi T_0)C^{2m+1}(\phi T_0) + \rho^{(2m+2)\beta} \xi_1(\phi, t) + \xi_2(\rho, \phi, t), \\
\dot{\theta} &= c_2 \rho^{(2m+2)\beta-1} g(\phi) + \eta_1(\rho, \phi, t),
\end{align*}
\]
where
\[
\begin{align*}
\xi_1(\phi, t) &= h_1(\phi, t), \\
\xi_2(\rho, \phi, t) &= c_1(2m+2)\beta S^{2n+1}(\theta T_0)C^{2m+1}(\theta T_0) - S^{2n+1}(\phi T_0)C^{2m+1}(\phi T_0) \\
& \quad + \rho^{(2m+2)\beta}[h_1(\theta, t) - h_1(\phi, t)] + h_2(\rho, \theta, t), \\
\eta_1(\rho, \phi, t) &= c_2\rho^{(2m+2)\beta-1}[\rho(\theta) - \rho(\phi)] + g_2(\rho, \theta, t),
\end{align*}
\] (3.6)

with \(\rho = \theta(\rho, \phi, t)\). Moreover, the transformed system (3.5) is also reversible with respect to \(G_1: (\rho, \phi) \mapsto (\rho, -\phi)\).

**Proof.** Define the transformation \(\Psi_1\) by
\[
(3.7) \quad \Psi_1: \rho = \rho, \quad \phi = \theta + H_1(\rho, \theta, t),
\]
with
\[
H_1 = -\rho^{(2m+2)\beta-1} \cdot \int_0^t g_1(\theta, s)ds \in \mathcal{F}((2m + 2)\beta - 1).
\] (3.8)

Then, under this transformation, the system (3.4) is transformed into
\[
\begin{align*}
\dot{\rho} &= c_1\rho^{(2m+2)\beta} S^{2n+1}(\phi T_0)C^{2m+1}(\phi T_0) + \rho^{(2m+2)\beta} \xi_1(\phi, t) + \xi_2(\rho, \phi, t), \\
\dot{\theta} &= c_2\rho^{(2m+2)\beta-1} g(\phi) + \eta_1(\rho, \phi, t),
\end{align*}
\] (3.9)

where
\[
\begin{align*}
\xi_1(\phi, t) &= h_1(\phi, t), \\
\xi_2(\rho, \phi, t) &= c_1(2m+2)\beta S^{2n+1}(\theta T_0)C^{2m+1}(\theta T_0) - S^{2n+1}(\phi T_0)C^{2m+1}(\phi T_0) \\
& \quad + \rho^{(2m+2)\beta}[h_1(\theta, t) - h_1(\phi, t)] + h_2(\rho, \theta, t), \\
\eta_1(\rho, \phi, t) &= c_2\rho^{(2m+2)\beta-1}[\rho(\theta) - \rho(\phi)] + g_2(\rho, \theta, t).
\end{align*}
\]

From (3.4) and (3.8), it follows that
\[
H_1(\rho, -\theta, -t) = -H_1(\rho, \theta, t).
\]

If \(\rho\) is sufficiently small, the transformation \(\Psi_1\) is invertible and the system (3.9) is reversible with respect to \(G_1: (\rho, \phi) \mapsto (\rho, -\phi)\). 

**Lemma 3.2.** There is a transformation \(\Psi_2: (\rho, \phi) \mapsto (\mu, \phi)\) such that the transformed system of (3.5) is of the form
\[
\begin{align*}
\dot{\mu} &= \Gamma_1(\mu, \phi, t) = c_1\mu^{(2m+2)\beta} S^{2n+1}(\phi T_0)C^{2m+1}(\phi T_0) + \zeta(\mu, \phi, t), \\
\dot{\phi} &= \Gamma_2(\mu, \phi, t) = c_2\mu^{(2m+2)\beta-1} g(\phi) + \sigma(\mu, \phi, t),
\end{align*}
\] (3.10)

where
\[
\begin{align*}
\zeta(\mu, \phi, t) &= c_1 S^{2n+1}(\phi T_0)C^{2m+1}(\phi T_0) \cdot (\rho^{(2m+2)\beta} - \mu^{(2m+2)\beta}) + \xi_2(\rho, \phi, t), \\
\sigma(\mu, \phi, t) &= c_2 g(\phi) \cdot (\rho^{(2m+2)\beta-1} - \mu^{(2m+2)\beta-1}) + \eta_1(\rho, \phi, t),
\end{align*}
\] (3.11)

with \(\rho = \rho(\mu, \phi, t)\). Moreover, the system (3.10) is reversible with respect to \(G_2: (\mu, \phi) \mapsto (\mu, -\phi)\).
Proof. Similar to the proof of Lemma 3.1, we define the transformation $\Psi_2$ by
\begin{equation}
(3.12) \quad \Psi_2: \mu = \rho + H_2(\rho, \phi, t), \quad \phi = \phi,
\end{equation}
with
\begin{equation}
(3.13) \quad H_2 = -\rho^{(2m+2)\beta} \cdot \int_0^t \xi_1(\phi, s)ds \in \mathcal{F}((2m+2)\beta).
\end{equation}
Then, under this transformation, the system (3.5) is transformed into
\begin{equation}
(3.14) \quad \begin{aligned}
\dot{\mu} &= c_1 \mu^{(2m+2)\beta} S^{2n+1}(\phi T_0) C^{2m+1}(\phi T_0) + \zeta(\mu, \phi, t), \\
\dot{\phi} &= c_2 \mu^{(2m+2)\beta-1} g(\phi) + \sigma(\mu, \phi, t),
\end{aligned}
\end{equation}
where
\begin{equation*}
\zeta(\mu, \phi, t) = c_1 [\rho^{(2m+2)\beta} - \mu^{(2m+2)\beta}] S^{2n-1}(\phi T_0) C^{2m+1}(\phi T_0) + \xi_2(\rho, \phi, t) - \xi_2(\mu, \phi, t),
\end{equation*}
\begin{equation*}
\sigma(\mu, \phi, t) = c_2 [\rho^{(2m+2)\beta-1} - \mu^{(2m+2)\beta-1}] g(\phi) + \eta_1(\rho, \theta, t) - \eta(\mu, \phi, t).
\end{equation*}
with $\rho = \rho(\mu, \phi, t)$ by (3.12). From (3.5) and (3.8), it follows that
\begin{equation*}
H_2(\rho, -\phi, -t) = H_2(\rho, \phi, t).
\end{equation*}
If $\rho$ is sufficiently small, the transformation $\Psi_2$ is invertible and the system (3.14) is reversible with respect to $G_2: (\mu, \phi) \mapsto (\mu, -\phi)$.

If $\mu$ is sufficiently small, from (3.11) it follows that
\begin{equation}
(3.15) \quad \begin{aligned}
\zeta(\mu, \phi, t) &= o(\mu^{(2m+2)\beta}), \\
\sigma(\mu, \phi, t) &= o(\mu^{(2m+2)\beta-1}).
\end{aligned}
\end{equation}
From the equality $(m+1)S^{2n+2}(t) + (n+1)C^{2m+2}(t) = n + 1, \forall t \in \mathbb{R}$, it follows that $0 \leq S^{2n+2}(\phi T_0) \leq \frac{n+1}{m+1}$. Hence, the function $g(\phi)$ is real analytic, 1-periodic and changes the sign. In the consequence there exist $\phi^* \in [0, 1]$ and $0 < v < 1$ such that $g(\phi^*) = 0$ and
\begin{equation}
(3.16) \quad g'(\phi) = -(2n+2)T_0 \cdot S^{2n+1}(\phi T_0) C^{2m+1}(\phi T_0) < 0
\end{equation}
if $|\phi - \phi^*| < v$. In fact, from the equation (2.1), we have
\begin{equation*}
S(0) = S(T_0/2) = 0, \quad S(T_0/4) = -S(3T_0/4) = \left(\frac{n+1}{m+1}\right)^{-\frac{1}{m+1}},
\end{equation*}
\begin{equation*}
C(0) = -C(T_0/2) = 1, \quad C(T_0/4) = C(3T_0/4) = 0,
\end{equation*}
and
\begin{equation*}
\begin{aligned}
S(t) &> 0, \quad 0 < t < T_0/2 \quad \text{and} \quad S(t) < 0, \quad T_0/2 < t < T_0, \\
C(t) &> 0, \quad -T_0/4 < t < T_0/4 \quad \text{and} \quad C(t) < 0, \quad T_0/4 < t < 3T_0/4.
\end{aligned}
\end{equation*}
Hence, we can choose that $\phi^* \in (0, \frac{1}{4})$ and $v > 0$ such that $g(\phi^*) = 0$ and $\{\phi: |\phi - \phi^*| \leq v\} \subset (0, \frac{1}{4})$. From the definitions of $v$ and $\phi^*$, it follows that $g(\phi) > 0$, $\forall \phi \in (\phi^*-v, \phi^*)$ and $g(\phi) < 0$, $\forall \phi \in (\phi^*, \phi^*+v)$.

Let
\begin{equation}
(3.17) \quad \mathcal{K}_{\delta_0, v} = \{(\mu, \phi) \in \mathbb{R}^+ \times S^1: \mu < \delta_0, \ |\phi - \phi^*| < v\}.
\end{equation}
Then, if $\delta_0$ is sufficiently small, on the set $\mathcal{K}_{\delta_0, v}$, we have
\begin{equation}
(3.18) \quad \Gamma_1(\mu, \phi, t) \geq \frac{1}{2} c_1 \mu^{(2m+2)\beta} > 0,
\end{equation}
and
\begin{align}
\Gamma_2(\mu, \phi, t) > 0, & \quad \text{for } 0 < \mu \leq \delta_0, \quad -v \leq \phi - \phi^* \leq -\frac{1}{2}v, \\
\Gamma_2(\mu, \phi, t) < 0, & \quad \text{for } 0 < \mu \leq \delta_0, \quad \frac{1}{2}v \leq \phi - \phi^* \leq v.
\end{align}

**Lemma 3.3.** Suppose \((\mu(t, \mu_0, \phi_0), \phi(t, \mu_0, \phi_0))\) is the solution of (3.10) with the initial condition: \((\mu(0, \mu_0, \phi_0), \phi(0, \mu_0, \phi_0)) = (\mu_0, \phi_0) \in K_{\delta_0, v}\). Then there is \(T > 0\) such that
\[
(\mu(T, \mu_0, \phi_0), \phi(T, \mu_0, \phi_0)) \in \partial K_{\delta_0, v}.
\]

**Proof.** By contradiction, we assume
\[
(\mu(t, \mu_0, \phi_0), \phi(t, \mu_0, \phi_0)) \in K_{\delta_0, v} \quad \text{for all } t \geq 0.
\]
From (3.18) we have
\[
\delta_0 \geq \mu(t, \mu_0, \phi_0) = \mu_0 + \int_0^t \Gamma_1(\mu(s, \mu_0, \phi_0), \phi(s, \mu_0, \phi_0), s) ds
\]
\[
\geq \mu_0 + t \cdot \frac{1}{2} c_1 \mu_0^{(2m+2)} \beta \rightarrow +\infty,
\]
as \(t \rightarrow +\infty\). We contradict (3.20). \qed

**Lemma 3.4.** There is \(t_1 > 0\) such that
\[
\mu(t_1, \mu_0, \phi_0) = \delta_0
\]
provided \((\mu_0, \phi_0) \in K_{\delta_0, \frac{1}{2}v}\).

**Proof.** From Lemma 3.3, there is a constant \(T(\mu_0, \phi_0) > 0\) such that
\[
(\mu(t, \mu_0, \phi_0), \phi(t, \mu_0, \phi_0)) \in K_{\delta_0, v} \quad \text{for all } 0 \leq t < T,
\]
and
\[
(\mu(T, \mu_0, \phi_0), \phi(T, \mu_0, \phi_0)) \in \partial K_{\delta_0, v}.
\]
Now, we show that
\[
\mu(T, \mu_0, \phi_0) = \delta_0.
\]
In fact, if not, from (3.21) and (3.22), it follows that
\[
|\phi(T, \mu_0, \phi_0) - \phi^*| = v,
\]
and
\[
\mu(t, \mu_0, \phi_0) < \delta_0, \quad \text{for all } 0 \leq t \leq T.
\]
Without loss of generality, we assume
\[
\phi(T, \mu_0, \phi_0) = \phi^* + v.
\]
Then, there is \(\tau, 0 < \tau < T\) such that
\[
\phi(\tau, \mu_0, \phi_0) = \phi^* + \frac{1}{2}v,
\]
and
\[
\phi^* + \frac{1}{2}v \leq \phi(t, \mu_0, \phi_0) < \phi^* + v, \quad \text{for all } \tau \leq t \leq T.
\]
Hence, \(\frac{d}{dt}(\phi(t, \mu_0, \phi_0))|_{t=\tau} \geq 0\). But, from (3.21), (3.22), (3.19) and the equation (3.10), we have
\[
\frac{d}{dt}(\phi(t, \mu_0, \phi_0))|_{t=\tau} = \Gamma_2(\mu(\tau, \mu_0, \phi_0), \phi^* + \frac{1}{2}v, \tau) < 0,
\]
which yields a contradiction. \qed
Now, we shall prove the statement of Proposition 3.1.

**Proof of Proposition 3.1.** From the above discussions, we obtain the transformation \( \Sigma: (\mu, \phi) \mapsto (x, y) \) given by

\[
x = \zeta_1(\mu, \phi, t), \quad y = \zeta_2(\mu, \phi, t).
\]

Moreover, \( 0 < x^2 + y^2 \ll 1 \Leftrightarrow 0 < \mu \ll 1 \). Under this transformation \( \Sigma \), the system (1.6) is transformed into (3.10).

We assume the equilibrium \((0, 0)\) of (1.6) is stable in the Liapunov sense. That is, for every neighbourhood \( U \) of the origin, one can find a smaller neighbourhood \( V \subset U \), such that

\[
(x(t, x_0, y_0), y(t, x_0, y_0)) \in U \quad \text{for all} \quad t \in \mathbb{R},
\]

provided the initial point \((x_0, y_0)\) \( \in V \). This statement is equivalent to the following one:

For every \( \varepsilon > 0 \), one can find a constant \( \delta > 0 \) such that, if \( 0 < \mu_0 < \delta \leq \varepsilon \),

\[
\mu(t, \mu_0, \phi_0) < \varepsilon \quad \text{for all} \quad t \in \mathbb{R},
\]

where \((\mu(t, \mu_0, \phi_0), \phi(t, \mu_0, \phi_0))\) is the solution of (3.10) with the initial condition: \((\mu(0, \mu_0, \phi_0), \phi(0, \mu_0, \phi_0)) = (\mu_0, \phi_0)\).

Now, we choose \( \varepsilon = \frac{1}{2} \delta_0 > 0 \), \( \delta_0 \) is given in the definition of \( K_{\delta_0, v} \). From Lemma 3.4, it follows that if \((\mu_0, \phi_0) \in K_{\delta_0, \frac{1}{2} v} \) and \( 0 < \mu_0 \leq \delta \), we can find a constant \( \tau > 0 \) such that

\[
\mu(\tau, \mu_0, \phi_0) = \delta_0 > \varepsilon
\]

which yields a contradiction. This completes the proof of Proposition 3.1. \( \blacksquare \)

Combining Propositions 2.1 and 3.1, we obtain the statement of the theorem in the introduction.

**Remarks.** 1. Using the method of this paper, we can study the stability of the trivial solution \((x, y) = (0, 0)\) of the following Hamiltonian system

\[
\dot{x} = \frac{\partial H}{\partial y}, \quad \dot{y} = -\frac{\partial H}{\partial x},
\]

with the Hamiltonian \( H = a(t)y^{2m+2} + b(t)x^{2n+2} + h(x, y, t) \). If \( h \) has the property \( P(m, n) \) and \( \int_0^1 a(t)dt \cdot \int_0^1 b(t)dt \neq 0 \), then the trivial solutions \((x, y) = (0, 0)\) is stable in the Liapunov sense if and only if

\[
\int_0^1 a(t)dt \cdot \int_0^1 b(t)dt > 0.
\]

2. In this paper, we assume that \( m + n \geq 1 \) in (1.6). If \( m = n = 0 \), it seems that the method in the paper cannot be used to study the stability of the equilibrium of (1.6). In this case, the stability of the equilibrium depends not only on the properties of \( a(t), b(t) \), but the properties of \( f_1, f_2 \). We shall study it in a separate paper.

3. The statements of our theorem are also valid for the following reversible system:

\[
\dot{x} = w_1(t)x^{2n+1} + a(t)y^{2m+1} + f_1(x, y, t),
\]

\[
\dot{y} = -b(t)x^{2n+1} - w_2(t)y^{2m+1} + f_2(x, y, t),
\]

(3.24)
The stability of the equilibrium of reversible systems

where \( m, n \in \mathbb{Z}_+ \), \( m + n \geq 1 \), \( a(t) \) and \( b(t) \) are continuous, even and 1-periodic functions in the time variable \( t \); \( w_1(t) \) and \( w_2(t) \) are continuous, odd and 1-periodic \( t \); \( f_1 \) and \( f_2 \) are real analytic in a neighbourhood of the origin \((0, 0)\) of \((x, y)\)-plane and continuous 1-periodic in \( t \). We also assume that the above system is reversible with respect to the involution \( G: (x, y) \mapsto (-x, y) \). More precisely, we have

**Theorem 2.** Assume that \( \int_0^1 a(t)dt \cdot \int_0^1 b(t)dt \neq 0 \) and \( f_1, f_2 \) satisfy the property \( P(m, n) \). Then the following statements are equivalent:

1. The trivial solution \((x, y) = (0, 0)\) of the equation (3.24) is stable;
2. \( \int_0^1 a(t)dt \cdot \int_0^1 b(t)dt > 0 \).

Moreover, if \( \int_0^1 a(t)dt \cdot \int_0^1 b(t)dt > 0 \), there is at least two subharmonic solutions of (3.24) with minimal period \( k \) for every sufficiently large \( k \in \mathbb{N} \) in a neighborhood of the equilibrium of (3.24).

The proof of this theorem is similar to the proof of Theorem 1.
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**Appendix**

In this appendix, we give some definitions and a lemma which have been used in this paper.

**Definition A.1.** Let \( f: \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \) be periodic in the last variable. The system

\[
\dot{x} = f(x, t)
\]

is called reversible if there is a mapping \( G: \mathbb{R}^n \to \mathbb{R}^n \) such that

\[
G^2 = \text{id}, \quad DG \circ f(Gx, -t) = -f(x, t).
\]

**Definition A.2.** Assume that \( M \) is an invertible mapping of \( \mathbb{R}^n \) and \( G \) is defined in Definition A.1. The mapping \( M \) is called reversible with respect to \( G \) if the equality

\[
G \circ M \circ G = M^{-1}
\]

holds.

From the above definitions, it follows that the Poincaré mapping of some reversible system is also reversible with respect to the same involution.

Now, we introduce the concept of \( G \)-invariant for the transformations of \( \mathbb{R}^n \) which depend on time \( t \).

**Definition A.3.** Assume that \( T(x, t) \) is an invertible transformation of \( \mathbb{R}^n \) for any fixed \( t \) and \( G \) is an involution of \( \mathbb{R}^n \). \( T(x, t) \) is called \( G \)-invariant if the equality

\[
(A.1) \quad G \circ T(x, t) = T(G(x), -t)
\]

holds.
Denote $T^{-1}(x,t)$ by the inverse of $T$, i.e.,

$$T^{-1}(T(x,t),t) = T(T^{-1}(x,t),t) = x.$$ 

If $T$ is $G$-invariant, then so is $T^{-1}(x,t)$.

From the definition, we have

**Lemma A.1.** Consider a system in $\mathbb{R}^n \times \mathbb{R}$ is of the form

$$\dot{x} = f(x,t),$$

which is a reversible system with respect to $G$. Suppose $T(x,t): \mathbb{R}^n \to \mathbb{R}^n$ is $G$-invariant, then the transformed system of (A.2) under the transformation $T$ is also reversible with respect to $G$.

**Proof.** It is easy to see that the transformed system is of the form

$$\dot{y} = F(y,t),$$

where

$$F(y,t) = \frac{\partial T}{\partial x}(T^{-1}(y,t),t) \cdot f(T^{-1}(y,t),t) + \frac{\partial T}{\partial t}(T^{-1}(y,t),t).$$

From the equality (A.1), it follows that

$$DG(T(x,t)) \cdot \frac{\partial T}{\partial x}(x,t) = \frac{\partial T}{\partial x}(G(x),-t) \cdot DG(x)$$

and

$$DG(T(x,t)) \cdot \frac{\partial T}{\partial t}(x,t) = - \frac{\partial T}{\partial t}(G(x),-t).$$

Hence,

$$DG(y) \cdot F(y,t) = DG(y) \cdot \frac{\partial T}{\partial x}(T^{-1}(y,t),t) \cdot f(T^{-1}(y,t),t)$$

$$+ DG(y) \cdot \frac{\partial T}{\partial t}(T^{-1}(y,t),t)$$

$$= \frac{\partial T}{\partial x}(G(T^{-1}(y,t),-t) \cdot DG(T^{-1}(y,t)) \cdot f(T^{-1}(y,t),t)$$

$$- \frac{\partial T}{\partial t}(G(T^{-1}(y,t),-t).$$

Because the system (A.2) is reversible and $T^{-1}$ is $G$-invariant, we have

$$DG(T^{-1}(y,t)) \cdot f(T^{-1}(y,t),t) = -f(G(T^{-1}(y,t),-t)$$

$$= -f(T^{-1}(G(y),-t),-t),$$

which yields that

$$DG(y) \cdot F(y,t) = -F(G(y),-t).$$

This means that the transformed system (A.2) is reversible with respect to $G$. \qed
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