LIMIT SETS OF DISCRETE GROUPS OF ISOMETRIES OF EXOTIC HYPERBOLIC SPACES

KEVIN CORLETTE AND ALESSANDRA IOZZI

Abstract. Let \( \Gamma \) be a geometrically finite discrete group of isometries of hyperbolic space \( \mathcal{H}^n_F \), where \( F = \mathbb{R}, \mathbb{C}, \mathbb{H} \) or \( \mathbb{O} \) (in which case \( n = 2 \)). We prove that the critical exponent of \( \Gamma \) equals the Hausdorff dimension of the limit sets \( \Lambda(\Gamma) \) and that the smallest eigenvalue of the Laplacian acting on square integrable functions is a quadratic function of either of them (when they are sufficiently large). A generalization of Hopf ergodicity theorem for the geodesic flow with respect to the Bowen-Margulis measure is also proven.

1. Introduction

In a previous paper [C], the first author studied limit sets of discrete groups of isometries of rank one symmetric spaces of noncompact type. These symmetric spaces are the hyperbolic spaces associated with the reals, complexes, quaternions, or Cayley numbers. The main point of interest in that paper was the Hausdorff dimension (in an appropriate sense) of the limit set and its relationships with other invariants, such as the smallest eigenvalue of the Laplacian acting on square-integrable functions and the exponent of growth of the group. In the cases where the group of all isometries of the symmetric space has Kazhdan’s property, this led to conclusions about limitations on the possible exponents of growth, among other things. The most precise results were obtained for a class of groups which, in that paper, were called geometrically cocompact; these groups are also known as convex cocompact groups, or geometrically finite groups without cusps. In particular, the exponent of growth was shown to be equal to the Hausdorff dimension of the limit set, from which one could draw conclusions about the topological structure of the hyperbolic manifolds corresponding to such groups.

In this paper, we will study the case of arbitrary geometrically finite groups of isometries of these symmetric spaces. The main result is that the exponent of growth coincides with the Hausdorff dimension of the limit set; as a consequence, when these are sufficiently large, the smallest eigenvalue of the Laplacian is a quadratic function of either of them and can be shown to correspond to a square-integrable eigenfunction. (This latter fact will be exploited in a forthcoming paper of the first author to give estimates on the topological codimension of the limit set.)
limit sets of geometrically finite groups in the quaternionic and Cayley cases which refine Corollary 6.4 of this paper.) We will also prove a generalization of the Hopf ergodicity theorem for the geodesic flow.

We should remark that the equality between the critical exponent of the Poincaré series and the Hausdorff dimension of the limit set has been proven independently in [Bi-J] in the case of a general non-elementary finitely generated Kleinian group (or more generally for any discrete group of Möbius transformations acting on the hyperbolic ball in any dimension in the general rank 1 case). Also, partial results on ergodicity of the geodesic flow and the correspondence among the above invariants have been obtained in [Y] in the more general case of a Riemannian manifold with non-constant pinched negative curvature. Our techniques however exploit the structure of the hyperbolic space, since we use here a family of conformally equivalent sub-Riemannian metrics at infinity. As a consequence of this different approach, we can complete the picture of the above result in our case; the general case is still unknown and, as far as we can say, quite inaccessible.

Of course, these questions have already been studied for geometrically finite Fuchsian groups by Patterson [Pt] and for geometrically finite Kleinian groups by Sullivan [Su1], [Su2]. Our approach is based in outline on that of Sullivan, but certain parts of the argument require considerably more attention due to the more complicated geometry of the spaces under consideration. The argument differs from the case of geometrically cocompact groups, where one can show that the Patterson-Sullivan measure coincides with Hausdorff measure. The question of whether or not the Patterson-Sullivan measure coincides with Hausdorff measure in the case of geometrically finite groups is more delicate. Sullivan has shown that there are cases in which they do not coincide; to remedy this, he was led to consider measures defined by packing rather than covering constructions. We have not attempted to elucidate these issues in this paper.

Since one cannot rely on the equivalence of the Patterson-Sullivan measure and Hausdorff measure, it is necessary to follow a more circuitous route to establish our results. In §2, we will show that the limit set of a geometrically finite group is the union of the radial limit set and a countable number of parabolic fixed points. This, combined with the results of [C], already shows that the critical exponent gives an upper bound for the Hausdorff dimension of the limit set. In §3, we show that the Patterson-Sullivan measure has no atoms in the case of a geometrically finite group. In the course of this argument, we give a corrected version of a result stated in [Au]. In §4, we use the Patterson-Sullivan measure to construct an invariant measure for the geodesic flow. We show that this measure is finite and (in §5) ergodic. Finally, in §6, we arrive at the conclusion that the Hausdorff dimension of the limit set is equal to the critical exponent and deduce that either of these is a quadratic function of the smallest eigenvalue of the Laplacian. Consequently, one finds by the same method as in [C] that a geometrically finite quaternionic or Cayley hyperbolic manifold has at most one end which is not a cusp.

The second author thanks Jonathan Poritz for useful conversations. We both thank the Institute for Advanced Study, the Mathematical Sciences Research Institute and the Mathematics Research Centre at the University of Warwick, where parts of this work were done. We would especially like to express our appreciation to Gabriele for inspirational remarks during some of the dark moments which haunted this work.
2. The limit set

Let $\mathcal{H}_F^n$ be the $n$-dimensional hyperbolic space, where $F = \mathbb{R}$ the reals, $F = \mathbb{C}$ the complex numbers, $F = \mathbb{H}$ the quaternions or $F = \mathbb{O}$ the octonians (in which case $n = 2$). It is well known that in all of these cases $\mathcal{H}_F^n$ is a simply connected Riemannian manifold with sectional curvature pinched between $-4$ and $-1$ and can be identified as a homogeneous space with $G/K$, where $G = O_F(1, n)$ is the full group of isometries and $K$ is a maximal compact subgroup. (In the following we shall often refer to the Iwasawa decomposition $KAN$ of $G$ and to the Langlands decomposition $MAN$ of a parabolic subgroup of $G$.) The sphere at infinity of $\mathcal{H}_F^n$, denoted by $\partial \mathcal{H}_F^n$, can be identified with a $(kn - 1)$-dimensional sphere, where $k = \dim_F(F)$, and we write $\overline{\mathcal{H}_F^n} = \mathcal{H}_F^n \cup \partial \mathcal{H}_F^n$. If $\Gamma \subset O_F(1, n)$ is a discrete subgroup and $x \in \mathcal{H}_F^n$, let $L_x = \Gamma \cdot x \cap \partial \mathcal{H}_F^n$ denote the limit set of $\Gamma$ (which can be proven to be independent of $x$, see [E-O]). The radial limit set $L^\text{rad}_\Gamma$ of $\Gamma$ is a subset of $\partial \mathcal{H}_F^n$ consisting of all points $\xi \in L_x$ such that the orbit $\Gamma \cdot x$ intersects some $r$-neighborhood of any geodesic ray approaching $\xi$ in an infinite number of points. (Note that this definition of radial limit set is weaker than the one used in [C]. However, all the results we are going to use from [C] hold true even with this weaker definition.) Let $O_T = \partial \mathcal{H}^n_F \setminus L_x$ be the ordinary set of $\Gamma$ (sometimes referred to as the domain of discontinuity); the action of $\Gamma$ on $\mathcal{H}_F^n \cup O_T$ is properly discontinuous, [E-O], and we denote by $\overline{M}_\Gamma = \mathcal{H}_F^n \cup O_T/\Gamma$ the associated Kleinian manifold. We shall also set $M_\Gamma = \mathcal{H}_F^n / \Gamma$.

**Definition 2.1.** Let Hull$(L_x)$ be the convex hull of the limit set $L_x$. $\Gamma$ is geometrically finite if it is finitely generated and if, for every $\epsilon > 0$, the volume of an $\epsilon$-neighborhood of Hull$(L_x)/\Gamma$ is finite ([Ad], [Bw]).

In the following we shall also assume that $\Gamma$ is torsion-free (passing, if necessary, to a subgroup of finite index) and that $\Gamma$ is not elementary, that is there are no $\Gamma$-fixed points in $\mathcal{H}_F^n \cup \partial \mathcal{H}_F^n$. Because of the absence of torsion, this amounts to assuming that $\Gamma$ is not contained in a parabolic subgroup of $O_F(1, n)$. (Note: the notion of parabolic subgroup used here is that of the theory of algebraic groups; this should not be confused with the notion of a discrete parabolic group, defined in 2.2 below.)

If $K$ is a maximal compact subgroup of $O_F(1, n)$, it is possible to describe a family of conformally equivalent $K$-invariant sub-Riemannian metrics on $\partial \mathcal{H}_F^n$, which are the restrictions of $K$-invariant Riemannian metrics on $\partial \mathcal{H}_F^n$ to the subbundle of the tangent bundle defined as the orthogonal complement of the vertical tangent bundle of the Hopf fibration $\partial \mathcal{H}_F^n \rightarrow \mathbb{P}^{n-1}_F$ (see [C], [Gr], [Mi], [Mo], [Pr1], [Pr2], [Pr3], [St] for details). Then, given any set $C \subset \partial \mathcal{H}_F^n$, we can define the $\delta$-dimensional Hausdorff measure of $C$ by

$$H^\delta(C) = \lim_{R \to 0} \inf \left\{ \sum_{B(\xi,r) \in \mathcal{U}} r^\delta \right\}$$

where $\mathcal{U}$ ranges over all countable coverings of $C$ by balls $B(\xi,r)$ centered at $\xi$ of radius $r < R$. Then the Hausdorff dimension of $C$ is $H$-dim$(C) = \inf\{\delta : H^\delta(C) = 0\}$.

It is well known (see [C, Proposition 3.2] for example) that for geometrically cocompact discrete groups of isometries (that is groups for which $\overline{M}_\Gamma$ is compact) the radial limit set coincides with the full limit set. For geometrically finite groups
this is not true any more, but we have a corresponding result. Let us start with the following definition.

**Definition 2.2.** Let $\Gamma_1$ be an infinite subgroup of a group of isometries $\Gamma$ of $H^n_F$. Then

1. $\Gamma_1$ is parabolic if the set of fixed points of $\Gamma_1$ consists of a single point $\xi \in \partial H^n_F$ and $\Gamma_1$ preserves setwise any horosphere based at $\xi$. Any point $\xi$ arising in this way as the unique fixed point of a subgroup $\Gamma_1 \subset \Gamma$ is called a parabolic fixed point of $\Gamma$;
2. $\Gamma_1$ is loxodromic if it contains a loxodromic element, that is an element whose set of fixed points consists of two distinct elements $\xi, \eta \in \partial H^n_F$, and $\Gamma_1$ preserves setwise the geodesic connecting $\xi$ and $\eta$.

Then we have

**Theorem 2.3.** If $\Gamma$ is geometrically finite, the limit set consists of the radial limit set together with a countable number of parabolic fixed points.

**Corollary 2.4.** If $\Gamma$ if geometrically finite, then $H$-dim$(L^*_\Gamma) = H$-dim$(L^*_\text{rad} \Gamma)$.

**Proof of Theorem 2.3.** It is immediate from the two following facts and the definition of Hausdorff dimension. □

**Lemma 2.5.** There are finitely many $\Gamma$-orbits of parabolic fixed points.

**Lemma 2.6.** Any non-parabolic limit point is radial.

The proof of both of these facts follows from Margulis’ lemma and the “thick-thin” decomposition of $M_\Gamma$. We briefly recall these here and we refer to [Bw] for further details.

**Proposition 2.7 (Margulis’ Lemma).** For any integer $n$ and for $\kappa \geq 1$, there exists a constant $\epsilon(n, \kappa) > 0$ such that if $X$ is an $n$-dimensional manifold with sectional curvature between $-\kappa^2$ and $-1$, $\Gamma \subset \text{Iso}(X)$ is discrete and $x \in X$, then the group $\Gamma_\epsilon(x)$ generated by $\{ \gamma \in \Gamma : d(x, \gamma x) \leq \epsilon \}$ is almost nilpotent for $\epsilon \leq \epsilon(n, \kappa)$ (that is $\Gamma_\epsilon(x)$ contains a nilpotent subgroup of finite index). The constant $\epsilon(n, \kappa)$ is called the Margulis constant.

Let

$$M_\Gamma^{\epsilon-\text{thin}} = \{ p \in M_\Gamma : \text{injectivity radius at } p \leq \epsilon \}$$

and

$$M_\Gamma^{\epsilon-\text{thick}} = \{ p \in M_\Gamma : \text{injectivity radius at } p \geq \epsilon \}.$$

Then, for $\epsilon = \epsilon(n, \kappa)$, $M_\Gamma^{\epsilon-\text{thin}}$ is the disjoint union of connected components, each of which has the form $T_\epsilon(\tilde{\Gamma})/\tilde{\Gamma}$, where $\tilde{\Gamma}$ is a maximal infinite elementary subgroup of $\Gamma$ and $T_\epsilon(\tilde{\Gamma}) = \{ x \in H^n_F : \tilde{\Gamma}_\epsilon(x) \text{ is infinite} \}$; the groups $\tilde{\Gamma}$ can be either parabolic or loxodromic and, choosing appropriately $\epsilon \leq \epsilon(n, \kappa)$, we can arrange things in such a way that all $\tilde{\Gamma}$’s are parabolic. In this case the $T_\epsilon(\tilde{\Gamma})$’s are horoballs based at points $\xi \in \partial H^n_F$, and the $\Gamma$’s are the stabilizers of such parabolic points. A priori there could be an infinite number of such cusps; however, because $\Gamma$ is geometrically finite, the intersection of $M_\Gamma^{\epsilon-\text{thick}}$ with the convex hull of the limit set has to be compact, and hence there are only finitely many components in $M_\Gamma^{\epsilon-\text{thin}}$, thus proving Lemma 2.5.
Proof of Lemma 2.6. Let \( \sigma \) be a geodesic ray contained in the convex hull of \( L_\Gamma \) and heading towards \( \xi \in L_\Gamma \). Let \( \bar{\sigma} \) be its projection onto \( M_\Gamma \). If \( \bar{\sigma} \) reenters \( M_\Gamma^{\text{thick}} \) infinitely often, then \( \xi \) is radial. If not, it is eventually contained in a component of \( M_\Gamma^{\text{thin}} \), so \( \sigma \) is contained in a horoball centered at \( \xi \), which implies that \( \xi \) is parabolic. \( \square \)

3. The Patterson-Sullivan measure

We recall here the definitions of critical exponent of \( \Gamma \) and of Patterson-Sullivan measure; for a more detailed account, see [C] (see also [Pt] and [Su1] for the real case).

Given any discrete subgroup \( \Gamma \subset O_\mathbb{H}(1, n) \), its critical exponent \( \delta_\Gamma \) is the infimum of all \( \delta \) for which the Poincaré series

\[
P_\delta(x, y) = \sum_{\gamma \in \Gamma} e^{-\delta d(x, \gamma y)}
\]

converges for some \( x, y \in \mathcal{H}_\mathbb{H}^\circ \). Define now a family of measures by

\[
\mu_{s, x} = \sum_{\gamma \in \Gamma} e^{-s d(x, \gamma y)} \theta_{\gamma y} \sum_{\gamma \in \Gamma} e^{-s d(O, \gamma y)}
\]

where \( \theta_{\gamma y} \) is the point mass measure at \( \gamma y \in \mathcal{H}_\mathbb{H}^\circ \) and \( O \) is a fixed reference point. Then the Patterson Sullivan measure is defined as the weak limit \( \mu_x = \lim_{s \to \delta_\Gamma^+} \mu_{s, x} \) and is a finite measure supported on \( L_\Gamma \) (if necessary after the choice of a sequence \( \{s_i\} \to \delta_\Gamma^+ \) and some minor adjustments [Pt] to assure the divergence of the denominator in the definition of \( \mu_{s, x} \)). It is proven in [C] that the Patterson-Sullivan measure has the property that if \( x, y \in \mathcal{H}_\mathbb{H}^\circ \), then \( \mu_x = e^{\delta_\Gamma (b_\xi(y) - b_\xi(x))} \mu_y \), where \( b_\xi(x) \) is the Busemann function defined as

\[
b_\xi(x) = \lim_{t \to \infty} (d(x, \sigma(t)) - t)
\]

where \( \sigma : [0, \infty) \to \mathcal{H}_\mathbb{H}^\circ \) is a geodesic ray asymptotic to \( \xi \in \partial \mathcal{H}_\mathbb{H}^\circ \). Moreover, if \( \gamma \in \Gamma \), then \( \gamma^* \mu_x = \mu_{\gamma x} \). Observe also that if \( x, y \in \mathcal{H}_\mathbb{H}^\circ \), then

\[
b_\xi(x) - b_\xi(y) = \lim_{u \to \xi} (d(x, u) - d(y, u)) \leq d(x, y),
\]

where equality holds if \( x, y, u \) all belong to the same geodesic headed towards \( \xi \).

The main purpose of this section will be to show that the Patterson-Sullivan measure has no atoms. We start with the following lemma which will be used several times in the proof of Theorem 3.2 and elsewhere in the paper.

Lemma 3.1. For any \( \epsilon > 0 \), there is some constant \( C \) such that for any geodesic triangle in \( \mathcal{H}_\mathbb{H}^\circ \) with sides \( a, b, c \) and opposite angles \( \alpha, \beta, \gamma \) with \( \gamma \geq \epsilon \) we have

\[
a + b - C \leq c \leq a + b.
\]

Proof. The second inequality is just the triangle inequality. Toponogov’s theorem implies that \( c \) is bounded below by the distance between the endpoints of two geodesic segments of lengths \( a, b \) separated by an angle \( \gamma \) in the real hyperbolic space with curvature \( -1 \), so we reduce to this case. This now becomes a computation in hyperbolic trigonometry. Observe first that if \( \cosh c = y \), then \( c = \ln(y + \sqrt{y^2 - 1}) \geq \ln y \). Hence, from the hyperbolic law of cosines

\[
\cosh c \geq \cosh a \cosh b - \sinh a \sinh b \cos \gamma,
\]
it follows that
\[ c \geq \ln(c \cosh a \cosh b - \sinh a \sinh b \cos \gamma) \]
\[ \geq \ln((1 - | \cos |) \cosh a \cosh b). \]

Since \( c \geq e^a \), then \( c \geq \ln(1 - | \cos |) + a + b. \)

**Theorem 3.2.** \( \mu_x \) has no atoms on the parabolic fixed points. In particular, \( \mu_x(L_{\Gamma}) = \mu_x(L_{\Gamma}^{ad}) \).

**Proof.** The strategy of the proof will consist in finding estimates on the total mass of \( \mu_x \) along geodesics approaching the cusps and then showing, under the assumption that some cusp in \( M_{\Gamma} \) is an atom for \( \mu_x \), that such estimates lead to a contradiction.

Let \( C \) be a cusp in \( M_{\Gamma} \) and \( \hat{C} \subset \mathcal{H}_F^0 \) be a corresponding disjoint union of horoballs. Let us consider the half-space model for \( \mathcal{H}_F^0 \) in such a way that the base point of a horoball \( B \subset \hat{C} \) corresponds to the point at infinity. To simplify the exposition we will break up the proof into several lemmas.

**Lemma 3.3.** Let \( O \in \mathcal{H}_F^0 \) be a fixed reference point, \( \xi \in F_O \) a parabolic fixed point and let \( x \in \mathcal{H}_F^0 \) be a point on the geodesic from \( O \) approaching \( \xi \). Then we have
\[
(3.1) \quad \mu_x(L_{\Gamma}) \sim \sum_{\gamma \in \Gamma_{\xi}} e^{-d_{\Gamma}(\gamma^{-1}x, \gamma^{-1}O)} e^{-\delta_{\Gamma}d(O, x)}.
\]

**Proof.** Choose a fundamental domain \( F \) for the stabilizer \( \Gamma_{\xi} \) of \( \xi \) in such a way that \( F \) is “vertically homogeneous” (that is the sides of \( F \) are hyperplanes perpendicular to the hyperplane \( \{ x_1 = 0 \} \)). If \( B \) is a horoball whose base point is \( \xi \), then \( F \cap B \) is a fundamental domain for \( \Gamma \) in \( \hat{C} \) and hence, if \( y \notin \hat{C} \), we have that \( \Gamma \cdot y \cap (F \cap B) = \emptyset \).

Fix a point \( O \in F \cap B \) and let \( \sigma : [0, \infty) \to \mathcal{H}_F^0 \) be a geodesic ray starting at \( O \) and approaching \( \xi \). If \( x = \sigma(t_0) \) for some \( t_0 \in (0, \infty) \), by definition of \( \mu_x \) and manipulating in an obvious way the sum in the Poincaré series, we have that
\[
\mu_x(L_{\Gamma}) = \lim_{s \to -\delta_{\Gamma}^+} \mu_{s,x}(\pi_{\Gamma}) = \lim_{s \to -\delta_{\Gamma}^+} \frac{P_s(x, y)}{P_s(O, y)} = \sum_{\gamma \in \Gamma_{\xi}} \frac{\sum_{\gamma' \in F} e^{-s_{\gamma'}(x, \gamma' y)}}{\sum_{\gamma \in \Gamma_{\xi}} \sum_{\gamma' \in F} e^{-s_{\gamma'}(O, \gamma' y)}}.
\]

To estimate the above quotient we are going to use repeatedly the inequalities proven in Lemma 3.1 applied to the geodesic triangles with vertices \( x, O \) and \( \gamma' y \) and with vertices \( \gamma^{-1}x, x, \gamma' y \), where \( \gamma' \in \Gamma \), \( \gamma \in \Gamma_{\xi} \) and \( y \) is chosen to be in the complement of \( \hat{C} \). Our choice of \( y \) is determined by the fact that we want to insure that both the angle between \( \sigma \) and the geodesic ray connecting \( \gamma' y \) and \( O \) and the angle between the geodesic ray connecting \( \gamma' y \) and \( x \) and the geodesic ray connecting \( x \) and \( \gamma^{-1}x \) are bounded away from zero. See Figure 1.

From Lemma 3.1 applied to the geodesic triangle with vertices at the points \( \gamma^{-1}x, x, \gamma' y \), we have that there exists a constant \( C_1 \), independent of \( \gamma \in \Gamma_{\xi} \), \( x \in \sigma \) and \( \gamma' y \in F \), such that
\[
d(x, \gamma^{-1}x) - C_1 \leq d(\gamma^{-1}x, \gamma' y) - d(x, \gamma' y) \leq d(x, \gamma^{-1}x).
\]
Thus we have

\[ P_s(x, y) = \sum_{\gamma \in \Gamma} \sum_{\gamma' y \in F} e^{-sd(x, \gamma' y)} = \sum_{\gamma \in \Gamma} \sum_{\gamma' y \in F} e^{-sd(\gamma^{-1}x, \gamma' y)} \]

\[ = \sum_{\gamma \in \Gamma} \sum_{\gamma' y \in F} e^{-sd(x, \gamma' y)} e^{-s[d(\gamma^{-1}x, \gamma' y) - d(x, \gamma' y)]} \]

\[ \sim \sum_{\gamma \in \Gamma} e^{-sd(x, \gamma^{-1}x)} \sum_{\gamma' y \in F} e^{-sd(x, \gamma' y)}, \]

where by the notation \( a \sim b \) we mean that there exist constants \( k' \) and \( k'' \) such that \( k'a \leq b \leq k''a \).

Again from Lemma 3.1, applied this time to the geodesic triangle with vertices at the points \( O, x, \gamma' y \), we have that there exists a constant \( C_2 \), independent of \( x \in \sigma, \gamma' y \in F \), such that

\[ d(O, x) - C_2 \leq d(x, \gamma' y) - d(O, \gamma' y) \leq d(O, x). \]

Hence, from above,

\[ P_s(x, y) \sim \sum_{\gamma \in \Gamma} e^{-sd(x, \gamma^{-1}x)} \sum_{\gamma' y \in F} e^{-sd(x, \gamma' y)} \]

\[ = \sum_{\gamma \in \Gamma} e^{-sd(x, \gamma^{-1}x)} \sum_{\gamma' y \in F} e^{-sd(O, \gamma' y)} e^{-s[d(x, \gamma' y) - d(O, \gamma' y)]} \]

\[ \sim \sum_{\gamma \in \Gamma} e^{-sd(x, \gamma^{-1}x)} e^{-sd(O, x)} \sum_{\gamma' y \in F} e^{-sd(O, \gamma' y)}. \]
Since the above estimates are all independent of the point \( x \in \sigma \), we have that
\[
P_s(O, y) \sim \sum_{\gamma \in \Gamma} e^{-sd(O, \gamma^{-1} O)} \sum_{\gamma' y' \in F} e^{-sd(O, \gamma' y)},
\]
which implies that
\[
\frac{P_s(x, y)}{P_s(O, y)} \sim \sum_{\gamma \in \Gamma} e^{-sd(x, \gamma^{-1} x)} \sum_{\gamma' y' \in F} e^{-sd(O, \gamma' y)}.
\]

Let us observe now that \( \sum_{\gamma \in \Gamma} e^{-\delta d(O, \gamma^{-1} O)} < \infty \). In fact, because of the properties of the Patterson-Sullivan measure, we have that for any \( \eta \in O, \gamma \in \Gamma \)
\[
\mu_O((\gamma^{-1} F \cap \partial H^\eta) \cap O) = e^{-\delta (b_\eta(O) - b_\eta(\gamma^{-1} O))} \mu_{\gamma^{-1} O}(\gamma^{-1} F \cap \partial H^\eta) = e^{-\delta (b_\eta(O) - b_\eta(\gamma^{-1} O))} \mu_{\gamma^{-1}}(\gamma^{-1} F \cap \partial H^\eta) = e^{-\delta (b_\eta(O) - b_\eta(\gamma^{-1} O))} \mu_O(F \cap \partial H^\eta),
\]
so that
\[
\infty > \sum_{\gamma \in \Gamma} \mu_O((\gamma^{-1} F \cap \partial H^\eta) \cap O) = \sum_{\gamma \in \Gamma} e^{-\delta (b_\eta(O) - b_\eta(\gamma^{-1} O))} \mu_O(F \cap \partial H^\eta)
\]
\[
= \mu_O(F \cap \partial H^\eta) \sum_{\gamma \in \Gamma} e^{-\delta d(O, \gamma^{-1} O)}
\]
as we claimed.

Then from (3.2) we have that
\[
\mu_x(L^T) = \lim_{s \to 0^+} \frac{P_s(x, y)}{P_s(O, y)} \sim \lim_{s \to 0^+} \sum_{\gamma \in \Gamma} \frac{e^{-sd(x, \gamma^{-1} x)}}{\sum_{\gamma \in \Gamma} e^{-sd(O, \gamma^{-1} O)}} e^{-sd(O, x)}
\]
\[
= \sum_{\gamma \in \Gamma} \frac{e^{-\delta d(x, \gamma^{-1} x)}}{\sum_{\gamma \in \Gamma} e^{-\delta d(O, \gamma^{-1} O)}} e^{-\delta d(O, x)}
\]
which completes the proof.

**Continuation of the proof of Theorem 3.2.** To simplify the notation, set \( z = e^{d(O, x)} \) and \( h_z(g) = e^{-d(x, g^{-1} x)} \) for \( g \in G \) so that (3.1) can be rewritten as
\[
\mu_x(L^T) \sim \sum_{\gamma \in \Gamma} \frac{h_z^{d_T}(\gamma)}{\sum_{\gamma \in \Gamma} h_z^{d_T}(\gamma)} z^{-\delta_T}.
\]

Note that, given any parabolic fixed point \( \xi \), we have that \( \Gamma_\xi \subset M \ltimes N \) and we would like to be able to say, for what follows, that the Zariski closure of \( \Gamma_\xi \) is a nilpotent subgroup of \( N \), which unfortunately is not quite true. But since we are actually only going to look at the \( \Gamma_\xi \)-orbits of \( x \) and \( O \), the following lemma, whose proof we postpone for a while, will solve this problem.

**Lemma 3.4.** Let \( N \) be a linear connected simply connected nilpotent group, \( M \) a compact group of automorphisms of \( N \) and \( \Gamma \subset Q = M \ltimes N \) an almost nilpotent discrete subgroup. Then there exist subgroups \( \Gamma_1 \subset \Gamma \) of finite index and \( \Gamma_2 \subset N \) discrete such that \( \Gamma_1 \) is isomorphic to \( \Gamma_2 \) and there exist \( \Gamma_1 \)-orbits in \( N \) which are \( \Gamma_2 \)-orbits.
We want to point out, in order to apply this result, that it is easy to check that if \( \Gamma_1 \cdot x = \Gamma_2 \cdot x \), then also \( \Gamma_1 \cdot O = \Gamma_2 \cdot O \) (because the translation \( \tau_x \) from \( O \) to \( x \) along the geodesic \( \sigma \) is an element of \( A \)). Then, applying Lemma 3.4 with \( \Gamma_\xi = \Gamma \) and letting \( H \) be the Zariski closure of \( \Gamma_2 \), we have that \( H \) is a nilpotent group in which \( \Gamma_2 \) is cocompact and can be written as an extension \( 0 \rightarrow \mathbb{R}^l \rightarrow H \rightarrow \mathbb{R}^k \rightarrow 0 \), where \( l = \dim(Z(H) \cap \text{Im} \mathbb{F}) \) and \( k = \dim(H/(Z(H) \cap \text{Im} \mathbb{F})) \), as we wanted.

We now claim the following:

**Lemma 3.5.** Let \( \xi, O, x \) be as in Lemma 3.3. Then \( \delta_\Gamma > \frac{2l+k}{2} \) and

\[
\mu_x(L_\Gamma) < C e^{\frac{2l+k}{2} d(O,x)}.
\]

(3.4)

This will immediately complete the proof of Theorem 3.2. In fact, if we now assume that \( \mu_x \) has an atom at \( \xi \in H_\Gamma^\gamma \), then, just from the conformal properties of the Patterson-Sullivan measure we have that

\[
\mu_x(L_\Gamma) = \int_{\partial H_\Gamma^\gamma} d\mu_x(\eta) = \int_{\partial H_\Gamma^\gamma} e^{\delta_\Gamma(b_\gamma(O) - b_\Gamma(x))} d\mu_O(\eta) \\
\geq e^{\delta_\Gamma(b_\gamma(O) - b_\Gamma(x))} \mu_O(\xi) = C' e^{\delta_\Gamma d(O,x)},
\]

where \( O \) is a fixed reference point on the geodesic connecting \( x \) to \( \xi \) and \( C' = \mu_O(\infty) \). But this, together with (3.4), contradicts our previous estimate of \( \delta_\Gamma \) in Lemma 3.5.

**Proof of Lemma 3.5.** To prove (3.4) we first claim that \( \sum_{\gamma \in \Gamma_\xi} h_{\delta_\Gamma}(\gamma) \) converges if and only if \( \delta_\Gamma > \frac{2l+k}{2} \) or equivalently, because \( \Gamma_\xi \) is cocompact in \( H \), that if \( \lambda \) is the volume form induced on \( H \) by the ambient Riemannian metric, then \( \int_H h_{\delta_\Gamma}(\gamma) d\lambda_O(\gamma) \) converges if and only if \( \delta_\Gamma > \frac{2l+k}{2} \). This follows directly from [He2, Chapter IX, Theorem 3.8] and the proof of [He1, Theorem 6.4, p. 437], but for \( F = \mathbb{R}, \mathbb{C} \) or \( \mathbb{H} \) the computation is very elementary and we sketch it here for the sake of completeness. The first step will be to show that for \( g = (v,a) \in N \) (and hence in particular for \( g \in H \))

\[
h_O(g) \sim \frac{1}{(1 + |v|^2 + |a|^2)^{1/2}}.
\]

(3.5)

In fact, observing that \( N \) is the nilradical of the stabilizer of the line \( \mathbb{F}(1,0,\ldots,0,1) \), we can represent \( N \) by

\[
N = \left\{ \begin{pmatrix} 1 - a - \frac{v^*v}{2} & v^* & a + \frac{v^*v}{2} \\ -v & 1 & \frac{v^*}{2} \\ -a - \frac{v^*v}{2} & v & 1 + a + \frac{v^*v}{2} \end{pmatrix} \right\} \ ,
\]

where \( v^* \) is the transpose conjugate of \( v \). Then, looking at the \( N \)-orbit of \( w = (0,\ldots,0,1) \) and projectivizing the result, one obtains that

\[
d(w, (v,a)w) = \cosh^{-1} \left( 1 - \frac{|a + \frac{v^*v}{2}| + |v|^2}{|1 + a + \frac{v^*v}{2}|^2} \right)^{-\frac{1}{2}},
\]

where \( d \) is the hyperbolic distance on \( H_\Gamma^\gamma \). Then (3.5) will follow just by formally manipulating the above equation and using the fact that \( \cosh^{-1} t \sim \log 2t \).
Then the integral \( \int_H \frac{d\lambda_O(g)}{(1 + |v|^4 + |a|^2)^{\delta_r/2}} \) can be evaluated by elementary methods. In fact, if \(|a| = x\) and \(|v| = y\), then

\[
\int_H \frac{d\lambda_O(g)}{(1 + |v|^4 + |a|^2)^{\delta_r/2}} = \int_R \int_R \frac{x^{l-1}y^{k-1}dxdy}{(1 + x^4 + y^4)^{\delta_r/2}} = \int_R \frac{y^{k-1}dy}{(1 + y^4)^{\delta_r/2 - 1/2}} \int_{\frac{\pi}{2}}^\pi \frac{\tan^{l-1} \theta d\theta}{\cos^2 \theta (1 + \tan \theta)^{\delta_r/2}},
\]

where we set \( x = \tan \theta(1 + y^4)^{1/2} \). It is now an exercise in calculus to show that the above integral converges if and only if \( \delta_r > \frac{2 + k}{2} \), hence deducing that we have convergence of the sum \( \sum_{\gamma \in \Gamma_\tau} h^\delta_O(\gamma) \) if and only if \( \delta_r > \frac{2 + k}{2} \).

To complete the proof, let us denote by \( \tau_x \in A \) the translation from \( O \) to \( x \) along the geodesic \( \sigma \). This acts on \( H \) and we have that

\[
d\lambda_x = \tau_x \lambda_O = e^{d(O,x)(2l+k)}d\lambda_O = z^{2l+k}d\lambda_O,
\]

so that we can rewrite (3.3) as

\[
\mu_x(L_T) \sim \frac{\sum_{\gamma \in \Gamma_\tau} h^\delta_O(\gamma)}{\sum_{\gamma \in \Gamma_\tau} h^\delta_O(\gamma)} z^{-\delta_r} = \frac{\int_H h^\delta_O(g) d\lambda_x(g)}{\int_H h^\delta_O(\gamma) d\lambda_O(\gamma)} z^{-\delta_r} = \frac{\int_H h^\delta_O(\gamma) z^{2l+k} d\lambda_O(\gamma)}{\int_H h^\delta_O(\gamma) d\lambda_O(\gamma)} z^{-\delta_r} = \frac{z^{2l+k}}{z^{-\delta_r}},
\]

which implies, with the lower bound found for \( \delta_r \), that

\[
\mu_x(L_T) \leq C z^{2l+k-\delta_r} < C z^{\frac{2l+k}{2}},
\]

where \( C \) is a constant. \( \square \)

One more piece of unfinished business:

Proof of Lemma 3.4. Cf. [Au]. Since \( \Gamma \) is almost nilpotent, choose \( \Gamma^*_1 \subset \Gamma \) of finite index and nilpotent. Let \( H \) be the Zariski closure of \( \Gamma^*_1 \), so that \( H \) is nilpotent with finitely many components. Let \( H^0 \) be the connected component of the identity in \( H \) and let \( \Gamma^*_1 = H^0 \cap \Gamma^*_1 \). If we denote the projection by \( \pi : Q \to M \), we have that \( \pi(H^0) \) is nilpotent, connected and contained in a compact, and hence is a torus \( T \). It follows that \( H^0 \subset T \ltimes N \) (and \( \mathfrak{h} \subset t \ltimes n \)). Choose \( g \in H^0 \) such that the closure of the group generated by \( \pi(g) \) is \( T \). By [W, Lemma 5.2], we can choose a semidirect product decomposition of \( Q \) such that \( g = (m, n) \in M \ltimes N \) satisfies \((m,1)(1,n) = (1,n)(m,1)\) (that is there exists \( \eta = (1,n_1) \in M \ltimes N \) such that \( \eta g \eta^{-1} = (m,n) \) has the above property). Observe that \( \text{Ad}(m,n) = \text{Ad}(m,1) \text{Ad}(1,n) \) is the Jordan decomposition because \( \text{Ad}(m,1) \) is semisimple, \( \text{Ad}(1,n) \) is nilpotent and they commute. Moreover, the Lie algebra \( \mathfrak{h} = \text{Lie}(H^0) \) of \( H \) is invariant under \( \text{Ad}(m,1) \) and \( \text{Ad}(1,n) \), since it is \( \text{Ad}(m,n) \)-invariant, so that \( \text{Ad}(m,n)|_{\mathfrak{h}} = \text{Ad}(m,1)|_{\mathfrak{h}} \text{Ad}(1,n)|_{\mathfrak{h}}. \) But \( \mathfrak{h} \) is nilpotent, hence \( \text{Ad}(m,n)|_{\mathfrak{h}} \) is unipotent, which implies that \( \text{Ad}(m,1) \) acts trivially on \( \mathfrak{h} \). Since \( \pi(g) = m \) is a topological generator of \( T \), \( T \) acts trivially on \( \mathfrak{h} \) as well. Hence \( \mathfrak{h} \subset \text{Lie}(Q)^T = t \ltimes n^T \), where the last equality follows from the fact that \( t \) is Abelian.

Let \( W \subset N \) be the subgroup fixed by \( T \) so that \( \Gamma^*_1 \subset H^0 \subset T \ltimes W \subset M \ltimes N \). To
conclude the proof it will be enough to define $\Gamma_1$ to be a torsion-free subgroup of finite index in $\Gamma^*_1$ which projects isomorphically onto a subgroup $\Gamma_2 \subset W$ (notice that the kernel of such projection is at worst finite, so we may eliminate it by taking an appropriate subgroup). The assertion about the orbits follows from the fact that $T$ acts trivially on $W$ and hence $\Gamma_1 \cdot w = \Gamma_2 \cdot w$ for any $w \in W$.

With a last bit of work we can now conclude:

**Theorem 3.6.** The Patterson-Sullivan measure $\mu_x$ has no atoms.

**Proof.** Let us assume that $\mu_x$ has an atom at $x \in L_{\Gamma}$. If $\Gamma_x$ is the stabilizer of $x$ in $\Gamma$ and $\gamma \in \Gamma_x$, then, by the properties of $\mu_x$, we have that $\mu_{\gamma x}(\xi) = \gamma^* \mu_x(\xi) = \mu_x(\gamma^{-1} \xi) = \mu_x(\xi)$. Again because of the transformation properties of $\mu_x$ relative to $\mu_y$, for $x, y \in H^n$ we have that $\mu_x(\xi) = e^{\delta_\Gamma(b_c(\gamma x) - b_c(x))} \mu_{\gamma x}(\xi)$, which, together with the above equality implies that $b_c(\gamma x) = b_c(x)$. Since horospheres are level sets of Busemann functions, it follows that $\Gamma_x$ is contained in the stabilizer of a horosphere based at $x$, that is $\Gamma_x \subset MN \subset MAN$. Hence, either $\Gamma_x$ is trivial or $x$ is a parabolic fixed point. We shall argue now that $\Gamma_x$ cannot be trivial, hence implying that all atoms would have to be parabolic. But, by Theorem 3.2, we know that this is impossible, which completes the proof. Thus, let us assume that $\Gamma_x$ is trivial. Then we have

$$\mu_x(\Gamma \cdot \xi) = \sum_{\gamma \in \Gamma} \mu_x(\gamma^{-1} \xi) = \sum_{\gamma \in \Gamma} \gamma_* \mu_x(\xi) = \sum_{\gamma \in \Gamma} \mu_{\gamma x}(\xi)$$

$$= \sum_{\gamma \in \Gamma} e^{-\delta_\Gamma(b_c(\gamma x) - b_c(x))} \mu_x(\xi) = \mu_x(\xi) \sum_{\gamma \in \Gamma} e^{\delta_\Gamma(b_c(\gamma x) - b_c(x))}$$

$$\geq \mu_x(\xi) \sum_{\gamma \in \Gamma} e^{-\delta_\Gamma d(x, \gamma x)},$$

where the inequality follows from the above mentioned property of the Busemann functions. Hence

$$\sum_{\gamma \in \Gamma} e^{-\delta_\Gamma d(x, \gamma x)} \leq \frac{\mu_x(\Gamma \cdot \xi)}{\mu_x(\xi)} \leq C \mu_x(L_{\Gamma}) < \infty,$$

and the following result will provide the required contradiction.

**Proposition 3.7.** $\sum_{\gamma \in \Gamma} e^{-\delta_\Gamma d(x, \gamma x)}$ diverges.

**Proof.** Let us write $\Gamma = \{\gamma_n : n \in \mathbb{Z}\}$. If $\sum_{\gamma \in \Gamma} e^{-\delta_\Gamma d(x, \gamma x)} < \infty$ then, given $\epsilon > 0$, there exists $N > 0$ such that $\sum_{n>N} e^{-\delta_\Gamma d(x, \gamma_n x)} < \epsilon$. If $\xi_j \in \partial H^n_x$ is the endpoint of the geodesic joining $x$ and $\gamma_j x$, denote by $B^C_j \subset \partial H^n_x$ the sub-Riemannian ball of radius $r_j = C e^{-d(x, \gamma_j x)}$ centered at $\xi_j$. In [C, Theorem 5.4] it is proven that if $\mu_x$ does not consist of a single atom (which is our case because we are assuming that $\Gamma$ is not elementary), there exist constants $C_1, C_2$ independent of $\gamma_j$ such that

$$C_1 \leq \frac{\mu_x(B^C_j)}{r_j^{\delta_\Gamma}} \leq C_2$$

(actually, the proof of [C, Theorem 5.4] applies to the case of geometrically cocompact groups; however, exactly the same argument as in the first three paragraphs
of this proof shows the above mentioned result). Hence we have

\[ \mu_x \left( \bigcup_{n>N} B_n^C \right) \leq \sum_{n>N} \mu_x(B_n^C) \leq C_2 C^\delta \sum_{n>N} e^{-\delta \Gamma d(x, \gamma_n x)} < C_2 C^\delta \varepsilon. \]

Since \( L_{rad}^\Gamma \subseteq \bigcup_{C>0} \bigcap_{N \geq 1} \bigcup_{n>N} B_n^C \) and the above estimate holds for any \( \varepsilon > 0 \), it follows that \( \mu_x(L_{rad}^\Gamma) = 0 \), which is impossible by Theorem 3.2.

4. \( \delta \Gamma \)-Finiteness of Volume

The goal of this section will be to define a measure \( \nu \) on \( T/\Gamma \) (where \( T \) is the unit tangent bundle to \( H_n^F \)) which is invariant with respect to the quotient geodesic flow and has finite volume. Although the construction of such measure (but not its finiteness) is known even in the more general case of CAT(-1)-spaces (see [Bw] or [K]), we recall it here. In order to define the measure \( \nu \) it will be enough to construct a measure \( \tilde{\nu} \) on \( T \) which is invariant both under \( \Gamma \) and under the geodesic flow. To achieve this, recall that every \( v_x \in T \), where \( x \in H_n^F \), can be identified with the geodesic \( \sigma \) such that \( \sigma(0) = x \) and \( \sigma'(0) = v_x \). This implies that, as usual, we can fiber \( T \) over \( \partial H_n^F \times \partial H_n^F \setminus \{\text{diagonal}\} \) by geodesic lines and, using the notation \( \partial H_n^F \times \partial H_n^F \setminus \{\text{diagonal}\} = (\partial H_n^F)^2 \), that a \( \Gamma \)-invariant measure on \((\partial H_n^F)^2\) combined with the arclength along geodesics is going to give a \( \Gamma \)-invariant and geodesic flow invariant measure \( \tilde{\nu} \) on \( T \). If \( \delta \Gamma \) is the critical exponent of \( \Gamma \), let us define a family of measures \( m_x \) on \((\partial H_n^F)^2\), parameterized by \( x \in H_n^F \), by

\[ m_x(\xi, \eta) = h_x(\xi, \eta) \mu_x(\xi) \mu_x(\eta) \]

where

\[ h_x(\xi, \eta) = \lim_{u \to \xi, v \to \eta} e^{\delta \Gamma (d(u, x) + d(x, v) - d(u, v))} = e^{-\delta \Gamma f_x(\xi, \eta)}, \]

with

\[ f_x(\xi, \eta) = \lim_{u \to \xi, v \to \eta} (d(u, v) - d(u, x) - d(x, v)). \]

See Figure 2.
With this notation we can write
\[ m_x(\xi, \eta) = \frac{\mu_x(\xi) \times \mu_x(\eta)}{e^{\delta V f_x(\xi, \eta)}} \]
and we are going to show that the family of measures \( m_x \) is independent of the parameter \( x \), hence defining a single measure \( m \) on \( (\partial \mathcal{H}_F^2)^2_0 \), which we shall then prove is \( \Gamma \)-invariant. To check the independence of \( x \), it is just a matter of chasing the definitions: in fact, if \( x, y \in \mathcal{H}_F^2 \), we have that
\[ (4.1) \quad \frac{\mu_x(\xi) \times \mu_x(\eta)}{e^{\delta V f_x(\xi, \eta)}} = \frac{\mu_y(\xi) \times \mu_y(\eta)}{e^{\delta V f_y(\xi, \eta)}} \]
provided that
\[ \frac{1}{e^{\delta V f_x(\xi, \eta)}} = \frac{e^{\delta V (b_x(x) - b_x(y) + b_0(x) - b_0(y))}}{e^{\delta V f_y(\xi, \eta)}} \]
or, in other words, that
\[ f_x(\xi, \eta) - f_x(\xi, \eta) + b_\xi(x) - b_\xi(y) + b_0(x) - b_0(y) = 0, \]
which follows immediately from the definition of \( f_x \) and the fact that \( b_\xi(x) - b_\xi(y) = \lim_{u \to \xi} (d(x, u) - d(y, u)) \).

The \( \Gamma \)-invariance of \( m = m_x \) will be proven if we show that for any \( \gamma \in \Gamma \),
\[ \gamma^* m = m \gamma_x = m. \]
This follows immediately from the corresponding property for \( \mu_x \) and from the fact that \( \Gamma \) acts by isometries, hence insuring that \( f_x(\gamma^{-1} \xi, \gamma^{-1} \eta) = f_x(\xi, \eta) \).

In fact,
\[ \gamma^* m_x(\xi, \eta) = m_x(\gamma^{-1} \xi, \gamma^{-1} \eta) = \frac{\mu_x(\gamma^{-1} \xi) \times \mu_x(\gamma^{-1} \eta)}{e^{\delta V f_x(\gamma^{-1} \xi, \gamma^{-1} \eta)}} \]
\[ = \frac{\mu_{\gamma_x}(\xi) \times \mu_{\gamma_x}(\eta)}{e^{\delta V f_{\gamma_x}(\xi, \eta)}} = m_{\gamma x}(\xi, \eta). \]

Now we can prove that the volume of \( T/\Gamma \) is \( \delta_f \)-finite.

**Theorem 4.1.** \( \nu(T/\Gamma) < \infty \).

We start with the following lemma, whose proof we shall postpone for a while.

**Lemma 4.2.** Let \( \varphi : \mathcal{H}_F^2 \to [0, \infty) \) be defined by \( \varphi(x) = \mu_x(L_\Gamma) \). Then, for \( \epsilon > 0 \) we have that \( \varphi \in L^2(\text{Hull}(L_\Gamma)/\Gamma, \lambda) \), where \( \text{Hull}(L_\Gamma) \) is an \( \epsilon \)-neighborhood of the convex hull Hull\( (L_\Gamma) \) of the limit set and \( \lambda \) is the volume form induced by the Riemannian metric.

**Proof of Theorem 4.1.** Let \( Z \to T \) be a fiber bundle whose fiber over a point \( v_x \in T \) is the image under the exponential map of the normal space to the geodesic \( \gamma \) such that \( \gamma(0) = x \) and \( \gamma'(0) = v_x \). Then \( Z \) can be identified with \( \mathcal{H}_F^2 \times (\partial \mathcal{H}_F^2)^2_0 \). In fact, on the one hand we have a map \( p : Z \to \mathcal{H}_F^2 \) obtained by taking the inclusion of the fibers of \( Z \to T \) into \( \mathcal{H}_F^2 \) in the canonical way; for such a map \( p \) the fibers can be easily identified with the space of geodesics \( (\partial \mathcal{H}_F^2)^2_0 \). On the other hand we also have a map \( Z \to (\partial \mathcal{H}_F^2)^2_0 \) obtained by mapping \( Z \) onto \( T \) and then mapping a point \( v_x \in T \) to the corresponding geodesic in \( (\partial \mathcal{H}_F^2)^2_0 \). Now, on \( Z = \mathcal{H}_F^2 \times (\partial \mathcal{H}_F^2)^2_0 \) we want to consider the measure \( d\alpha \) defined by \( d\alpha(x, (\xi, \eta)) = d\lambda_\varphi(x) \times dm(\xi, \eta), \)
where \( d\lambda_\varphi(x) \) is the restriction of the volume form \( d\lambda \) to a unit neighborhood of the geodesic connecting \( \xi \) and \( \eta \). Since \( \alpha(Z/\Gamma) \) is comparable to \( \nu(T/\Gamma) \), to show that \( \nu(T/\Gamma) \) is finite it will be enough to show that \( \alpha(Z/\Gamma) \) is finite.
Let \( (\partial\mathcal{H}_p^\infty)^2(x,1) \) be the set of geodesics which pass within unit distance from \( x \). If we decompose \( \alpha \) with respect to the projection \( p \), we obtain that the measure \( \alpha_x \) on \( p^{-1}(x) = \{ x \times (\partial\mathcal{H}_p^\infty)^2(x,1) \} \) is just the restriction of \( m \) to \( (\partial\mathcal{H}_p^\infty)^2(x,1) \). We shall prove that \( \alpha_x(p^{-1}(x)) \leq C\varphi(x)^2 \), where \( \varphi : \mathcal{H}_p^\infty \to [0, \infty) \) is defined by \( \varphi(x) = \mu_x(L_\Gamma) \) as in Lemma 4.2. Then choosing appropriately fundamental domains \( F \) for the action of \( \Gamma \) on \( Z \) and \( F_1 \) for the action of \( \Gamma \) on \( \text{Hull}^1(L_\Gamma) \) (where appropriately means that \( \text{Hull}^1(L_\Gamma) \cap p(F) = F_1 \) and observing that \( \alpha_x(p^{-1}(x)) = 0 \) if \( x \not\in \text{Hull}^1(L_\Gamma) \), we shall have

\[
\alpha(Z/\Gamma) = \alpha(F) = \int_{X} \alpha_x(p^{-1}(x) \cap F) d\lambda(x) = \int_{\text{Hull}^1(L_\Gamma)} \alpha_x(p^{-1}(x) \cap F) d\lambda(x)
\]

\[
= \int_{\text{Hull}^1(L_\Gamma) \cap p(F)} \alpha_x(p^{-1}(x)) d\lambda(x) \leq C \int_{F_1} |\varphi(x)|^2 d\lambda(x) < \infty.
\]

Now to see that \( \alpha_x(p^{-1}(x)) \leq C\varphi(x)^2 \), let \( C(x) = \max\{ e^{-x^\delta f_x(\xi,\eta)} : (\xi,\eta) \in (\partial\mathcal{H}_p^\infty)^2(x,1) \} < \infty \), since \( f_x(\xi,\eta) \) is continuous on \( (\partial\mathcal{H}_p^\infty)^2(x,1) \). Moreover, since \( f_{gx}(g\xi,g\eta) = f_x(\xi,\eta) \) for all \( g \in O(1,n) \) and \( g((\partial\mathcal{H}_p^\infty)^2(x,1)) = (\partial\mathcal{H}_p^\infty)^2(gx,1) \), we have that \( C(x) = C \) for all \( x \in \mathcal{H}_p^\infty \). Then

\[
\alpha_x(p^{-1}(x)) = \int_{(\partial\mathcal{H}_p^\infty)^2(x,1)} d\mu_x(\xi,\eta) \leq C \int_{(\partial\mathcal{H}_p^\infty)^2(x,1)} d\mu_x(\xi) \times d\mu_x(\eta) \leq C\varphi(x)^2,
\]

hence completing the proof. \( \square \)

**Proof of Lemma 4.2.** Decompose \( \text{Hull}^\infty(L_\Gamma)/\Gamma \) into a compact part and a finite number of cusps \( C_1, C_2, \ldots, C_m \). To prove the lemma it suffices to show that \( \varphi|_{C_i} \in L^2(C_i) \). Let \( C = C_1 \) be one of the cusps; consider a half-space model for \( \mathcal{H}_p^\infty \) in which the point at infinity is a parabolic fixed point corresponding to \( C \). Then

\[
\mathcal{H}_p^\infty = \mathbb{R} \times N = \{(t,x_1,\ldots,x_p,y_1,\ldots,y_q) \in \mathbb{R}^{1+p+q} \}
\]

with the hyperbolic metric given by

\[
dt^2 + e^{-2t} \sum_i dx_i^2 + e^{-4t} \sum_j dy_j^2.
\]

The stabilizer of \( \infty \) in \( \Gamma \) is an almost nilpotent group \( \Gamma_\infty \), which we assume to be nilpotent, passing, if necessary, to a subgroup of finite index. As in §3, \( \Gamma_\infty \subset MN \), with \( M \) a compact subgroup of \( O(1,n) \). From Lemma 3.5 we have that

\[
\varphi(t,x_1,\ldots,x_p,y_1,\ldots,y_q) \leq Ce^{\frac{2+4k}{4}t}
\]

with \( l, k, C \) as defined there. Set \( N_t = \{ t \} \times N \); to prove the lemma, it suffices to show that a fundamental domain for \( \Gamma_\infty \) acting on \( \text{Hull}^\infty(L_\Gamma) \cap N_t \) has volume bounded by \( Ce^{-(2l+k)t} \).

Set \( H_\tau = \{ (t,g) \in \mathbb{R} \times N = \mathcal{H}_p^\infty \mid t \geq \tau \} = \bigcup_{t \geq \tau} N_t \). Then \( \text{Hull}(L_\Gamma) \cap H_0 = \text{Hull}(\text{Hull}(L_\Gamma) \cap N_0) \cup \{ \infty \} \), since any geodesic connecting a point in \( \text{Hull}(L_\Gamma) \cap H_0 \) with a point in \( \text{Hull}(L_\Gamma) \) \( \cap (\mathcal{H}_p^\infty \setminus H_0) \) must pass through \( \text{Hull}(L_\Gamma) \cap N_0 \). Moreover, since it is \( \Gamma_\infty \)-cocompact, \( \text{Hull}(L_\Gamma) \cap N_0 \) is contained in some \( \epsilon_1 \) neighborhood of any given \( \Gamma_\infty \)-orbit \( \Gamma_\infty \cdot x \) in \( N_0 \). By Lemma 3.4, we may take \( \Gamma_\infty \cdot x \) to be contained in an orbit of a non-trivial connected subgroup \( H \) of \( N \) in such a way that \( \Gamma_\infty \cdot x = \Gamma_{\infty,H} \cdot x \), with \( \Gamma_{\infty,H} \) a discrete cocompact subgroup of \( H \). Thus, it suffices to show that, for any \( \epsilon > 0 \), the volume of the fundamental domain for \( \Gamma_\infty \) acting on \( \text{Hull}^\infty(H \cdot x) \cap N_t \) has volume comparable to \( e^{-(2l+k)t} \).
The choice of a point \( y \in H \cdot x \) determines an Iwasawa decomposition \( G = KAN \), so in particular it determines a group \( A \) of automorphisms of \( N \), which can be regarded geometrically as a group of translations along the geodesic joining \( y \) to \( \infty \). We may choose \( y \) so that \( A \) preserves \( H \subset N \). Let \( \sigma : \mathbb{R} \to \mathcal{H}_G^0 \) be the geodesic with \( \sigma(0) = y \) and \( \sigma(-\infty) = \infty \), and let \( a(t) \in A \) be the element satisfying \( a(t)y = \sigma(t) \). Then \( a(t) \) maps \( H \cdot y \) to \( H \cdot \sigma(t) \), so it maps \( \text{Hull}'(H \cdot y) \) to \( \text{Hull}'(H \cdot \sigma(t)) \). Furthermore, for \( t_1 > t_2 \),

\[
H \cdot \sigma(t_2) \subset \text{Hull}(H \cdot \sigma(t_1)),
\]

so

\[
\text{Hull}'(H \cdot \sigma(t_2)) \subset \text{Hull}'(H \cdot \sigma(t_1)).
\]

Thus, as \( t \) approaches \( \infty \), we have a family of increasing convex sets whose union is \( \text{Hull}'(H \cdot \sigma(\infty)) \). However, the latter is an \( A \)-invariant set, so

\[
\text{Hull}'(H \cdot \sigma(\infty)) \cap N_0 = a_t(\text{Hull}'(H \cdot \sigma(\infty)) \cap N_0).
\]

We claim that \( \text{Hull}(H \cdot \sigma(\infty)) \cap N_0 \) is \( \Gamma_{\infty}'\)-cocompact. If it were not, there would be a sequence of points \( x_i \in \text{Hull}(H \cdot \sigma(\infty)) \cap N_0 \) such that \( d(x_i, H \cdot \sigma(\infty)) \) tends to infinity. But then we could choose a sequence \( t_i \) tending to infinity such that \( a(t_i)x_i \in \text{Hull}(H \cdot \sigma(\infty)) \) has a point of accumulation at infinity not contained in the closure of \( H \cdot \sigma(\infty) \). This would contradict the results of [Ad]. Hence, \( \text{Hull}(H \cdot \sigma(\infty)) \cap N_0 \) is \( \Gamma_{\infty}'\)-cocompact, as is the closure of \( \text{Hull}'(H \cdot \sigma(\infty)) \cap N_0 \).

As a consequence, a fundamental domain for \( \Gamma_{\infty}' \) acting on \( \text{Hull}'(L^\Gamma) \cap H_\tau \), for \( \tau \) large, is contained in a set of the form

\[
\Lambda = \{(t, x_1, \ldots, x_p, y_1, \ldots, y_q) \mid t \geq \tau, |x_1|, \ldots, |x_k|, |y_1|, \ldots, |y_l| \leq M, |x_{k+1}|, \ldots, |x_p| \leq Me^t, |y_{l+1}|, \ldots, |y_q| \leq Me^{2t}\}.
\]

The volume of \( \Lambda \cap N_\tau \) is comparable to \( e^{-(2k+1)t} \), as was to be shown.

5. The Ergodic Theorem

For the following, observe that the unit tangent bundle \( T \) inherits in a natural way a Riemannian metric from the base manifold \( \mathcal{H}_G^0 \). Let \( d_T \) denote the corresponding distance function on \( T \) and define the distance function \( d_{T/\Gamma} \) on \( T/\Gamma \) by

\[
d_{T/\Gamma}(\Gamma v_x, \Gamma w_y) = \inf_{\gamma, \gamma' \in \Gamma} d_T(\gamma v_x, \gamma' w_y).
\]

Analogously, if \( d \) is the hyperbolic distance on \( \mathcal{H}_G^0 \), let us define a distance on \( \mathcal{H}_G^0/\Gamma \) by \( d_{M_\Gamma}(\Gamma x, \Gamma y) = \inf_{\gamma, \gamma' \in \Gamma} d(\gamma x, \gamma' y) \).

**Definition 5.1.** We say that the geodesic flow on \( T/\Gamma \) is conservative with respect to the invariant measure \( \nu \) if almost every geodesic reenters a given bounded set in \( T/\Gamma \) infinitely many times.

It is a well known result (see [As] for example), that if the geodesic flow \( \gamma_t \) on \( T/\Gamma \) is conservative, then \( \lim_{T \to \infty} \int_0^T \rho(\gamma_t \cdot \Gamma v_x) dt = \infty \) for any positive function \( \rho \) in \( L^1(T/\Gamma, d\nu) \).

**Theorem 5.2.** If the geodesic flow on \( T/\Gamma \) is conservative, then it is ergodic.
Proof. The proof will follow the expositions of Hopf [Ho2] and Sullivan [Su1] and is recalled here for the sake of completeness.

If \( f, \rho \in L^1(T/\Gamma, d\nu) \), let us define a function \( f^*_\rho \) on \( T/\Gamma \) by

\[
f^*_\rho(\Gamma v_x) = \int_0^T f(g_t \cdot \Gamma v_x) dt / \int_0^T \rho(g_t \cdot \Gamma v_x) dt.
\]

By the Birkhoff-Hopf ergodic theorem [Ho1], if the geodesic flow is conservative then the function \( f^*_\rho \) satisfies the property that

1. \( \lim_{t \to +\infty} f^*_\rho(\Gamma v_x) = f^+_\rho(\Gamma v_x) \) and \( \lim_{t \to -\infty} f^*_\rho(\Gamma v_x) = f^-_\rho(\Gamma v_x) \) exist for almost every \( \Gamma v_x \) and are invariant for the action of the geodesic flow.

What we need to prove, to show ergodicity of \( f_\rho \), is that \( f^+_\rho = f^-_\rho \) are constant almost everywhere, for every fixed positive \( \rho \in L^1(T/\Gamma, d\nu) \) and every \( f \in L^1(T/\Gamma, d\nu) \). In order to prove this, we need some more technical consequences of the Birkhoff-Hopf ergodic theorem, precisely that

2. \( \rho f^*_\rho, \rho f^+_\rho \in L^1(T/\Gamma, d\nu) \) and moreover satisfy the property that for any bounded function \( g \) on \( T/\Gamma \) which is geodesic flow invariant

\[
\int_{T/\Gamma} \rho f^*_\rho d\nu = \int_{T/\Gamma} f g d\nu = \int_{T/\Gamma} \rho f^+_\rho d\nu.
\]

Then a suitable choice of \( g \) in (5.1) immediately implies that \( f^*_\rho = f^-_\rho \) almost everywhere.

To proceed with the proof, we shall use the following strategy. We can lift the function \( f^*_\rho \) to a function \( \tilde{f}^*_\rho \) on \( T \), then, using the fibration by geodesics over \( \partial H^0_\Gamma \), we push \( \tilde{f}^*_\rho \) down to a function on \( \partial H^0_\Gamma \), after proving that the values of \( f^*_\rho \) depend only on the asymptotic value along each geodesic. Then a simple observation on sets which are unions of asymptotically equivalent geodesics (the measure theoretical technicalities of which we shall skip) will conclude the proof. Moreover, in the proof we shall be able to assume that \( f \) is in a suitable dense subset of \( L^1(T/\Gamma, d\nu) \), since an appropriate choice of \( g \) in (5.1) shows that

\[
\int_{T/\Gamma} \rho f^*_\rho \, d\nu \leq ||f||_{L^1(T/\Gamma, d\nu)}.
\]

We shall hence work with the space \( C_c(T/\Gamma, d\nu) \) of continuous functions on \( T/\Gamma \) with compact support. Moreover, since for any positive \( h \in L^1(T/\Gamma, d\nu) \) we have that \( f^h_\rho = \frac{f^*_\rho}{\rho} \), it is clearly enough to prove that \( f^*_\rho \) is almost everywhere constant for a suitably chosen positive \( \rho \in L^1(T/\Gamma, d\nu) \). In particular, we shall choose \( \rho \) as in the following result, whose proof we postpone for a minute.

Lemma 5.3. The function \( \rho \) on \( T/\Gamma \) defined as

\[
\rho(\Gamma v_x) = e^{-C d_{dM}(\Gamma v_x, \Gamma O)}
\]

where \( O \) is the origin in \( H^0_\Gamma \), is in \( L^1(T/\Gamma, d\nu) \) for an appropriate choice of the constant \( C \) and satisfies the inequality

\[
\frac{\rho(\Gamma w_y)}{\rho(\Gamma v_x)} \leq e^{kd_{dM}(\Gamma v_x, \Gamma w_y)}.
\]

Continuation of the proof of Theorem 5.2. Assuming that \( f \in C_c(T/\Gamma, d\nu) \) and \( \rho \in L^1(T/\Gamma, d\nu) \) is as chosen above, we can now prove that \( f^*_\rho \) (and hence \( \tilde{f}^*_\rho \))...
depends only on the asymptotic values of each geodesic; in other words, we can prove that if

\[ f/\rho \]

(5.2) \[ \lim_{t \to +\infty} g_t \cdot \Gamma v_x = \lim_{t \to +\infty} g_t \cdot \Gamma w_y, \]

then \( f^+\rho(\Gamma v_x) = f^+\rho(\Gamma w_y) \).

Observe that because of (5.2), there exists a positive real number \( h \) such that

\[ d_{T/\Gamma}(g_t \cdot \Gamma v_x, g_{t+h} \cdot \Gamma w_y) \to 0 \quad \text{as} \quad t \to \infty. \]

Moreover, from the fact that \( \int_0^\infty \rho(g_t \cdot \Gamma v_x)dt = \infty \) it follows that

\[ \lim_{\tau \to \infty} \frac{\int_0^\tau f(g_t \cdot \Gamma v_x)dt}{\int_0^\tau \rho(g_t \cdot \Gamma v_x)dt} = \lim_{\tau \to \infty} \frac{\int_0^\tau f(g_{t+h} \cdot \Gamma w_y)dt}{\int_0^\tau \rho(g_{t+h} \cdot \Gamma w_y)dt}. \]

Then we have

\[ f^\rho(\Gamma v_x) - f^\rho(\Gamma w_y) = \lim_{\tau \to \infty} \left( \frac{\int_0^\tau f(g_t \cdot \Gamma v_x)dt}{\int_0^\tau \rho(g_t \cdot \Gamma v_x)dt} - \frac{\int_0^\tau f(g_{t+h} \cdot \Gamma w_y)dt}{\int_0^\tau \rho(g_{t+h} \cdot \Gamma w_y)dt} \right) \]

\[ = \lim_{\tau \to \infty} \left( \frac{\int_0^\tau f(g_t \cdot \Gamma v_x)dt}{\int_0^\tau \rho(g_t \cdot \Gamma v_x)dt} - \frac{\int_0^\tau f(g_{t+h} \cdot \Gamma w_y)dt}{\int_0^\tau \rho(g_{t+h} \cdot \Gamma w_y)dt} \right) \]

\[ = \lim_{\tau \to \infty} \frac{\int_0^\tau (f(g_t \cdot \Gamma v_x) - f(g_{t+h} \cdot \Gamma w_y))dt}{\int_0^\tau \rho(g_t \cdot \Gamma v_x)dt} \]

\[ + \int_0^\tau \frac{f(g_t \cdot \Gamma v_x)dt}{\int_0^\tau \rho(g_t \cdot \Gamma v_x)dt} \cdot \frac{\rho(g_{t+h} \cdot \Gamma w_y) - \rho(g_t \cdot \Gamma v_x)}{\rho(g_{t+h} \cdot \Gamma w_y) - \rho(g_t \cdot \Gamma v_x)} \rho(g_t \cdot \Gamma v_x)dt \].

When \( t \to \infty \), if \( d_{T/\Gamma}(g_t \cdot \Gamma v_x, g_{t+h} \cdot \Gamma w_y) \to 0 \), then both

\[ f(g_t \cdot \Gamma v_x) - f(g_{t+h} \cdot \Gamma w_y) \to 0 \]

uniformly, since \( f \in C_c(T/\Gamma, dt) \), and

\[ \frac{\rho(g_{t+h} \cdot \Gamma w_y) - \rho(g_t \cdot \Gamma v_x)}{\rho(g_t \cdot \Gamma v_x)} \leq e^{C d_{T/\Gamma}(g_t \cdot \Gamma v_x, g_{t+h} \cdot \Gamma w_y)} - 1 \to 0 \]

uniformly, because of the choice of \( \rho \) as in Lemma 5.3. Hence, it follows from the hypothesis on \( g_t \) and (5.3) that both

\[ \lim_{\tau \to \infty} \frac{\int_0^\tau (f(g_t \cdot \Gamma v_x) - f(g_{t+h} \cdot \Gamma w_y))dt}{\int_0^\tau \rho(g_t \cdot \Gamma v_x)dt} = 0 \]

and

\[ \lim_{\tau \to \infty} \frac{\int_0^\tau \rho(g_{t+h} \cdot \Gamma w_y) - \rho(g_t \cdot \Gamma v_x)}{\rho(g_t \cdot \Gamma v_x)} \rho(g_t \cdot \Gamma v_x)dt}{\int_0^\tau \rho(g_t \cdot \Gamma v_x)dt} = 0. \]

To conclude this part of the proof all we need to do is to observe that

\[ \frac{\int_0^\tau f(g_{t+h} \cdot \Gamma w_y)dt}{\int_0^\tau \rho(g_{t+h} \cdot \Gamma w_y)dt} \]

is bounded as \( \tau \to \infty \). In fact, \( \rho \) is bounded below on compact sets so that

\[ f/\rho \leq C_1, \]

and hence

\[ \frac{\int_0^\tau f(g_{t+h} \cdot \Gamma w_y)dt}{\int_0^\tau \rho(g_{t+h} \cdot \Gamma w_y)dt} \leq C_1. \]
To conclude the proof, observe that if $B^+$ and $B^-$ are geodesic flow invariant subsets of $T$ which are unions of equivalence classes of (respectively) positively and negatively asymptotic geodesics, with the additional property that the measure of their symmetric difference is zero, then either both $B^+$ and $B^-$ are null or they are both conull. We shall omit the proof of this statement (which can be found in [Ho2]) and illustrate instead why the above assertion is true if we replace the property of having measure zero with the property of being the empty set. In fact, in this case, we have that $B^+ = B^-$ and the statement is that $B^+ = B^-$ is either empty or the whole $T$. If it is not empty, let $\sigma \approx (\xi^-, \xi^+) \in B^+$ denote the geodesic such that $\lim_{t \to \pm \infty} \sigma(t) = \xi^\pm \in \partial \mathcal{H}_R^n$. If $\sigma_1 \approx (\eta^-, \eta^+)$ is any other geodesic in $T$, then there exists a unique geodesic $\sigma_2 \approx (\eta^-, \xi^+)$, hence implying that $\sigma, \sigma_1, \sigma_2 \in B^+$. See Figure 3.

In our case, let us define

$$B^+ = \{ \Gamma_{v_x} : \hat{f}^+(\Gamma_{v_x}) \geq C_0 \} \quad \text{and} \quad B^- = \{ \Gamma_{v_x} : \hat{f}^-(\Gamma_{v_x}) \geq C_0 \}.$$ 

Then, by what was proven above, both $B^+$ and $B^-$ are either null or conull and, being true for any constant $C_0$, this implies that $f^+_\rho = f^-_\rho$ are constant almost everywhere, hence concluding the proof.

**Proof of Lemma 5.3.** Since the differential of $d_{\text{Hilb}}$ has absolute value at most 1, $\left| \frac{d\rho}{\rho} \right| \leq C$ and hence integration along any path $\pi$ connecting $\Gamma_{v_x}$ and $\Gamma_{w_y}$ gives

$$C_l(\pi) \geq \int_{\pi} \frac{d\rho}{\rho} = \int_{\pi} d\log \rho = \log \rho(\Gamma_{w_y}) - \log \rho(\Gamma_{v_x}).$$

Since this inequality holds for any such path, we have

$$\log \frac{\rho(\Gamma_{w_y})}{\rho(\Gamma_{v_x})} \leq Cd_{T/\Gamma}(\Gamma_{v_x}, \Gamma_{w_y})$$

from which the inequality of the statement follows.
We need to check now that $\rho \in L^1(T/\Gamma, d\nu)$ for an appropriate choice of the constant $C$. In order to do this, we shall estimate the $L^1$-norm of $\rho$ by means of an infinite discrete sum. Let us define $\Sigma_n \subset T/\Gamma$ to be $\Sigma_n = \Delta^{-1}[0,n]$, where $\Delta : T/\Gamma \to \mathbb{R}^+$ is defined in terms of the distance function on $M_T$ by $\Delta(\Gamma x) = d_{M_T}(\Gamma x, \Gamma O)$; in other words, $\Delta$ measures the distance of the base point of a tangent vector from the orbit of the origin in $H_n^\Gamma$. Then we clearly have

$$||\rho||_{L^1} \leq \sum_{n=1}^{\infty} \rho_n \nu(\Sigma_n \setminus \Sigma_{n-1}) \leq \sum_{n=1}^{\infty} \rho_n \nu(\Sigma_n) = e^{-C(n-1)}.$$ 

where $\rho_n = \max\{\rho(\Gamma v_x) : \Gamma v_x \in \Sigma_n \setminus \Sigma_{n-1}\} = e^{-C(n-1)}$. We need to give now an explicit estimate of $\nu(\Sigma_n)$ using the definition of $\nu$ and hence of $\tilde{\nu}$ given at the beginning of §4. Aiming for this, we offer a few simple observations: if $q : T \to T/\Gamma$ is the natural projection, by definition of $\nu$ we have that $\nu(\Sigma_n) = \tilde{\nu}(\tilde{\Sigma}_n)$, where $\tilde{\Sigma}_n \subset T$ is any set such that $q(\tilde{\Sigma}_n) = \Sigma_n$. For our purpose however, since we are interested just in an upper bound for $\nu(\Sigma_n)$, it will be convenient to choose $\tilde{\Sigma}_n = \{v_x \in T : x \in B(O,n)\}$, where $B(O,n)$ is the closure of $B(O,n) = \{x \in H_n^\Gamma : d(O,x) < n\}$. Then clearly $q(\tilde{\Sigma}_n) \supset \Sigma_n$ and $\nu(\Sigma_n) \leq \tilde{\nu}(\tilde{\Sigma}_n)$. Moreover, recalling the definition of $\tilde{\nu}$ and observing that the length of an arc of a geodesic through $B(O,n)$ is at most $2n$, we have that $\tilde{\nu}(\tilde{\Sigma}_n) \leq 2n \cdot m(p(\tilde{\Sigma}_n))$, where $p : T \to (\partial \mathcal{H}_\mathbb{R})^2_0$ is the fibration map.

To estimate $m(p(\tilde{\Sigma}_n))$ observe that if $(\xi, \eta) \in (\partial \mathcal{H}_\mathbb{R})^2_0$ and $\sigma$ is a geodesic in $\mathcal{H}_\mathbb{R}^\sigma$ such that $\lim_{t \to -\infty} \sigma(-t) = \xi$ and $\lim_{t \to +\infty} \sigma(t) = \eta$, then

$$-f_O(\xi, \eta) = \lim_{t \to -\infty} (d(O,\sigma(t)) + d(\sigma(-t),O) - d(\sigma(-t),\sigma(t))) \leq 2d(O,P)$$

where $P \in \mathcal{H}_\mathbb{R}^\sigma$ is the point which minimizes the distance of $\sigma$ from the origin $O \in \mathcal{H}_\mathbb{R}^\sigma$. See Figure 4.

Since we are interested only in the geodesics through $\tilde{\Sigma}_n$, we get that $0 \leq -f_O(\xi, \eta) \leq 2n$ as $(\xi, \eta) \in p(\tilde{\Sigma}_n)$ (where $2n$ is the value of $-f_O(\xi, \eta)$ corresponding to the limit position, that is when $\sigma$ is tangent to $B(O,n)$). Hence
We can thus conclude that
\[ m(p(\Sigma_n)) = m_0(p(\bar{\Sigma}_n)) \leq \mu_0(L)^2 e^{2n\delta}. \]
We can thus conclude that
\[ \|\rho\|_{L^1(T/\Gamma, dv)} \leq \sum_{n=1}^{\infty} \rho_n \nu(\Sigma_n) \leq \sum_{n=1}^{\infty} \rho_n \nu(\bar{\Sigma}_n) \leq \sum_{n=1}^{\infty} e^{-C(n-1)} \cdot 2n \cdot \mu_0(L)^2 \cdot e^{2n\delta} = 2C \sum_{n=1}^{\infty} ne^{2\delta n - Cn}, \]
which converges if \( C = 2\delta + \epsilon \), with \( \epsilon > 0. \)

**Proposition 5.4.** The geodesic flow is conservative.

As an immediate consequence of Theorem 5.2 and Proposition 5.4 we have the following:

**Corollary 5.5.** The geodesic flow is ergodic.

**Proof of Proposition 5.4.** It follows from Theorem 3.2 that the set of geodesics with both endpoints in \( L^\text{rad} \) is a set of full measure. But for these geodesics the existence of a bounded neighborhood with the desired property follows immediately from the definition of radial limit point.

Before ending this section we want to prove a result which will be used in the proof of Theorem 6.1.

**Corollary 5.6 [Su1].** For any \( v_x \in T \), let \( \sigma \) be the geodesic such that \( \sigma(0) = x \) and \( \sigma'(0) = v_x \). Then, for almost every \( v_x \in T \),
\[ \lim_{t \to \infty} \frac{1}{t} d_{M_t}(\Gamma \sigma(t), \Gamma 0) = 0. \]

**Proof.** Let \( \varphi(v) \) be the directional derivative, in the direction of \( v \), of the function \( \Delta(\Gamma v_x) = d_{M_t}(\Gamma x, \Gamma 0) \) defined in the proof of Lemma 5.3. Since \( \mu_x \) has no atoms, the geodesic flow on \( T/\Gamma \) is conservative and therefore ergodic. Moreover, as shown in Theorem 4.1, \( \nu(T/\Gamma) < \infty \). We can thus apply the Birkhoff ergodic theorem which implies that
\[ \lim_{t \to \infty} \frac{1}{t} (d_{M_t}(\Gamma \sigma(t), \Gamma 0) - d_{M_t}(\Gamma x, \Gamma 0)) = \lim_{t \to \infty} \frac{1}{t} \int_0^t \varphi(gs v_x) ds = \int_{T/\Gamma} \varphi \nu. \]

It will be hence enough to show that \( \int_{T/\Gamma} \varphi \nu = 0 \). To this end, let us observe that the map \( I : T \to T \) defined by \( I(v_x) = -v_x \) preserves the measure \( m \) on \( (\partial H_n)^2 \) and commutes with the action of \( \Gamma \), so that it preserves the measure \( \nu \). Moreover, clearly \( \varphi \circ I = -\varphi \), so that
\[ \int_{T/\Gamma} \varphi \nu = \int_{T/\Gamma} (\varphi \circ I) \nu(I) = -\int_{T/\Gamma} \varphi \nu(I) = -\int_{T/\Gamma} \varphi \nu, \]
which is what we wanted.

**Remark.** The hypothesis on the absence of atoms for \( \mu_x \) in Corollary 5.6 could be replaced by the \( \delta \)-finiteness of the volume. In fact it can be easily shown using the Poincaré Recurrence Theorem that if \( \nu(T/\Gamma) < \infty \) the geodesic flow is conservative and hence ergodic.
6. Hausdorff Dimension and Critical Exponent

**Theorem 6.1.** Let Γ be a geometrically finite discrete subgroup of \( O_\mathbb{H}(1, n) \). Then the Hausdorff dimension of the radial limit set \( L^{\text{rad}}_\Gamma \), and hence of the full limit set \( L_\Gamma \), is equal to the critical exponent \( \delta_\Gamma \).

Before proving this, we want to note here a few results which are a direct consequence of this theorem. The first corollary was already proven by Sullivan in the particular case of the real hyperbolic space [Su3].

**Corollary 6.2.** Let \( \Delta_{M_\Gamma} \) be the Laplace operator on \( C^\infty(M_\Gamma) \cap L^2(M_\Gamma) \) and let \( \lambda_0 \) be the infimum of the spectrum of \( \Delta_{M_\Gamma} \). Then \( \lambda_0 = \delta_\Gamma (N - \delta_\Gamma) \), where \( N \) is the Hausdorff dimension of \( \partial \mathcal{H}^\infty_\Gamma \).

**Proof.** Theorem 6.1 and [C, Theorem 4.2].

**Corollary 6.3.** Let \( G = O_\mathbb{H}(1, n) \), \( n \geq 2 \) or \( O_\mathbb{O}(1, 2) \) and let \( \alpha = 4n \) or \( \alpha = 16 \) respectively. If \( \Gamma \subset G \) is geometrically finite but is not a lattice, the Hausdorff dimension of the limit set is at most \( \alpha \).

**Proof.** Corollary 2.4, Theorem 6.1 and [C, Theorem 4.4].

**Corollary 6.4.** Let \( G = O_\mathbb{H}(1, n) \), \( n \geq 2 \), or \( O_\mathbb{O}(1, 2) \) and let \( \Gamma \subset G \) be geometrically finite. Then \( O_r \) is connected. In particular \( M_\Gamma \) has at most one end which is not a cusp, i.e. \( M_\Gamma \) may have several ends at most one of which cannot be identified with the quotient of a horoball by a discrete parabolic group.

**Proof.** Corollary 2.4 and the proof of [C, Theorem 7.1].

**Proof of Theorem 6.1.** In [C, Theorem 5.2] it is already proven that \( \delta_\Gamma \) is an upper bound for the Hausdorff dimension of \( L^{\text{rad}}_\Gamma \). We are going to show here the reverse inequality. We claim that it will be enough to prove the following:

**Lemma 6.5.** Let \( \mu_x \) be the Patterson-Sullivan measure, \( K \subset L^{\text{rad}}_\Gamma \) a compact set of positive \( \mu_x \)-measure and \( B_{\partial \mathcal{H}^\infty_\Gamma}(\xi, r) \) a ball of radius \( r \) and center \( \xi \in K \) in a sub-Riemannian metric in the given conformal class. Then for any \( \epsilon > 0 \) there exists a constant \( C(\epsilon) \) such that

\[
\frac{\mu_x(B_{\partial \mathcal{H}^\infty_\Gamma}(\xi, r))}{r^{\delta_\Gamma - \epsilon}} \leq C(\epsilon).
\]

We postpone the proof of this lemma for a minute, and we show how it implies Theorem 6.1. We want to show that for any \( \epsilon > 0 \), the \( (\delta_\Gamma - \epsilon) \)-Hausdorff measure of \( L^{\text{rad}}_\Gamma \) is positive or, in fact, that the \( (\delta_\Gamma - \epsilon) \)-Hausdorff measure of \( K \) is positive.

To this end, let us consider a covering \( \{ B_{\partial \mathcal{H}^\infty_\Gamma}(\xi_i, r_i) \} \) of \( K \), where \( \xi_i \in K \). Then, by Lemma 6.5,

\[
0 < \mu_x(K) \leq \mu_x\left( \bigcup_i B_{\partial \mathcal{H}^\infty_\Gamma}(\xi_i, r_i) \right) \leq \sum_i \mu_x(B_{\partial \mathcal{H}^\infty_\Gamma}(\xi_i, r_i)) \leq C \sum_i r_i^{\delta_\Gamma - \epsilon},
\]

which is exactly what we wanted.

**Proof of Lemma 6.5.** The strategy will be to estimate the measure of the ball \( B_{\partial \mathcal{H}^\infty_\Gamma}(\xi, r) \) via the measure of some larger shadow.

Fix \( \epsilon > 0 \) and let \( \sigma \) be the geodesic ray from \( x \in \mathcal{H}^\infty_\Gamma \) towards \( \xi \in \partial \mathcal{H}^\infty_\Gamma \). Because of Theorem 3.6 and Corollary 5.6 there exists \( T > 0 \) such that if \( t > T \), then

\[
\delta_\Gamma \inf_{\gamma \in \Gamma} d(\sigma(t), \gamma y) < \epsilon t,
\]
where $y \in \mathcal{H}_0^\mathbb{P}$ is some arbitrarily fixed point. Fix some $t$ which satisfies the above inequality. Given a ball $B(\sigma(t), R) \subset \mathcal{H}_0^\mathbb{P}$ of hyperbolic radius $R < t$ and centered at $\sigma(t)$, the shadow of such a ball is defined as the subset $S(\sigma(t), R)$ of $\mathcal{H}_0^\mathbb{P}$ consisting of endpoints of geodesic rays starting at $x$ through $B(\sigma(t), R)$ and has the property that there exist constants $C_1$ and $C_2$ such that $B_{\partial \mathcal{H}_0^\mathbb{P}}(\xi, C_1 e^{-t}) \subset S(\sigma(t), R) \subset B_{\partial \mathcal{H}_0^\mathbb{P}}(\xi, C_2 e^{-t})$, by [C, Theorem 2.2]. Now choose the radius $R$ in such a way that $C_1 e^{-t} = r$. It will hence suffice to show that

$$\mu_x(S(\sigma(t), R)) = \lim_{s \to 0} \sum_{\gamma y \in V_t} e^{-s d(x, \gamma y)} \leq C(\epsilon).$$

Let $V_t$ be the region in the cone of geodesics starting at $x$ through $B(\sigma(t), R)$ characterized by the property that $\inf_{z \in V_t} d(x, z) > t$. From Proposition 3.5 and the definition of Patterson-Sullivan measure, it follows that

$$\mu_x(S(\sigma(t), R)) = \lim_{s \to 0} \sum_{\gamma y \in V_t} e^{-s d(x, \gamma y) \sum_{\gamma \in \Gamma} e^{-s d(y, \gamma y) \sum_{\gamma \in \Gamma} e^{-s d(y, \gamma y)}}},$$

and we want to estimate $\sum_{\gamma y \in V_t} e^{-s d(x, \gamma y)}$. See Figure 5.

To this end, observe that if $\gamma y \in V_t$, then the angle between $\sigma$ and the arc of a geodesic connecting $\sigma(t)$ to $\gamma y$ is bounded away from 0, so that we can apply Lemma 3.1 to the triangle with vertices at the points $x, \sigma(t), \gamma y$ to see that

$$d(x, \sigma(t)) + d(\sigma(t), \gamma y) - C_3 \leq d(x, \gamma y) \leq d(x, \sigma(t)) + d(\sigma(t), \gamma y).$$

This, together with the triangle inequality, gives us

$$-d(x, \gamma y) \leq -t - d(\sigma(t), \gamma y) + C_3 \leq -t - d(\gamma y, \gamma_0 y) + d(\gamma_0 y, \sigma(t)) + C_3.$$
where $\gamma_0 y$ is the point (not necessarily unique) which minimizes the distance of $\sigma(t)$ from $\Gamma y$. Hence 

$$
\mu_x(S(\sigma(t), R)) = \lim_{s \to \delta t} \sum_{\gamma \in \Gamma} e^{-s\sigma(t) \cdot y} \mu_x(\sum_{\gamma \in \Gamma} e^{-s\gamma y} \gamma y)
$$

$$
\leq \lim_{s \to \delta t} \frac{e^{-s\sigma(t) \cdot y} \sum_{\gamma \in \Gamma} e^{-s\gamma y} \gamma y}{\sum_{\gamma \in \Gamma} e^{-s\gamma y}}
$$

$$
\leq e^{-\delta t \sigma(t) \cdot y} \sum_{\gamma \in \Gamma} e^{-s\gamma y} \gamma y
$$

$$
= e^{-\delta t \sigma(t) \cdot y} \sum_{\gamma \in \Gamma} e^{-s\gamma y} \gamma y = C_4 e^{-\delta t \sigma(t) \cdot y}.
$$

Because of our choice of $t$ and recalling that $C_1 e^{-t} = r$ (where $C_1$ depends on $\epsilon$ and $\xi$), we can hence conclude that 

$$
\mu_x(S(\sigma(t), R)) \leq C_4 e^{-\delta t \sigma(t) \cdot y} \leq C_4 e^{-\delta t \epsilon}.
$$

where the last step is possible because $\xi$ varies in a compact set.

\[\square\]
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