CONVEX FUNCTIONS ON ALEXANDROV SURFACES

YUKIHIRO MASHIKO

Abstract. We investigate the topological structure of Alexandrov surfaces of curvature bounded below which possess convex functions. We do not assume the continuities of these functions. Nevertheless, if the convex functions satisfy a condition of local nonconstancy, then the topological structures of Alexandrov surfaces and the level sets configurations of these functions in question are determined.

0. Introduction

A real valued function $\varphi : M \rightarrow R$ on a complete Riemannian manifold $M$ is by definition convex if it is a geodesically convex function. That is, if $\gamma : [a, b] \rightarrow M$ is a unit speed geodesic and if $t \in [0, 1]$, then

$$\varphi \circ \gamma((1-t)a + tb) \leq (1-t)\varphi \circ \gamma(a) + t\varphi \circ \gamma(b).$$

Typical examples of convex functions on Riemannian manifolds are Busemann functions on complete Riemannian manifolds of nonnegative sectional curvature. Using filtration by compact totally convex sets, J. Cheeger and D. Gromoll investigated the structure theorem by which the topological structure of complete noncompact Riemannian manifolds of nonnegative sectional curvature is determined ([5]).

It is well known that the existence of a locally nonconstant convex function on a complete Riemannian manifold $M$ imposes strong restrictions on the topology of $M$ ([6], Theorems C, D and F). Here, the local nonconstancy of a convex function means that it is not constant on any open set. As is explained on p.130 of [6], every noncompact smooth manifold $M$ admits a complete Riemannian metric $g$ and a nontrivial smooth function $\varphi$ such that $\varphi$ is convex with respect to $g$. For such a $\varphi$, the minimum set of $\varphi$ has a nonempty interior in which all the topological information of $M$ is included. Thus it is natural to assume that a convex function is locally nonconstant. Geodesic completeness on $M$ plays an essential role in the above results. In fact, the property of local Lipschitz continuity of a convex function on $M$ is derived from geodesic completeness, and also the noncompactness of $M$.

It is natural to ask if certain topological restrictions can be obtained for geodesic spaces admitting locally nonconstant convex functions. In fact, N. Innami proved in Theorem 3.13 of [9] that if a Busemann G-surface admits a locally nonconstant convex function, then it is homeomorphic to either a plane $R^2$, a cylinder $S^1 \times R^1$, or an open Möbius strip. Here the geodesic completeness holds on Busemann G-surfaces.
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It is interesting to study convex functions on a connected and complete \( n \)-dimensional Alexandrov space \( X \) without boundary, whose curvature is bounded below. A curve in such an \( X \) is by definition \textit{geodesic} if it possesses the locally minimizing property. We define a convex function on \( X \) as done on complete Riemannian manifolds. If \( X \) is a noncompact Alexandrov space with nonnegative curvature in the Alexandrov sense, then every Busemann function becomes convex. Therefore one expects a result in this case similar to that obtained in the case of noncompact complete Riemannian manifolds with nonnegative curvature. G. Perelman has investigated the structure of nonnegatively curved Alexandrov spaces (see [12]).

As discussed in [3] §4, \( X \) admits a singular set, \( S_X \), and the Hausdorff dimension of \( S_X \) is at most \( \dim X - 1 \) (see [11], Theorem A). Moreover, geodesic completeness does not hold on \( X \), i.e., a geodesic cannot be extended to both its sides. Therefore a convex function \( \varphi : X \to \mathbb{R} \) on \( X \) is not necessarily continuous. The \( a \)-sublevel set \( X^a \) of \( \varphi \) is denoted by

\[
X^a := \{ x \in X | \varphi(x) \leq a \}, \quad a \in \varphi(X).
\]

Clearly \( X^a \) is totally convex. However, it is not necessarily true that the closure of \( X^a \), \( \overline{X^a} \), is totally convex. Here, the discontinuity of \( \varphi \) causes serious difficulties. Also, the sublevel set \( X^a \) of \( \varphi \) is not necessarily closed.

We restrict our consideration to the case in which \( \dim X = 2 \). From this point let \( X \) be a connected, complete 2-dimensional Alexandrov space without boundary, whose curvature is bounded below by \( k \). Such an \( X \) is called an \textit{Alexandrov surface}. Then \( S_X \) is a countable set (see [10], Lemma 1.3). As stated in the previous paragraph, we do not know a priori that \( \sup_X \varphi = +\infty \) for a nontrivial convex function \( \varphi \). For the discussion of this problem we introduce the notion of the \textit{closure supremum} of a convex function \( \varphi \):

\[
\sup_{c\varphi} := \inf\{ a \in \varphi(X) | \overline{X^a} = X \}.
\]

In the example due to Otsu and Shioya (stated in §2), every locally nonconstant convex function on it has the property

\[
(*) \quad \sup_{c\varphi} = \inf_X \varphi.
\]

We characterize such surfaces in §3 as follows.

\textbf{Theorem A.} If a compact Alexandrov surface \( X \) possesses a convex function \( \varphi \), then (*) is satisfied. Moreover, a compact Alexandrov surface \( X \) admits a locally nonconstant convex function if and only if the set \( \hat{S}_X \) is everywhere dense, where \( \hat{S}_X := \{ x \in X | \text{there exists no geodesic which contains } x \text{ in its interior} \} \).

\( \hat{S}_X \) includes the singular set \( S_X \). The author does not know whether there exists an Alexandrov surface \( X \) such that there exists an open set \( U \) in \( X \) in which \( S_X \) is empty and in which \( \hat{S}_X \) is dense.

The following proposition play an important role throughout our investigation (see §3). However, it is not certain that Proposition 3.4 (3) is valid for \( \dim X \geq 3 \).

\textbf{Proposition 3.4 (3).} For every \( a \in (\inf_X \varphi, \infty) \), \( \overline{X^a} \) is closed totally convex with interior points.
In order to avoid the case of \((*)\), we consider a convex function \(\varphi : X \to R\) such that
\[
(**) \quad \inf_X \varphi < \sup_c \varphi.
\]
The \(a\)-level set, \(\partial(X^a)\), of \(\varphi\) is defined by
\[
\partial(X^a) := X^a \setminus \text{int}(X^a), \quad a \in (\inf_X \varphi, \sup_c \varphi).
\]

In §3 we investigate \(a\)-level sets lying above the minimum set and obtain the following results.

**Theorem B.** If \((**)\) is satisfied for a convex function \(\varphi : X \to R\), then each component of \(\partial(X^a)\) for every \(a \in (\inf_X \varphi, \sup_c \varphi)\) has the structure of a properly embedded 1-dimensional topological submanifold without boundary, and hence each is homeomorphic to either \(S^1\) or \(R^1\).

**Theorem C.** If \((**)\) is satisfied for a convex function \(\varphi : X \to R\) and if \(\partial(X^a)\) is compact for some \(a \in (\inf_X \varphi, \sup_c \varphi)\), then \(\partial(X^b)\) is compact for all \(b \in [a, \sup_c \varphi]\).

**Proposition 3.6.** The following statements hold.
1. The \(a\)-level set \(\partial(X^a)\) for every \(a \in (\inf_X \varphi, \sup_c \varphi)\) is a rectifiable curve.
2. Assume that a sequence \(\{C_i : [0, 1] \to \partial(X^{c_i})\}_{i=1}^\infty\) of curves in the \(c_i\)-level sets converges pointwise to a curve \(C : [0, 1] \to \partial(X^{c})\) in the \(c_0\)-level set, where \(c_i \in (\inf_X \varphi, \sup_c \varphi)\) for all \(i = 0, 1, \ldots\). Then
\[
\lim_{i \to \infty} L(C_i) = L(C),
\]
where \(L(\cdot)\) represents the length of curve.

Making use of the first variation formula, we prove

**Theorem D.** Under the same assumptions as in Theorem C, the length \(L(\partial(X^b))\) of \(\partial(X^b)\) is continuous and monotone nondecreasing in \(b \in [a, \sup_c \varphi]\).

**Corollary to Theorems B, C and D.** If a convex function \(\varphi : X \to R\) satisfies \((**)\), then the following hold.
1. If \(\partial(X^a)\) is compact for some \(a \in (\inf_X \varphi, \sup_c \varphi)\), then \(\partial(X^b)\) is compact for all \(b \in (\inf_X \varphi, \sup_c \varphi)\).
2. \(\sup_X \varphi = \sup_c \varphi = +\infty\).
3. \(X\) is noncompact.

In §3 we prove Theorems B, C, D and A in this order. For the above results we need not assume the local nonconstancy of \(\varphi\), because \((**)\) does not imply that the minimum set has nonempty interior points.

We investigate the complete information on the level sets \(\{\partial(X^a)\}_{a \in \varphi(X)}\) of \(\varphi\). In this case, the local nonconstancy of \(\varphi\) is required. For the purpose of this investigation, we introduce the notion of the \(a\)-lower (\(a\)-upper, resp.) level set \(\text{Low}(a)\) (\(\text{Up}(a)\), resp.) as follows:
\[
\text{Low}(a) := \text{int}(X^a), \quad \text{Up}(a) := \text{ext}(X^a) := \text{int}(\text{ext}(X^a)) = \text{int}(X^a)^C = (X^a)^C, \quad a \in \varphi(X).
\]
Clearly, \(X\) is expressed as the disjoint union
\[
X = \text{Low}(a) \cup \partial(X^a) \cup \text{Up}(a).
\]
We may say that the local nonconstancy of (discontinuous) \( \varphi \) is equivalent to the property

\[
(*** \quad \inf \left( \bigcap_{a \in \inf X \varphi} \text{Low}(a) \right) = \emptyset.
\]

Clearly, (*** implies (**). Note that all the locally nonconstant convex functions on \( X \) do not satisfy (**). Then our main theorem is stated as

**Main theorem.** If a connected, complete Alexandrov surface \( X \) of curvature bounded below without boundary possesses a convex function \( \varphi : X \to \mathbb{R} \) satisfying property (***), then \( X \) is homeomorphic to either a plane \( \mathbb{R}^2 \), a cylinder \( S^1 \times \mathbb{R} \) or an open Möbius strip.

In §4 we obtain detailed information on the level set configuration in \( X \). The study of the ends of \( X \) is closely related to that of the level set configuration. In §4 we prove the following results.

**Theorem E.** If (*** is satisfied for a convex function \( \varphi : X \to \mathbb{R} \), then the \( a \)-level set \( \partial(X^a) \) for \( a \in (\inf X \varphi, \infty) \) has at most two components. Moreover, if \( \partial(X^a) \) for some \( a \in (\inf X \varphi, \infty) \) is disconnected, then

1. \( \inf X \varphi =: \lambda \) is attained,
2. the minimum set \( X^\lambda \) is either a simple closed geodesic or a straight line, and
3. \( \partial(X^b) \) for all \( b \in (\inf X \varphi, \infty) \) has exactly two components.

Here a straight line is by definition a complete geodesic \( \gamma : R \to X \) such that \( d(\gamma(t_1), \gamma(t_2)) = |t_1 - t_2| \) for all \( t_1, t_2 \in \mathbb{R} \).

**Corollary to Theorem E.** If (*** is satisfied for a convex function \( \varphi : X \to \mathbb{R} \), then \( X \) has at most two ends. Furthermore, \( X \) has exactly one end if one of the following two conditions is satisfied:

1. \( \varphi \) has noncompact and connected levels \( \{ \partial(X^a) \}_{a \in (\inf X \varphi, \infty)} \).
2. \( \varphi \) has compact levels \( \{ \partial(X^a) \}_{a \in (\inf X \varphi, \infty)} \) and the minimum of \( \varphi \) is attained. Moreover, \( X \) has exactly two ends if one of the following two conditions is satisfied:
   - \( (3) \) \( \varphi \) has compact and disconnected levels.
   - \( (4) \) \( \varphi \) has compact levels and \( \inf X \varphi = -\infty \).

Finally in §4 we prove Theorem E, its corollary, and our main theorem.

1. **Preliminaries**

Let \( M^2_\kappa \) be a simply connected, complete 2-dimensional Riemannian manifold with constant curvature \( \kappa \). Then the axioms for an Alexandrov space \( X \) of curvature bounded below by \( \kappa \) are the following:

1. \( X \) is a locally compact, connected, complete inner metric space.
2. The Hausdorff dimension of \( X \) is finite.
3. There exists for every \( x \in X \) a neighborhood \( U_x \) around \( x \) satisfying the following property: Let \( \Delta = \Delta(x_1, x_2, x_3) \) be a sufficiently small geodesic triangle contained in \( U_x \) with vertices \( x_1, x_2, x_3 \in X \). Draw a corresponding geodesic triangle \( \tilde{\Delta} = \tilde{\Delta}(\tilde{x}_1, \tilde{x}_2, \tilde{x}_3) \) in \( M^2_\kappa \) whose edges are each of the same length as the corresponding edges of \( \Delta(x_1, x_2, x_3) \). Then if we take a point \( s \) from the edge \( \hat{x}_1 \hat{x}_2 \) corresponding to a given point \( s \) on the edge \( x_1 x_2 \),
   \[
   d(x_3, s) \geq d(\hat{x}_3, \hat{s}).
   \]
The inequality in the axiom (3) makes it possible to define an angle $\angle_x(\gamma, \sigma)$ between two geodesics $\gamma, \sigma$ emanating from $x \in X$. We denote by $\Sigma_x$ for each $x \in X$ the set of directions of all geodesics emanating from $x$. We define the space of directions $\Sigma_x$ at $x$ by the completion of $\Sigma'_x$ with respect to the angular metric $\angle_x$.

From this point we restrict our discussion to the case that the Hausdorff dimension of $X$ is 2 and $X$ has no boundary. We call such an $X$ an Alexandrov surface of curvature bounded below without boundary, or simply, an Alexandrov surface. Then $\Sigma_x$ for every $x \in X$ is a circle of length $\leq 2\pi$. Denoting by $L(\Sigma_x)$ the length of $\Sigma_x$, we call $x \in X$ a singular point (resp. regular point) if $L(\Sigma_x) < 2\pi$ (resp. $L(\Sigma_x) = 2\pi$).

Throughout this paper the following facts are used frequently: Facts 0, 2, 3, 4 and 5 below are valid for higher dimensional Alexandrov spaces of curvature bounded below.

**Fact 0.** No geodesic branches. That is, if $d(p, s) = d(p, q) + d(q, s)$, $d(p, r) = d(p, q) + d(q, r)$ and if $d(p, r) = d(p, s)$, then $r = s$.

**Fact 1** (see [14]). For any $p \in X$ there exists a measure zero set $\Omega \subset (0, +\infty)$ such that $\partial B(p; t)$ for $t \notin \Omega$ consists of finitely many rectifiable circles. In particular, $B(p; r)$ for a sufficiently small $0 < r \notin \Omega$ is a disk.

**Fact 2.** Let $pq$ for arbitrary $p, q \in X$ denote a minimal geodesic from $p$ to $q$ and $\angle qpr$ the angle between $pq$ and $pr$ at $p$. If $\lim_{i \to \infty} p_i q_i = pq$ and $\lim_{i \to \infty} p_i r_i = pr$, then

$$\liminf_{i \to \infty} \angle q_i p_i r_i \geq \angle qpr.$$ 

Here equality holds if and only if $p$ is a regular point.

**Fact 3** (The first variation formula; see [11], Theorem 3.5). For a geodesic $xy$ and for a point $p \in X$ we have

$$d(p, y) - d(p, x) = -d(x, y) \cdot \cos(\min_{px} \angle pxy) + o(d(x, y)),$$

where the minimum is taken over all geodesics joining $p$ to $x$.

**Fact 4** (The slope inequality). Let $\varphi : X \to R$ be a convex function on an Alexandrov surface $X$ and $\gamma : [a, b] \to X$ a geodesic. Then we have for $s, t, u$ with $a \leq s < t < u \leq b$

$$\frac{\varphi \circ \gamma(t) - \varphi \circ \gamma(s)}{t - s} \leq \frac{\varphi \circ \gamma(u) - \varphi \circ \gamma(s)}{u - s} \leq \frac{\varphi \circ \gamma(u) - \varphi \circ \gamma(t)}{u - t}.$$

**Fact 5** (see [3]). For an arbitrarily fixed $p \in X$, the pointed Hausdorff limit $\lim_{r \to 0} (\frac{1}{r} X, p)$ of the $1/r$--scaling of $X$ at $p$ becomes a flat cone $(K(\Sigma_p), o_p)$ over $\Sigma_p$ with vertex $o_p$.

**Fact 6** (see Lemma 2.7 in [10]). Assume that for some $x \in X$ there exists a sequence $\{\triangle_i\}$ of geodesic triangles such that $x \in \text{int}(\triangle_i)$ for each $i$ and $\triangle_i \to \{x\}$. Then

$$\lim_{i \to \infty} e(\triangle_i) = 2\pi - L(\Sigma_x),$$

where $e(\triangle_i) := (\text{the sum of the inner angles of } \triangle) - \pi$. 
For a convex function \( \varphi : X \rightarrow R \) we define
\[
X^a(\varphi) := \{ x \in X | \varphi(x) \leq a \} \text{(sublevel set)},
\]
\[
X^{-a}(\varphi) := \{ x \in X | \varphi(x) < a \} \text{(proper sublevel set)}
\]
and
\[
\overline{X^a}(\varphi) := \text{Low}(b) \cap \text{Upp}(a).
\]
We omit \( \varphi \) for convenience.

A subset \( C \) of \( X \) is by definition a totally convex set if and only if any geodesic joining any points in \( C \) is contained entirely in \( C \).

We first state the following basic lemma. The proof is elementary and omitted.

**Lemma 1.1.** Let \( \varphi : X \rightarrow R \) be a convex function. Then the following hold.
1. We have \( X^{-a} \subset \text{Low}(a) \) for every \( a > \inf_X \varphi \).
2. We have \( \overline{X^a} = \overline{X^{-a}} \) for every \( a > \inf_X \varphi \), and hence \( \text{Low}(a) = \text{int}(\overline{X^a}) \).
3. Let \( p \) be an interior of some geodesic \( \gamma : [a,b] \rightarrow X \); then
   (a) If \( p \in \text{Low}(a) \) for some \( a > \inf_X \varphi \), then \( \varphi(p) < a \). Moreover, if \( p \in \text{Low}(a) \), then \( \varphi(p) = \inf_X \varphi \).
   (b) If \( p \in \text{Upp}(a) \) for some \( a > \inf_X \varphi \), then \( \varphi(p) > a \).
   (c) If \( \varphi(p) = a > \inf_X \varphi \), then \( p \in \partial(X^a) \).

The following lemma follows immediately from Lemma 1.1.

**Lemma 1.2.** If \( \varphi : X \rightarrow R \) is a convex function, then \( \text{Low}(a) \) for any \( a > \inf_X \varphi \) is a totally convex set. Hence \( \bigcap_{a > \inf_X \varphi} \text{Low}(a) \) is also a totally convex set if it is nonempty. Moreover if \( \varphi \) has the property that \( \bigcap_{a > \inf_X \varphi} \text{Low}(a) \) has no interior, then \( \bigcap_{a > \inf_X \varphi} \text{Low}(a) \) is either a straight line, a ray, a closed geodesic, a geodesic segment, a point, or an empty set.

2. **Examples**

**Example 2.1** (Flat cone). Let \( X \subset R^3 \) be a flat cone over a plane circle \( S^1 \) of length \( < 2\pi \) at the origin \( o \) of \( R^3 \). Then \( X \) is an Alexandrov surface of \( \text{curv}(X) \geq 0 \) and the tangent cone \( (K(S_o), o) \) at \( o \) is isometric to \( X \).

We define a function \( \varphi : X \rightarrow R \) by \( \varphi(x) := |x| \) for \( x \in X - \{o\} \) and \( \varphi(o) := b > 0 \). Then \( \varphi \) is a (locally nonconstant) convex function.

Assume \( \varphi(o) = b > 0 \). Then \( \varphi \) is not continuous, and the infimum of \( \varphi \) is not attained at \( o \). We see that \( \partial(X^a) \) for any \( a > \inf \varphi \) is a circle \( S(o; a) = \{ p \in X | |p| = a \} \) and that \( \partial X^a = \partial(X^a) \cup \{o\} \) for any \( a \in (0, b) \).

**Example 2.2** (Otsu-Shioya; see [11], pp. 632, 633). Let \( X_n \subset R^3 \) be a compact convex polyhedron with \( 4 \cdot 3^n \)-faces and \( v_n \)-vertices such that for every \( n = 0, 1, 2, \ldots \) (1) all the vertices of \( X_n \) are those of \( X_{n+1} \), and (2) \( v_{n+1} - v_n = 4 \cdot 3^n \). Then the Hausdorff limit \( X \) of \( \{X_n\}_{n=0,1,2,\ldots} \) is a compact Alexandrov surface with \( \text{curv}(X) \geq 0 \). The singular set of \( X \) is the union of all the vertices of the \( X_n \) and is dense on \( X \) (see [11], pp. 632, 633).

Let \( \varphi_1, \varphi_2 : X \rightarrow R \) be
\[
\varphi_1(x) := \begin{cases} 0 & \text{if } x \text{ is regular}, \\ 1 & \text{if } x \text{ is singular}. \end{cases}
\]
and
\[ \varphi_2(x) := \begin{cases} 0 & \text{if } x \text{ is regular}, \\ 2^n & \text{if } x \text{ is a vertex of } X_n \setminus X_{n-1}. \end{cases} \]

Then \( \varphi_1 \) and \( \varphi_2 \) are locally nonconstant convex and satisfy the equalities \( \sup_X \varphi_1 = 1 \), \( \sup_X \varphi_2 = \infty \), \( \sup cl \varphi_j = \inf_X \varphi_j = 0 \) \( (j = 1, 2) \), and
\[ X_{\inf \varphi_j} = \bigcap_{a > \inf \varphi_j} \text{Low}(a) = X \]
(see Theorem A).

3. Level sets
Throughout this section let \( \varphi : X \rightarrow R \) be a convex function satisfying (**) .

Let \( a \) be a number such that \( \inf_X \varphi < a < \sup_{cl} \varphi \). Then for every \( x, y \in X^a \) there exists at least one minimal geodesic from \( x \) to \( y \) contained entirely in \( X^a \). Therefore the following definition makes sense.

**Definition 3.1.** A subset \( T'_x \) of \( \Sigma_x \) for \( x \in \partial (X^a) \) \((\inf_X \varphi < a < \sup_{cl} \varphi)\) is defined as follows: \( \xi \in T'_x \) if and only if \( \exp_x t \xi \in X^a \) for some \( t > 0 \) and the geodesic \( \gamma_\xi : [0, t] \rightarrow X \) tangent to \( \xi \) is contained entirely in \( X^a \). We define \( T_x := T'_x \) and call it the tangent directions to \( X^a \) at \( x \).

\( T_x \) determines a subarc of \( \Sigma_x \). We estimate the length \( L(T_x) \) of \( T_x \) as follows and the proof is omitted.

**Lemma 3.2.** If \( x \in X \) is in \( \partial (X^a) \) for some \( a \in (\inf_X \varphi, \sup_{cl} \varphi) \), then
\[ 0 < L(T_x) \leq L(\Sigma_x) - \pi. \]

**Remark 3.3.** If there exists a point \( x \in X \) such that \( L(\Sigma_x) \leq \pi \), then it follows from the previous lemma that \( x \) does not belong to \( \partial (X^a) = \partial \text{Low}(a) = \partial \text{Upp}(a) \) for any \( a \in (\inf_X \varphi, \sup_{cl} \varphi) \). Therefore we have either
\[ x \in \bigcap_{a > \inf_X \varphi} \text{Low}(a) \text{ or } x \in \bigcap_{\inf_X \varphi < a < \sup_{cl} \varphi} \text{Upp}(a). \]

From the corollary to Theorems B, C and D, which will be proved later, we observe that
\[ \bigcap_{\inf_X \varphi < a < \sup_{cl} \varphi} \text{Upp}(a) = \emptyset \]
for any convex function on \( X \). Thus for a point \( x \) such that \( L(\Sigma_x) \leq \pi \) we observe
\[ x \in \bigcap_{a > \inf_X \varphi} \text{Low}(a). \]

**Proof of Theorem B.** We assert that for every fixed \( x \in \partial (X^a) \) there is a disk neighborhood \( B(x; r) \) for some sufficiently small \( r > 0 \) such that \( B(x; r) \cap \partial (X^a) \) is a Jordan curve. Once this is established, the properness of the \( a \)-level set is clear. Let \( v^l \) and \( v^r \) be two directions which bound the tangent directions \( T_x \) at \( x \) on the right-hand and left-hand sides respectively. We choose a direction \( w \notin T_x \) such that \( \angle (v^r, w), \angle (v^l, w) > \pi / 2 - \zeta \) for a sufficiently small \( \zeta > 0 \) and that there exists a
geodesic $\gamma_w$ tangent to $w$ at $x$, i.e., $\dot{\gamma}(0) = v$. Take a point $p$ from the interiors of $\gamma_w$ close to $x$ so that $p$ is contained in a disk neighborhood around $x$. Then $p \in Upp(a)$.

There exist two points $x^r$ and $x^l$ in $\partial(\bar{X}^n)$ sufficiently close to $x$ such that

\[(b.1) \quad \angle((x^r\dot{v})(0), v^r), \angle((x^l\dot{v})(0), v^l) < \frac{\zeta}{100},\]

where $\dot{}$ represents the initial tangent, and

\[(b.2) \quad x^r, x^l \in B(p; \frac{101}{100}d(p, x)).\]

We only discuss the case for the right-hand side. The right-hand side of the desired Jordan curve $\lambda_a : [0, 1] \longrightarrow B(x; r) \cap \partial(\bar{X}^n)$ is constructed as follows. We put $\lambda_a(0) := x$ and $\lambda_a(1) := x^r$. Then we get a minimal geodesic,

$$P_1 := \lambda_a(0)\lambda_a(1).$$

The sequence $\{P_n\}$ of broken geodesic segments is constructed inductively. Let $m_k^n$ denote a dyadic number $k \cdot (1/2)^n$ in $[0, 1]$. For the broken geodesic segment

$$P_n = \bigcup_{1 \leq k < 1 + 2^n} \lambda_a(m_{k-1}^{n-1})\lambda_a(m_k^{n-1}) \quad (n \geq 1)$$

in $\bar{X}^n$ we construct the broken geodesic segment $P_{n+1}$ as follows. Let $z(m_{2k-1}^{n-1})$ be a middle point of the minimal geodesic $\lambda_a(m_{k-1}^{n-1})\lambda_a(m_k^{n-1})$. Because

$$\lambda_a(m_{k-1}^{n-1})\lambda_a(m_k^{n-1}) \subset \bar{X}^n,$$

we get a point $\lambda_a(m_{2k-1}^{n-1}) := pz(m_{2k-1}^{n-1}) \cap \partial(\bar{X}^n)$. The broken geodesic segment $P_{n+1}$ is defined by

$$P_{n+1} := \bigcup_{1 \leq k < 1 + 2^n} \lambda_a(m_{k-1}^n)\lambda_a(m_k^n).$$

Letting $n \rightarrow \infty$, any rational number in $[0, 1]$ corresponds to a unique point on $\partial(\bar{X}^n)$. Therefore such a sequence $\{P_n\}$ of broken geodesic segments converges to a curve $\lambda_a : [0, 1] \longrightarrow \partial(\bar{X}^n)$ joining $x = \lambda_a(0)$ to $x^r = \lambda_a(1)$.

The same construction for the left-hand side similarly yields a certain curve $\lambda_a : [-1, 0] \longrightarrow \partial(\bar{X}^n)$ joining $x^l = \lambda_a(-1)$ to $\lambda_a(0) = x$. From the inequality (b.1), the two curve together form the desired curve $\lambda_a : [-1, 1] \longrightarrow \partial(\bar{X}^n)$ such that $\lambda_a(0) = x$.

To complete the proof, we now show that there is no other structure of $\partial(\bar{X}^n)$ around $x$ except $\lambda_a([-1, 1])$. Take a disk neighborhood $B(x; r)$ for a sufficiently small $r > 0$ such that $B(x; r)$ is divided into two disk domains by $\lambda_a([-1, 1])$. Then, by the total convexity of $Low(a)$, one of the components of $B(x; r) \setminus \lambda_a([-1, 1])$ consists of points on $Low(a)$, and necessarily, the other one consists of points on $Upp(a)$. Thus the proof is complete.

**Proposition 3.4.** The following statements are true.

1. We have $\partial(n) \cap \partial(\bar{X}^n) = \emptyset$ for every $a, b$ with $\inf X \varphi < a < b < \sup cl \varphi$.
2. If $x \in \partial(\bar{X}^n)$ for some $a \in (\inf X \varphi, \sup cl \varphi)$, then $x \in Low(a + \varepsilon)$ for all $\varepsilon > 0$.
3. $\bar{X}^n$ is a totally convex set with interior for every $a \in (\inf X \varphi, \sup cl \varphi)$.  


4. If \( \inf_X \varphi < a < \sup_{cl} \varphi \), then for every \( x \in \overline{X}_a^b \) there exists a unique number \( c \in [a, b] \) such that \( x \in \partial(\overline{X}^c) \).
5. We have for any \( x \in \partial(\overline{X}^a) \) (a > \( \inf_X \varphi \)) and for any geodesic \( \gamma : [a, b] \rightarrow X \)
\( \lim_{t \rightarrow a} \varphi \circ \gamma(t) = a \).
6. If \( p \in \partial(\overline{X}^a) \) for some \( a \geq \inf_X \varphi \) is an interior of some geodesic \( \gamma \), then \( \varphi(p) = a \).
7. Let \( a \in (\inf_X \varphi, \sup_{cl} \varphi) \). Then for given \( \varepsilon > 0 \) and for a bounded domain \( A \)
with \( \partial(\overline{X}^a) \cap A \neq \emptyset \) there exists a \( \delta > 0 \) such that if \( |t - a| < \delta \), then \( B(\partial(\overline{X}^a); \varepsilon) \cap A \supset \partial(\overline{X}^a) \cap A \).

**Remark 3.5** (the continuous reconstruction of \( \varphi \)). It turns out from Propositions 3.4 (1)-(6) that we can reconstruct a (discontinuous) convex function \( \varphi : X \rightarrow R \) to be continuous as follows. Let \( b \in (\inf_X \varphi, \sup_{cl} \varphi) \). We define a map \( \bar{\varphi} : \overline{X}^a \rightarrow R \) by
\[
\bar{\varphi}(x) = \begin{cases} 
    c & \text{if } x \in \partial(\overline{X}^c) \text{ for some } c \in (\inf_X \varphi, b], \\
    \inf_X \varphi & \text{if } x \in \bigcap_{a > \inf_X \varphi} \text{Low}(a).
\end{cases}
\]
Then \( \bar{\varphi} \) is a continuous convex function on \( \overline{X}^a \), and \( \bar{\varphi}|_{\overline{X}^a - J} = \varphi|_{\overline{X}^a - J} \), where \( J := \{ \text{all points at which the values of } \varphi \text{ are jumping up} \} \).

For a regular point \( x \) in \( \hat{S}_X \) we define
\[
\Sigma_x^\pm := \{ \xi \in \Sigma_x \mid \text{there exist geodesics } \gamma_\xi \text{ and } \gamma_{-\xi} \text{ tangent to } \xi \text{ and } -\xi \text{ respectively} \}.
\]
Then \( \Sigma_x^\pm \) is of full measure in \( \Sigma_x \). Fix a \( \xi \in \Sigma_x^\pm \). Then the join \( \gamma_\xi \ast \gamma_{-\xi} \) of \( \gamma_\xi \) and \( \gamma_{-\xi} \) at \( x \) is not a geodesic but \( \gamma_\xi \ast \gamma_{-\xi} \) behaves like a geodesic in the sense that \( \bar{\varphi} \circ (\gamma_\xi \ast \gamma_{-\xi}) \) is still convex. Namely, we have \((\varphi \circ \gamma_{-\xi})'_+(0) \leq (\varphi \circ \gamma_\xi)'_+(0)\), where \( (\cdot)'_+ \) is the right-hand derivative.

**Proof of Proposition 3.4.** (1) Suppose \( \partial(\overline{X}^a) \cap \partial(\overline{X}^b) \neq \emptyset \) for some \( a < b \). We use the same definitions for \( x, p, w \) and \( \zeta \) as in the proof of Theorem B. If such an \( x \) belongs to \( \partial(\overline{X}^a) \cap \partial(\overline{X}^b) \), then there exists a sequence \( \{x_i\} \subset X^{<c} (\subset \text{Low}(a)) \) such that \( x_i \rightarrow x \) as \( i \rightarrow \infty \). Let \( \gamma_i : [0, t_i] \rightarrow X \) for each \( i \) be a minimal geodesic joining \( x_i \) and \( p \). Then \( \gamma_i \) intersects \( \partial(\overline{X}^a) \) and \( \partial(\overline{X}^b) \) at \( \gamma_i(a_i) \) and \( \gamma_i(b_i) \), respectively.

We have from Lemma 1.1 that \( \varphi \circ \gamma_i(a_i) = a \) and \( \varphi \circ \gamma_i(b_i) = b \). Moreover, by the slope inequality, we have for each \( i \)
\[
\frac{b - a}{b_i - a_i} \leq \frac{\varphi(p) - b}{d(\gamma_i(b_i), p)}.
\]
By Theorem B, it holds that \( \gamma_i(a_i), \gamma_i(b_i) \rightarrow x \) as \( i \rightarrow \infty \). Thus a contradiction is obtained with
\[
\lim \inf_{i \rightarrow \infty} \frac{b - a}{b_i - a_i} = +\infty.
\]
(2) This follows from (1).
(3) This can be obtained directly from (2).
(4) We set for \( x \in \overline{Upp}(a) \cap \text{Low}(b) \)
\[
S_x := \sup \{ a \mid x \in \overline{Upp}(a) \}, \quad I_x := \inf \{ a \mid x \in \text{Low}(a) \}.
\]
Because \( \text{Low}(a) \cap \text{Upp}(a) = \emptyset \) for any \( a \geq \inf_X \varphi \) and because \( \text{Low}(a) \) and \( \text{Upp}(a) \) are monotone increasing and monotone decreasing, respectively, we have \( c := S_x = L_x \). Thus \( x \in \partial(\overline{X}) \). The uniqueness of such a \( c \) follows from Proposition 3.4 (1).

(5) This follows from (4).

(6) This follows from (1).

(7) Suppose that there exists \( \varepsilon_0 > 0 \) such that \( B(\partial(\overline{X}); \varepsilon_0) \cap A \neq \partial(\overline{X}^{a+\delta}) \cap A \) (or \( \partial(\overline{X}^{a-\delta}) \cap A \)) for any \( \delta > 0 \). Then there exist a sequence \( \{z_i\} \) of points in \( A \) and a sequence \( \{\delta_i\} \) of positive numbers such that \( z_i \to z \in \overline{A} \) as \( i \to \infty \) and such that \( z_i \) lies on the \((a + \delta_i)\)-level (or \((a - \delta_i)\)-level) and \( \delta_i \to 0 \) as \( i \to \infty \). Clearly,

\[
\lim_{i \to \infty} d(z_i, \partial(\overline{X})) = \inf_{i} d(z_i, \partial(\overline{X})) \geq \varepsilon_0.
\]

However, from Remark 3.5, we have \( \lim_{i \to \infty} \varphi(z_i) = \varphi(z) = a \), where \( \varphi \) is the continuous reconstruction of \( \varphi \). Hence \( z \in \partial(\overline{X}) \), a contradiction.

**Proof of Theorem C.** Suppose that \( \partial(\overline{X}) \) for some \( c \in (a, \sup_{\partial X} \varphi) \) is noncompact. Then there exists a sequence \( \{q_i\} \) in \( \partial(\overline{X}) \) such that \( \varphi(q_i) = c \) and \( d(q_i, \partial(\overline{X})) \to \infty \) as \( i \to \infty \).

Because \( \partial(\overline{X}) \) is compact, there exists a sufficiently small positive number \( \delta \) such that \( \partial(\overline{X}^{a+\delta}) \) is compact. Choose a point \( p \in \partial(\overline{X}) \) such that \( \varphi(p) = a \) and a minimal geodesic \( \sigma_i : [0, l_i] \to X \) joining \( p \) to \( q_i \) for each \( i \). Then we find a point \( r_i \in \partial(\overline{X}^{a+\delta}) \cap \sigma_i \) for each \( i \). It follows from the continuity of \( \varphi \circ \sigma_i : [0, l_i] \to R \) that \( \varphi(r_i) = a + \delta \). By the slope inequality,

\[
d(p, r_i) \geq \frac{\delta}{c - a} \cdot d(p, q_i),
\]

and hence \( d(p, r_i) \to \infty \) as \( i \to \infty \), a contradiction.

**Proposition 3.6.** The following assertions hold.

1. The \( a \)-level set \( \partial(\overline{X}) \) for every \( a \in (\inf_X \varphi, \sup_{\partial X} \varphi) \) is a rectifiable curve.

2. Assume that a sequence \( \{C_i : [0, 1] \to \partial(\overline{X})\}_{i=1}^\infty \) of curves in \( c_i \)-level converges pointwise to a curve \( C : [0, 1] \to \partial(\overline{X}^{\infty}) \) in the \( c_0 \)-level set, where \( c_i \in (\inf_X \varphi, \sup_{\partial X} \varphi) \) for all \( i = 0, 1, \cdots \). Then

\[
\lim_{i \to \infty} \mathcal{L}(C_i) = \mathcal{L}(C).
\]

**Proof.** (1) Let \( \lambda_a : [0, 1] \to \partial(\overline{X}) \) be the same as in Theorem B. At each \( t \in (0, 1) \) this \( \lambda_a \) has the left-tangent \( -\dot{\lambda}_a(t) \) and the right-tangent \( +\dot{\lambda}_a(t) \). Define for \( t \in (0, 1) \)

\[
\theta_a^\pm(t) := \min \{\angle_{\lambda_a(t)}(\pm\dot{\lambda}_a(t), \dot{\lambda}_a(t)\lambda_a(0))\},
\]

where minimum is taken over all minimal geodesics from \( \lambda_a(t) \) to \( \lambda_a(0) \). We assert that

\[
\lim_{t \to 0^+} \theta_a^-(t) = 0.
\]

In fact, the Toponogov comparison theorem and Lemma 3.2 imply the above assertion. In particular, for \( x = \lambda_a(0) \in \partial(\overline{X}) \) and for \( \delta \in (0, \pi/2) \) there exists \( \nu = \nu(x, \delta) > 0 \) such that

\[
\theta_a^-(t) \leq \frac{\pi}{2} - \delta
\]
The following Lemma 3.7 implies that if we put \( \rho \) in Lemma 3.2.

Proof. Assume that the sequence \( \lambda^i \) for each \( t \in [0, \psi, c_0 + \psi] \), \( x(t) \) lies on \( t \)-level set. We may assume \( \lambda^i \) for all \( i \) for every \( \nu \) can find a positive number \( \delta \) such that for every \( \theta \), \( \lambda^i(0) = \nu(\psi, c_0)(\nu(i)) \rightarrow \partial(\partial \psi, \nu, c_0(\nu(i))) \) and \( \theta^{-\nu}(s) \leq \pi/2 - \delta \) for every \( s \in [0, \nu, c_0(\nu(i))] \).

The following Lemma 3.7 implies that if we put \( \rho := \inf_{0 \leq \rho, c_0(\nu(i))} \), then the integrand in (3.6.2) converges to \( 1/\cos \theta^{-\nu}(s) \) almost everywhere \( s \in [0, \rho] \). Thus the bounded convergence theorem implies that

\[
\lim_{t \to -\infty} L(C_i \cap B(x([c_0 - \psi, c_0 + \psi]); \rho)) = L(C \cap B(x([c_0 - \psi, c_0 + \psi]); \rho)),
\]

that is, the validity of assertion (2) is demonstrated locally around the base line \( x \).

The global parameterization of each \( C_i \) with its initial point \( x(c_1) \) is easily obtained, and \( \lim_{t \to -\infty} L(C_i) = L(C) \) is established. We now proceed to the statement and proof of Lemma 3.7.

**Lemma 3.7.** With the above notation, the following hold.

1. If we set \( C^\beta_{0} := \{ x \in \partial(\partial \psi, \nu, \sup_{c_0(\nu(i))} \} \) for every \( \beta \in (0, \pi) \), then \( C^\beta_{0} \cap K \) contains at most finitely many elements for every compact set \( K \).

2. Let \( \lambda^i_{0}(s_0) \) satisfy the equality \( L(T_{\lambda^i_{0}}(s_0)) = \pi \) and the condition that there exists only one minimal geodesic from \( \lambda^i_{0}(s_0) \) to \( \lambda^i_{0}(0) \). If there exists a sequence \( \{ \lambda^i_{0}(s_0) \} \in \pi \) of points on the \( c_i \)-level set with \( c_1 \in [a, b] \) such that \( \lambda^i_{c_i}(s_0) \) as \( i \to -\infty \), then

\[
\lim_{i \to -\infty} \theta^i_{c_i}(s_0) = \theta^i_{c_0}(s_0).
\]

3. \( \inf_{0 \leq \rho, c_0(\nu(i))} \) for every \( \delta \in (0, \pi/2) \).

**Proof.** The first statement follows from the Toponogov comparison theorem and Lemma 3.2.

The first step of the proof of (2) is to show that \( \lim_{i \to -\infty} L(T_{\lambda^i_{0}}(s_0)) = \pi = L(T_{\lambda^i_{0}}(s_0)) \). We put \( \lambda^i := \lambda^i_{0}(s_0) \) for \( i = 0, 1, \ldots \) for convenience. Since \( L(T_{\lambda^i}) \leq \pi \) for each \( i \), \( \limsup_{i \to -\infty} L(T_{\lambda^i}) \leq \pi \). Suppose that \( \liminf_{i \to -\infty} L(T_{\lambda^i}) < \pi \). We may assume that the sequence \( \{ \lambda^i \}_{i=1}^{\infty} \) realizes the above limit-infimum. Set

\[
\lim(T_{\lambda^i}) := \{ \xi \in T_{\lambda^i} \mid \text{there exists a sequence } \{ \xi_i \} \text{ with } \xi_i \in T_{\lambda^i} \text{ such that } \gamma_{\xi_i} \to \gamma_{\xi} \text{ as } i \to -\infty \},
\]
where $\gamma_{\xi_i}$ and $\gamma_{\xi}$ are the geodesics tangent to $\xi_i$ and $\xi$ respectively. Then we have

$$Diam(Lim(T_{\lambda_i})) \leq \liminf_{i \to \infty} L(T_{\lambda_i}) < \pi = L(T_{\lambda_0}) = Diam(T_{\lambda_0}).$$

Hence we can choose a direction $v$ from int($T_{\lambda_0}) \setminus Lim(T_{\lambda_i}).$ Take a point $z$ sufficiently close to $\lambda_0$ from the interior of the geodesic $\gamma_v$ tangent to $v.$ Then it follows from Fact 0 that an arbitrary sequence $\{\lambda_i z\}$ of minimal geodesics converges to $\gamma_v.$ Hence $(\lambda_i z) \in T_{\lambda_0}$ for all sufficiently large $i,$ where $(\lambda_i z)$ is the initial tangent. Thus we obtain $v \in Lim(T_{\lambda_0}),$ a contradiction. Therefore $\lim_{i \to \infty} L(T_{\lambda_i}) = \pi = L(T_{\lambda_0}).$

The second step of the proof of (2) is to show $\lim_{i \to \infty} \theta^+_c(s_i) = \theta^+_c(s_0).$ Suppose that $\lim_{i \to \infty} \theta^+_c(s_i) \neq \theta^+_c(s_0).$ Then we observe that $\lim \sup_{i \to \infty} \theta^-_c(s_i) < \theta^-_c(s_0)$ or $\lim \sup_{i \to \infty} \theta^+_c(s_i) < \theta^+_c(s_0),$ since $\lim_{i \to \infty} (\theta^+_c(s_i) + \theta^-_c(s_i)) = \pi.$ Here we suppose that $\lim \sup_{i \to \infty} \theta^+_c(s_i) < \theta^+_c(s_0).$ Then the same argument as in the first step leads us to a contradiction.

Finally, it follows from (2) that

$$\liminf_{i \to \infty} \rho_c(\nu(i)) \geq \rho_c(\nu(0)) > 0,$$

demonstrating assertion (3).

We need Lemmas 3.8-3.10 for the proof of Theorem D. Let $\partial(\bar{X}^a)$ be compact for some $a \in (\inf X \varphi, \sup X \varphi).$ Then choose two distinct points $p_1$ and $p_2$ in $\partial(\bar{X}^b)$ $(\inf X \varphi < a < b < \sup X \varphi).$ Let $\sigma_1,$ $\sigma_2 : [0, b - a] \rightarrow X$ be two minimal geodesics such that $L(\sigma_i) = d(p_i, \partial(\bar{X}^a))$ for $i = 1, 2,$ parameterized by $\sigma_i(h) \in \partial(\bar{X}^{a+b}).$

**Lemma 3.8.** With the above notation, if $l(h) := d(\sigma_1(h), \sigma_2(h))$ and $d_h := d(\sigma_1(0), \sigma_2(h)),$ then

$$\liminf_{h \downarrow 0} \frac{l(h) - l(0)}{d_h} \geq 0.$$

**Proof.** Suppose that there exists a constant $0 < c < 1$ such that

$$\liminf_{h \downarrow 0} \frac{l(h) - l(0)}{d_h} \leq -c.$$

Then there exists a strictly decreasing sequence $\{h_j\}$ satisfying $h_j \downarrow 0$ as $j \rightarrow \infty,$ such that for each $j$

$$\frac{l(h_j) - l(0)}{d_{h_j}} < -c^2.$$

Hence for each $j$

$$l(0) - l(h_j) > c^2 d_{h_j}.$$ (3.8.1)

Let $\tau_j : [0, l(h_j)] \rightarrow X$ be a minimal geodesic such that $\tau_j(0) = \sigma_1(h_j),$ $\tau_j(l(h_j)) = \sigma_2(h_j)$ for each $j.$ Then the sequence $\{\tau_j\}$ converges to a minimal geodesic $\tau : [0, l(0)] \rightarrow X$ joining $\sigma_1(0)$ to $\sigma_2(0).$ Clearly we have

$$\angle_{\sigma_1(0)}(\sigma_1, \tau), \angle_{\sigma_2(0)}(\sigma_2, \tau^{-1}) \geq \frac{\pi}{2},$$ (3.8.2)

where $\tau^{-1}$ is the minimal geodesic of direction opposite to that of $\tau.$ It follows from the inequality (3.8.1) that for each $j$ we can take a point $q_j$ on the minimal geodesic $\tau$ such that

$$d(\sigma_2(0), q_j) = l(h_j),$$

and
and hence
\begin{equation}
(3.8.3) \quad d(\sigma_1(0), q_j) > c^2 d_{h_j}.
\end{equation}
Because \( \tau_j \to \tau \) as \( j \to \infty \), and because \( \angle_{\sigma_2(0)}(\sigma_2, \tau) \geq \frac{\pi}{2} \), there exists a sequence \( \{\sigma_1(h_j), q_j\} \) of minimal geodesics such that
\[
\limsup_{j \to \infty} \angle_{\sigma_1(h_j)} q_j \sigma_2(0) \leq \frac{\pi}{2}.
\]
Then from \( \angle_{\sigma_1(h_j)} q_j \sigma_2(0) + \angle_{\sigma_1(h_j)} q_j \sigma_1(0) = \pi \) for each \( j \), we have
\begin{equation}
(3.8.4) \quad \liminf_{j \to \infty} \angle_{\sigma_1(h_j)} q_j \sigma_1(0) \geq \frac{\pi}{2}.
\end{equation}
We see that the sequence \( \{\triangle_{\sigma_1(h_j)} q_j \sigma_1(0)\} \) of geodesic triangles converges to a non-degenerate flat triangle in the tangent cone \( K(\Sigma_{\sigma_1(0)}) \) via \( 1/d_{h_j} \)-scaling. In particular we have \( \angle_{q_j \sigma_1(h_j)} \sigma_1(0) = 0 \). This is a contradiction.

A closed convex set \( A \) in a Riemannian manifold admits a tubular neighborhood \( U \) such that the distance function to \( A \) is \( C^1 \)-differentiable on \( U \setminus A \) (see [6], Proposition 1.2). However, this is not true in our case, because the cut locus \( Cut(\partial(\Sigma)) \) to \( \partial(\Sigma) \) may have a sequence of points converging to a point on \( \partial(\Sigma) \). Now, let \( \Gamma(q; a) \) for \( q \in X \) and \( a \in (\text{inf}_X \varphi; \text{sup}_cl \varphi) \) denote the set of all minimal geodesics from \( q \) to \( X \). Assume that there exists for some \( p \) in the \( a \)-level set \( (\text{inf}_X \varphi < a < \text{sup}_cl \varphi) \) a 1-parameter family \( \{\triangle_h = \triangle(q_h, r_h, s_h)\}_{h \geq 0} \) of geodesic triangles each member of which has the vertices \( q_h, r_h \) and \( s_h \) such that
\begin{enumerate}
\item there exist two elements \( \sigma_{1,h}, \sigma_{2,h} \) in \( \Gamma(q_h; a) \) such that \( r_h = \sigma_{1,h} \cap \Sigma^a \), \( s_h = \sigma_{2,h} \cap \Sigma^a \),
\item \( p \in \text{int}\triangle_h \), and
\item \( \triangle_h \to \{p\} \) as \( h \downarrow 0 \).
\end{enumerate}
Set \( \theta(h) := \angle_{q_h}(\sigma_{1,h}, \sigma_{2,h}) \). Then from Fact 6 we have
\[
\limsup_{h \downarrow 0} \theta(h) \leq 2\pi - L(\Sigma_p) \leq \pi - L(T_p).
\]
Thus if \( p \) is a regular point, then \( \lim_{h \downarrow 0} d(r_h, s_h)/d(q_h, r_h) = 0 \). Otherwise, if \( p \in r_h s_h \) for every sufficiently small \( h > 0 \), then \( \lim_{h \downarrow 0} \theta(h) = 0 \), and hence \( \lim_{h \downarrow 0} d(r_h, s_h)/d(q_h, r_h) = 0 \). When such a \( p \) is singular, the following lemma holds.

**Lemma 3.9.** Assume that \( p \in \partial(\Sigma^a) \) is a singular point. If there exists a 1-parameter family \( \{\triangle_h\}_{h > 0} \) of geodesic triangles satisfying (1)-(3) above, then
\[
\limsup_{h \downarrow 0} \theta(h) = 0,
\]
and hence
\[
\lim_{h \downarrow 0} d(r_h, s_h)/d(q_h, r_h) = 0.
\]

**Proof.** It is clear that \( p \) is an accumulation point of cut points to \( \Sigma^a \) (for details, see [14]). Hence there exists a Jordan curve \( m : [0, 1] \to Cut(\Sigma^a) \cup \{p\} \) such that \( q_h \in m([0, 1]) \) for a sufficiently small \( h > 0 \) and such that \( p = m(0), m((0, 1]) \subset \)
\( \text{Cut}(\overline{X^n}) \). We assume \( q_h = m(h) \). According to Lemma 2.1 in [14], \( m \) has the right-tangent \( +\dot{m}(0) \) at \( p = m(0) \) and

\[
\lim_{h \to 0} (pm'(h)) = +\dot{m}(0).
\]

Then we have \( +\dot{m}(0) \not\in \text{int}(T_p) \). Letting \( \{v_{p}^{r}, v_{p}^{l}\} = \partial T_p \), we have from Lemma 3.2

\[
\angle (+\dot{m}(0), v_{p}^{r}) \geq \frac{\pi}{2} \text{ or } \angle (+\dot{m}(0), v_{p}^{l}) \geq \frac{\pi}{2}.
\]

For \( i = 1, 2 \) and \( h > 0 \), let \( \xi_{i,h} \) be a minimal geodesic joining \( \sigma_{i,h} \cap \overline{X^n} \) to \( p \) and \( \Delta_{i,h} \) a geodesic triangle surrounded by \( \sigma_{i,h}, pm(h) \) and \( \xi_{i,h} \). Here we suppose that

\[
\angle_{m(h)}(\sigma_{i,h}, \sigma_{2,h}) = \max \{\angle_{m(h)}(\gamma, \sigma)|\gamma, \sigma \in \Gamma(m(h); a)\} \text{ and that } \lim_{h \to 0} \xi_{1,h} = v_{p}^{l}, \lim_{h \to 0} \xi_{2,h} = v_{p}^{r}.
\]

Suppose that

\[
\angle_{\sigma_p}(+\dot{m}(0), v_{p}^{r}) = \lim_{h \to 0} \angle_{\sigma_p}((pm'(h)), \xi_{1,h}) \geq \pi/2.
\]

Then we conclude from Fact 5 that \( \Delta_{1,h} \) tends to a flat triangle on \( K(\Sigma_p) \) by the 1/d\( (m(h), p) \)-scaling as \( h \to 0 \). Thus we have

\[
\lim_{h \to 0} \angle_{\sigma_p}(+\dot{m}(0), \xi_{1,h}) = \angle_{\sigma_p}(+\dot{m}(0), v_{p}^{r}) = \pi/2.
\]

By the same reasoning, we have \( \angle_{\sigma_p}(+\dot{m}(0), v_{p}^{l}) = \pi/2 \). Therefore \( \limsup_{h \to 0} \theta(h) \leq \lim_{h \to 0} \angle(\sigma_{1,h}, \sigma_{2,h}) = 0. \)

With the same notation as in the proof of Theorem B, we prove

**Lemma 3.10.** Let \( x = \lambda_0(0) \in \partial(\overline{X^n}) \) satisfy \( L(T_x) > \pi - \delta \) for a small \( \delta > 0 \). Then

\[
1 \leq \liminf_{s \to 0^{-}, t \to 0^{+}} \frac{L(\lambda_{a}|_{[s,t]})}{d(\lambda_{a}(s), \lambda_{a}(t))} \leq \limsup_{s \to 0^{-}, t \to 0^{+}} \frac{L(\lambda_{a}|_{[s,t]})}{d(\lambda_{a}(s), \lambda_{a}(t))} \leq \frac{1}{\cos(\delta/2)}.
\]

**Proof.** It suffices to prove \( \limsup_{s \to 0^{-}, t \to 0^{+}} \frac{L(\lambda_{a}|_{[s,t]})}{d(\lambda_{a}(s), \lambda_{a}(t))} \leq 1/\cos(\delta/2) \).

By taking a suitable scaling, we see that a region which is surrounded by \( \lambda_{a}(s, t) \) and a minimal geodesic from \( \lambda_{a}(s) \) to \( \lambda_{a}(t) \) tends to a triangle \( \triangle \) on \( (K(\Sigma_x), o_x) \) such that the angle at \( o_x \) is greater than \( \pi - \delta \) and such that the edge opposite to \( o_x \) is 1. Then

\[
\limsup_{s \to 0^{-}, t \to 0^{+}} \frac{L(\lambda_{a}|_{[s,t]})}{d(\lambda_{a}(s), \lambda_{a}(t))} \leq \frac{1}{\cos(\delta/2)}.
\]

**Proof of Theorem D.** We prove that for every \( b \in [a, \sup_{\varphi} \varphi) \)

\[
\liminf_{h \to 0} \frac{L(\partial(\overline{X^{b+h}})) - L(\partial(\overline{X^{b}}))}{M_h} \geq 0,
\]

where \( M_h := \max\{d(x, \partial(\overline{X^{b}}))|x \in \partial(\overline{X^{b+h}})\} \).

For any \( h > 0 \) with \( b + h < \sup_{\varphi} \varphi \) let \( \pi^h : \partial(\overline{X^{b+h}}) \to \overline{X^n} \) satisfy \( d(x, \pi^h(x)) = d(x, \overline{X^n}) \). From Proposition 3.4 (7) we conclude that there exist for every \( h > 0 \) an integer \( N_h \) and a positive \( \varepsilon_h \) such that

\[
L(\partial(\overline{X^{b}})) - \sum_{j=1}^{N_h} d(\pi^h(x_j^h), \pi^h(x_{j+1}^h)) < \varepsilon_h,
\]
where \( \{x^h_j\} \) is a partition of \( \partial (X^{b+h}) \) such that \( N_h \to \infty, \varepsilon_h \to 0 \) as \( h \downarrow 0 \). Put

\[
c_{j,h} := \frac{d(x^h_j, x^h_{j+1}) - d(x^h_j, x^h_{j+1})}{M_h}.
\]

Then the inequality \( \liminf_{h \downarrow 0} c_{j,h} \geq 0 \) for each \( j \) follows from Lemma 3.8. Therefore

\[
\liminf_{h \downarrow 0} \frac{L(b + h) - L(b)}{M_h} = \liminf_{h \downarrow 0} \sum_{j=1}^{N_h} c_{j,h} - \limsup_{h \downarrow 0} \frac{\varepsilon_h}{M_h} \geq \sum_{j=1}^{\infty} \liminf_{h \downarrow 0} c_{j,h} - \limsup_{h \downarrow 0} \frac{\varepsilon_h}{M_h} \geq - \limsup_{h \downarrow 0} \frac{\varepsilon_h}{M_h}.
\]

Lemmas 3.9 and 3.10 imply that \( \limsup_{h \downarrow 0} \varepsilon_h/M_h = 0 \). This proves the monotone property of \( L \). The continuity of \( L \) follows from Proposition 3.6.

**Proof of corollary to B, C and D.** (1) Suppose that there is a noncompact level \( \partial (X^b) \) with \( b \in (\inf X \varphi, \sup \varphi) \). Then \( b < a \) follows from Theorem C. Define

\[
b_0 := \sup \{ b | \partial (X^b) \text{ is noncompact} \}.
\]

Choose a strictly decreasing sequence \( \{\varepsilon_j\} \) such that \( \varepsilon_j \downarrow 0 \) as \( j \to \infty \). Let \( \{C^1_j, \cdots, C^j_{n(j)}\} \) be the collection of components of \( \partial (X^{b_0 + \varepsilon_j}) \), where \( n(j) \) is the number of components of \( \partial (X^{b_0 + \varepsilon_j}) \). Then, by the convexity of \( \varphi \), we have \( n(j + 1) \leq n(j) \) for all \( j \). Thus

\[
\max_{1 \leq i \leq n(j)} (\text{diameter of } C^j_i) \to \infty \text{ as } j \to \infty.
\]

Also,

\[
\max_{1 \leq i \leq n(j)} (\text{length of } C^j_i) \geq \max_{1 \leq i \leq n(j)} 2 \text{(diameter of } C^j_i)
\]

for each \( j \), which is a contradiction of the monotone non-decreasing property of the length of levels.

(2) Suppose \( \mu := \sup \varphi < \infty \). Fix a point \( p_0 \) on the \( c_0 \)-level set with \( c_0 \in (\inf X \varphi, \mu) \). Then our claim is the following.

**Claim.** There exists a broken geodesic segment \( \gamma \) emanating from \( p_0 \) such that \( \gamma \) intersects the \( t \)-level sets for all \( t \in [c_0, \mu] \) and such that the right-hand derivative \( (\varphi \circ \gamma)'_+ \) at every point on \( \gamma \) is bounded from below by a positive constant.

Assume that the above claim is true. Then \( \gamma \) reaches \( \bigcap \inf X \varphi < a < \mu \) \( \text{Upper}(a) \) after traversing a finite length. Here we choose a strictly increasing sequence \( \{c_i\}_{i=0}^{\infty} \) such that \( c_i \geq c_0 \) \( (\forall i = 0, 1, \cdots) \) and \( \lim_{i \to \infty} c_i = \mu \). Then the Ascoli-Arzelà theorem implies that a subsequence \( \{\partial (X^{c_{i(j)}})\}_{j=0}^{\infty} \) of a sequence of \( c_i \)-level sets intersecting \( \gamma \) converges to a curve \( C \) lying on \( \bigcap \inf X \varphi < a < \mu \) \( \text{Upper}(a) \). Moreover, by Theorems C and D, the length of \( \partial (X^{c_{i(j)}}) \) is non-decreasing when \( j \to \infty \). Hence \( C \) is a non-trivial curve. Then take a point \( r \in C \) and a small disk neighborhood \( U_r \) around \( r \) such that \( U_r \) is divided by \( C \) into two disjoint disk domains \( U^1_r \) and \( U^2_r \). From the definition of \( \text{Upper}(a) \), we observe that \( \bigcap \inf X \varphi < a < \mu \) \( \text{Upper}(a) \) has no interior. Thus for every small \( \varepsilon > 0 \) we can find the \( (\mu - \varepsilon) \)-level sets close to \( r \) in \( U^1_r \) and \( U^2_r \), respectively. Since \( X^{\mu - \varepsilon} \) is totally convex, this is a contradiction.

We now prove our claim. Here we prove a general property on the directional derivative \( u(\varphi) \) at \( p \in X \) for \( u \in \Sigma_p \). We define \( u(\varphi) := (\varphi \circ \gamma)'_+(0) \), where
γ_u : [0, l_u] → X is a geodesic from p tangent to u. Let u, v be two directions in Σ_p with 0 < ∠(u, v) < diam(Σ_p). Then u and v determine a flat triangle Δ(α_p; u, v) on K(Σ_p) whose edges u and v make an angle ∠(u, v) at α_p and both are of length 1. Let \( w_λ \in \Sigma'_p \) satisfy the condition that a line \( l_{w_λ} \) corresponding to \( w_λ \) divides the edge of \( Δ(α_p; u, v) \) opposite to \( α_p \) by the ratio \( λ : (1 − λ) \) for \( 0 < λ \leq 1 \). Then

\[
(b,c,d.1) \quad w_λ(φ) \leq [(1 − λ)u(φ) + λv(φ)] \cdot \frac{sin(λφ)}{sin(λφ)}.
\]

From (b,c,d.1) we observe that the directional derivative \( ·(φ) : Σ'_p \rightarrow R \) \( (u \mapsto u(φ)) \) has a continuous extension, \( ·(φ) : Σ_p \rightarrow R \). Moreover, for every \( p \in X \) and \( u \in Σ_p \) there exists \( w \in Σ_p \) such that

\[
(b,c,d.2) \quad w(φ) \geq |u(φ)|.
\]

Let \( u_0 \in Σ'_p \) satisfy \( u_0(φ) ≥ δ > 0 \) and \( γ_{u_0} : [0, l_0] \rightarrow X \) be a maximal geodesic tangent to \( u_0 \). Then, by the convexity of \( φ \), we have \( (φ \circ γ_{u_0})_0(l_0) ≥ u_0(φ) ≥ δ \). If \( γ_{u_0}(l_0) \) lies on the \( c_1 \)-level set with \( c_1 < μ \), then using (b,c,d.2) and the continuity of the directional derivative we can find \( u_1 \in Σ_{γ_{u_0}(l_0)} \) such that \( u_1(φ) > δ \), for \( δ > δ \), \( φ \in (0, 1) \). If an endpoint \( γ_{u_1}(l_1) \) of a maximal geodesic \( γ_{u_1} : [0, l_1] \rightarrow X \) tangent to \( u_1 \) is not in \( ∩_{φ < a < μ} Up(a) \), then we can find \( u_2 \in Σ_{γ_{u_1}(l_1)} \) with \( u_2(φ) > δ \) in the same manner as \( u_1 \). Repeating the same procedure, we obtain a broken geodesic segment \( γ := \bigcup u_i \) emanating from \( p_0 \) such that \( (φ \circ γ)_+ > δ \), at all point on \( γ \).

It may happen that an endpoint \( q_0 \) of \( γ \) other than \( p_0 \) is not in \( ∩_{φ < a < μ} Up(a) \). Because \( d(p_0, q_0) \) is no greater than the length of \( γ \), we find a direction \( v_0 \) tangent to a minimal geodesic \( p_0q_0 \) at an interior point of \( p_0q_0 \) such that \( v_0(φ) > δ \). It follows from convexity that \( \|v_0(φ)\| > δ \). Therefore, from (b,c,d.2), we can find \( v_1 \in Σ_{q_0} \) with \( v_1(φ) > δ \), and we proceed as with the \( u_i \). Therefore we see that \( q_0 \in ∩_{φ < a < μ} Up(a) \). This completes the proof.

(3) Suppose that \( X \) is compact. Since \( X = \bigcup_{a > a > φ} \text{Low}(a) \) and because \( \text{Low}(a) \) is monotone increasing, there exists a number \( a_0 \) such that \( X = \text{Low}(a_0) \). Therefore \( X = \overline{X}^{\text{low}} \). Hence \( sup_{c_1} φ < +∞ \), and this contradicts (2).

Proof of Theorem A. From the corollary to Theorems B, C and D, we have \( inf_{X} φ = sup_{c_1} φ \), and hence \( \overline{X}^{\inf} φ = X \). On the other hand, from Lemma 1.1, \( φ(x) = inf_{X} φ \) follows for every \( x \notin \hat{S}_X \).

4. ENDS AND TOPOLOGICAL STRUCTURE

In this section, we discuss a convex function \( φ : X \rightarrow R \) with the property

\[
(***) \quad \bigcap_{a > inf_{X} φ} \text{Low}(a) \text{ has no interior.}
\]

Clearly, (***1) implies that \( inf_{X} φ < sup_{c_1} φ \). First, we prove Theorem E. Then we obtain the corollary to Theorem E, as mentioned in the Introduction. To prove Theorem E, we begin with a discussion of a homotopy deformation of \( \partial(\overline{X}^{c}) \).

Assume that \( \partial(\overline{X}^{c}) (a > inf_{X} φ) \) contains a compact component \( C \). Choose points \( p_0, \ldots, p_m = p_0 \) on \( C \) such that (1) \( φ(p_i) = a \) for all \( i = 0, \ldots, m − 1 \), (2) \( p_i p_{i±1} \) are contained entirely in the disk neighborhood \( U_i \) around \( p_i \), and (3) \( C \subset \bigcup_{i=1}^{m−1} U_i \). Clearly \( φ(C) ≤ a \), and \( C_0 := p_0 p_1 \cup \cdots \cup p_{m−1} p_m \) bounds a convex domain \( D_0 \) which contains sublevels below \( a \). If \( C_0 \) is not a closed geodesic, then
we apply the short-cut principle in a disk neighborhood at each corner of \( C_0 \) whose angle is less than \( \pi \). We then obtain by induction a sequence of decreasing convex domains \( \{ D_N \} \) with boundaries \( C_N \) such that \( C_N \) for each \( N \) is freely homotopic to \( C \) in \( X^\circ \) and \( L(C_N) \) is decreasing in \( N \). Let \( C' \subset \partial(X^\circ) \) be a component of \( \partial(X^\circ) \setminus C \) and fix points \( p \in C, \ p' \in C' \). Then we see that \( pp' \cap C_N \neq \emptyset \) for all \( N \). In particular, \( C_N \) for every \( N \) is contained in the ball centered at \( p \) with the radius \( d(p, p') + L(C) \). Thus the Ascoli-Arzelà theorem implies that \( \{ C_N \} \) converges to a simple closed geodesic \( C_\infty \). Clearly \( \varphi(C_\infty) \) is a constant.

With the above notation we prove

**Lemma 4.1.** There exists a sequence of simple closed geodesics converging to the minimum set of \( \varphi \). Moreover, the limit of this sequence is a simple closed geodesic.

**Proof.** Suppose \( \varphi(C_\infty) := b > \inf_X \varphi \). Then there is a point \( z \in X \) with \( \varphi(z) \in (\inf_X \varphi, b) \). Let \( zy \) be a minimal geodesic from \( z \) to \( C_\infty \) such that \( y \in C_\infty \). Then, applying the short-cut principle to a closed curve \( zy \cup C_\infty \cup yz \) fixing the point \( z \), we obtain a geodesic loop \( \gamma_z \) at \( z \) such that \( \varphi(\gamma_z) \leq b \). Therefore the angle at \( z \) of \( \gamma_z \) is not greater than \( \pi \). If the angle is less than \( \pi \), we obtain a simple closed geodesic by the same procedure. Thus a sequence \( \{ C_N \} \) of simple closed geodesics is obtained in such a way that \( \varphi(C_N) = b_N \) is constant and \( \{ b_N \} \) is decreasing with \( \lim_{N \to \infty} b_N = \inf_X \varphi \). Lemma 1.2 then implies that

\[
C_\infty := \lim_{N \to \infty} C_N = X^{\min_X \varphi} = \bigcap_{a > \inf_X \varphi} \text{Low}(a).
\]

**Proof of Theorem E.** (1) If \( \partial(X^\circ) \) has a compact component, then the infimum of \( \varphi \) is attained, by Lemma 4.1.

If \( \partial(X^\circ) \) is noncompact, it follows from Lemma 4.1 that all the components of \( \partial(X^\circ) \) are noncompact. We choose two components \( E_1 \) and \( E_2 \) of \( \partial(X^\circ) \) and take two points \( p_1 \) and \( p_2 \) from \( E_1 \) and \( E_2 \), respectively. Suppose that there exists a geodesic \( \gamma \) joining \( p_1 \) to \( p_2 \) such that \( \inf_{x \in \gamma} \varphi(x) > \inf_X \varphi \). Then let \( r \in \gamma \) be a point with \( \varphi(r) = \inf_{x \in \gamma} \varphi(x) \). Clearly, \( r \neq p_1, p_2 \) and \( \varphi(r) < a \). Note that \( E_1 \) \( (i = 1, 2) \) is divided by \( p_1 \) into two half lines, \( E_1(+) \) and \( E_1(-) \). We take an open set \( U := \bigcup_{x \in p_1 p_2} U_x \), where \( U_x \) is a small disk neighborhood around \( x \). Put \( S := U \cap X^\circ \). Then \( S \) is a strip, and \( S \setminus p_1 p_2 \) has two components \( S(+) \), \( S(-) \). Here we assume that \( E_1(+) \) bounds \( S(+) \).

Take a point \( s \in S \) such that \( \varphi(s) < \varphi(r) \). Without loss of generality we may assume \( s \in S(-) \). Then every geodesic from \( s \) to every point of \( E(+) \) meets \( \gamma \), because \( S \) is a strip. \( E_1(+) \) is a proper embedding of \( [0, \infty) \). Thus there exists a ray \( \xi : [0, \infty) \to X \) emanating from \( s \) to the infinity of \( E_1(+) \) such that \( \xi \subset X^\circ \) and \( \gamma \) intersects \( \xi \) at a point \( u \). Then by the convexity of \( \varphi \), we have \( \lim_{t \to \infty} \varphi(\xi(t)) = \infty \), a contradiction.

(2) If \( \partial(X^\circ) \) is compact, then this assertion follows from Lemma 4.1. Thus suppose that \( \partial(X^\circ) \) is noncompact. We use the same notation as in the proof of (1). Let \( p \) be a point in the minimum set of \( \varphi \). Since \( E_1(+) \) and \( E_1(-) \) are both proper embeddings of \( [0, \infty) \), we can construct two rays \( \gamma_+, \gamma_- : [0, \infty) \to X \) \( \gamma_+(0) = p \) associated with \( E_1(+) \) and \( E_1(-) \). Then we have \( \gamma_+ \subset X^{\min_X \varphi} \) and \( \gamma_+ \cap \gamma_- = \{ p \} \). Hence we conclude from Lemma 1.2 that \( X^{\min_X \varphi} \) is a straight line.

(3) It follows from previous (2) that every small neighborhood \( N \) of \( X^\circ \) is divided by \( X^\circ \) into exactly two components \( N_1 \) and \( N_2 \). Suppose that the \( b \)-level set has more than two components, let us suppose \( E_1, E_2 \) and \( E_3 \), for some \( b \in (\inf_X \varphi, \infty) \).
Take points $p_1 \in E_1$, $p_2 \in E_2$ and $p_3 \in E_3$. Then from (2) we observe that every geodesic $\gamma_{ij} : [0, t_{ij}] \to X$ from $p_i$ to $p_j$ ($p_i = \gamma_{ij}(0)$) meets $X^\lambda$ at a unique point $p_{ij} := \gamma(s_{ij})$ for $i < j$. By the convexity of $\varphi$, we see that $\gamma_{ij}$ meets both $N_1$ and $N_2$ only once. Here we assume that $\gamma_{12}[0, s_{12}]$ meets $N_1$. Then $\gamma_{13}[0, s_{13}]$ also meets $N_1$. If we suppose that $\gamma_{13}[0, s_{13}]$ meets $N_2$, then by the short-cut principle we see that the broken geodesic polygon

$$\gamma_{12}[0, s_{12}] \cup p_{12}p_{13} \cup \gamma_{13}[0, s_{13}]$$

is a contradiction of (2). By counting the intersection number of $\gamma_{23}$ and $N_1$ (or $N_2$), we see that $\gamma_{23}$ meets $N_1$ and hence $\gamma_{23}$ must touch $X^\lambda$ at $p_{23}$, contradicting Fact 0. Thus the $b$-level set has at most two components for every $b \in (\inf_X \varphi, \infty)$. Moreover, from the above discussion of the intersection number, we conclude that the $b$-level set has exactly two components for every $b \in (\inf_X \varphi, a]$.

It remains to prove that the $b$-level set lying upon the $a$-level set has exactly two components. This follows from the fact that the number of components of the $b$-level set is nondecreasing in $b \in (\inf_X \varphi, \infty)$.

In the last part of this section, to prove our main theorem, the following proposition is needed.

**Proposition 4.2.** For every $b > \inf_X \varphi$ there exists a homeomorphism

$$H : \partial(X^b) \times (\inf_X \varphi, +\infty) \to X \setminus \bigcap_{a > \inf_X \varphi} \text{Low}(a)$$

satisfying the condition that $H(x, t) \in \partial(X^t)$ for every $(x, t) \in \partial(X^b) \times (\inf_X \varphi, +\infty)$.

**Proof.** We use the same notation here as in Proposition 3.6. Assume that $\varphi$ has connected, noncompact levels. Then take a base line $x : (\inf_X \varphi, +\infty) \to X$. If $\varphi$ has disconnected levels, then we take two such base lines. Since the $t$-level set is a rectifiable curve for every $t \in (\inf_X \varphi, \infty)$, there is a length parameterization $\lambda'_t : (-\infty, +\infty) \to \partial(X^t)$ for each $t \in (\inf_X \varphi, +\infty)$. That is, it holds that $\lambda'_t(0) = y_0(t)$ and $L(\lambda'_t|_{[0,s]})$ for each $t \in (\inf_X \varphi, +\infty)$. We identify $(-\infty, +\infty)$ and the $t$-level set using this $\lambda'_t$. Then $\lambda'_t$ gives the required homeomorphism $H$. The continuities of $H$ and $H^{-1}$ are implied by Proposition 3.6 (2).

On the other hand, when $\varphi$ has compact levels, we parameterize the $t$-level sets in such a way that the parameterization of each such set is proportional to the length of that level set for each $t \in (\inf_X \varphi, \infty)$.

Our Main Theorem is now obtained immediately by Proposition 4.2.
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