RESONANCE PROBLEMS WITH RESPECT TO THE FUČÍK SPECTRUM
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Abstract. We study semilinear boundary value problems which have asymptotic resonance with respect to the linear part. The difficulties for Fučík resonance problems are compounded by the fact that there is no eigenspace with which to work. The present paper uses new linking theorems which can deal with the sets required to obtain critical points.

1. Introduction

Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, and let $A \geq \lambda_0 > 0$ be a selfadjoint operator or $L^2(\Omega)$ with compact resolvent and eigenvalues $0 < \lambda_0 < \lambda_1 < \cdots < \lambda_k < \cdots$. If $f(x,t)$ is a Carathéodory function on $\Omega \times \mathbb{R}$, then the semilinear problem

$$Au = f(x,u), \quad u \in D(A)$$

is said to have asymptotic resonance at infinity if

$$f(x,t)/t \to \lambda_k \text{ as } |t| \to \infty,$$

where $\lambda_k$ is one of the eigenvalues of $A$. Interest in resolvent problems began with the pioneering work of Landesman and Lazer [LL] and has continued until the present because they are more difficult to solve than nonresonant problems. The reason is that for $|u(x)|$ large, equation (1.1) approximates the eigenvalue problem

$$Au = \lambda_k u$$

with its inherent instabilities. Even if (1.2) does not occur, but

$$f(x,t)/t \to a \text{ as } t \to -\infty$$

$$\quad \to b \text{ as } t \to +\infty;$$

one encounters the same difficulties if

$$Au = bu^+ - au^- , \quad u^\pm = \max\{\pm u, 0\}$$

has a nontrivial solution. In fact, the difficulties are compounded because there is no eigenspace that one can deal with in this case. These difficulties were recognized by Dancer [D] and Fučík [F] who studied the Dirichlet problem for second order ordinary differential equations. The Fučík spectrum $\Sigma$ of $A$ is defined to be the set of those points $(a,b) \in \mathbb{R}^2$ such that (1.5) has a nontrivial solution. For the case he considered, Fučík showed that $\Sigma$ consists of curves emanating from the points $(\lambda_k, \lambda_k)$ in the plane with one or two curves coming from each of these points.
In particular, $\Sigma$ has no interior points and exhibits the same instabilities as the eigenvalues. Most of the work to date concerning the situation in which the limits (1.4) exist stipulates that the point $(a, b)$ not be in the Fučik spectrum. The only exception of which the author is aware is the work of Costa-Cuesta [CC] in which $(a, b)$ is on a curve of $\Sigma$ passing through the eigenvalue $(\lambda_1, \lambda_1)$ for the Dirichlet problem for a second order partial differential equation. For the periodic problem in one-dimensions, they allow $(a, b)$ to be on any of the curves of $\Sigma$.

For the Dirichlet problem involving the Laplacian, several authors have shown that curves in $\Sigma$ exist locally in the neighborhood of the points $(\lambda_k, \lambda_k)$ (cf., e.g., [F], [C], [CG], [D], [GK], [L], [LM], [M], [R]). In [S1] we showed that in the square $Q_\ell = \{(a, b) \in \mathbb{R}^2 : \lambda_{\ell-1} < a, b < \lambda_{\ell+1}\}$ there are two curves $C_{\ell,1}, C_{\ell,2}$ (possibly coinciding) in $\Sigma$ which are decreasing and pass through the point $(\lambda_\ell, \lambda_\ell$). All points in the square except those on the curves and possibly those between the curves are not in $\Sigma$. Concerning the points between the curves, it is not known in general what their status is. However, it was shown in [GK] that they are not in $\Sigma$ if $\lambda_\ell$ is a simple eigenvalue. C. and W. Margulies have constructed examples in which there are numerous curves in $\Sigma$ emanating from the point $(\lambda_\ell, \lambda_\ell)$. Of course, such curves must lie between $C_{\ell,1}$ and $C_{\ell,2}$.

In the present paper we shall study resonance problems with respect to the Fučik spectrum. We shall allow $(a, b)$ to be on either of the curves $C_{\ell,j}$ in $Q_\ell$. We do not consider the case when $(a, b)$ is a point between the curves (when there are points in $\Sigma$ in that region). We have

**Theorem 1.1.** Let $f(x, t)$ be a Carathéodory function such that

\[(1.6) \quad |f(x, t)| \leq C(|t| + 1), \quad x \in \Omega, \ t \in \mathbb{R},\]

and (1.4) holds with $(a, b) \in C_{\ell,1}$. Assume that

\[(1.7) \quad \lambda_{\ell-1}t^2 \leq 2F(x, t) + W_1(x), \quad x \in \Omega, \ t \in \mathbb{R},\]

and

\[(1.8) \quad H(x, t) \leq W_0(x), \quad x \in \Omega, \ t \in \mathbb{R},\]

where

\[(1.9) \quad F(x, t) := \int_0^t f(x, s)ds\]

and

\[(1.10) \quad H(x, t) := 2F(x, t) - tf(x, t).\]

Assume further that

\[(1.11) \quad H(x, t) \to H_{\pm}(x) \text{ a.e. as } t \to \pm \infty,\]

and

\[(1.12) \quad \int_{u>0} H_+(x)dx + \int_{u<0} H_-(x)dx + \int_{u=0} W_0(x)dx < -B_1 = -\int_{\Omega} W_1(x)dx\]

whenever $u$ is a nontrivial solution of (1.5). Then (1.1) has a solution.
Theorem 1.2. If (1.6) and (1.4) hold with \((a,b) \in C_{t,2}\), assume that

\[ 2F(x,t) \leq \lambda_{t+1} t^2 + W_1(x), \quad x \in \Omega, \ t \in \mathbb{R}, \]

and

\[ H(x,t) \geq -W_0(x), \quad x \in \Omega, \ t \in \mathbb{R}, \]

for all nontrivial solutions \(u\) of (1.5). Then (1.1) has a solution.

Note that (1.12) is automatically satisfied if

\[ H(x,t) \to -\infty \text{ a.e. as } |t| \to \infty, \]

and (1.15) is automatically satisfied if

\[ H(x,t) \to +\infty \text{ a.e. as } |t| \to \infty. \]

The proofs of Theorems 1.1 and 1.2 are given in Section 4 after preliminary work in Sections 2 and 3.

2. Linking

In [ST], K. Tintarev and the author introduced a new concept of linking which allowed more extensive and far reaching mountain pass and saddle point theorems. We now present a refined version here. Let \(E\) be a Banach space and let \(\Phi\) be the set of all continuous maps \(\Gamma = \Gamma(t)\) from \(E \times [0,1]\) to \(E\) such that

1. \(\Gamma(0) = I\), the identity on \(E\).
2. For each \(t \in [0,1]\), \(\Gamma(t)\) is a homeomorphism of \(E\) onto \(E\) and \(\Gamma^{-1}(t) \in C(E \times [0,1], E)\).
3. \(\Gamma(1)E\) is a single point of \(E\) and \(\Gamma(t)A\) converges uniformly to \(\Gamma(1)E\) as \(t \to 1\) for each bounded set \(A \subset E\).
4. For each \(t_0 \in [0,1]\) and each bounded set \(A \subset E\)

\[ \sup_{0 \leq t \leq t_0} \{ \|\Gamma(t)u\| + \|\Gamma^{-1}(t)u\| \} < \infty. \]

Definition. For \(A, B \subset E\) we say that \(A\) links \(B\) if

a) \(A \cap B = \emptyset\);

b) for each \(\Gamma \in \Phi\) there is a \(t \in (0,1]\) such that

\[ \Gamma(t)A \cap B \neq \emptyset. \]

We have

Proposition 2.1. If \(A, B \subset E\) are closed and bounded, \(E \setminus A\) is pathwise connected and \(A\) links \(B\), then \(B\) links \(A\).

Proposition 2.2. If \(F \in C(E, \mathbb{R}^n)\) and \(Q \subset E\) is such that \(F_0 = F|_Q\) is a homeomorphism of \(Q\) onto the closure of a bounded open subset \(\Omega\) of \(\mathbb{R}^n\), then \(\partial Q = F_0^{-1}(\partial \Omega)\) links \(F^{-1}(p)\) for each \(p \in \Omega\).
Theorem 2.3. Let $G$ be a $C^1$ functional on $E$, and let $A, B$ be subsets of $E$ such that $A$ is bounded and links $B$. Assume

\begin{align}
&\quad a_0 := \sup_A G \leq b_0 := \inf_B G \\
&\quad a := \inf_{r \in \Phi} \sup_{u \in A} G(\Gamma(s)u) < \infty.
\end{align}

Let $\psi(t)$ be a positive nonincreasing function on $(0, \infty)$ such that

\begin{align}
&\int_1^\infty \psi(r)dr = \infty.
\end{align}

Then there is a sequence $\{u_k\} \subset E$ such that

\begin{align}
&G(u_k) \to a, \\
&G'(u_k)/\psi(\|u_k\|) \to 0.
\end{align}

Corollary 2.4. Under the hypotheses of Theorem 2.3 there is a sequence $\{u_k\} \subset E$ such that

\begin{align}
&G(u_k) \to a, \\
&(1 + \|u_k\|)G'(u_k) \to 0.
\end{align}

Proposition 2.5. Let $H$ be a homeomorphism of $E$ onto itself such that $H$ and $H^{-1}$ map bounded sets into bounded sets. If $A, B \subset E$ and $A$ links $B$, then $HA$ links $HB$.

Proposition 2.6. Let $M, N$ be closed subspaces of $E$ such that

\begin{align}
&\text{dim } N < \infty
\end{align}

and

\begin{align}
&E = M \oplus N.
\end{align}

Let $w_0 \neq 0$ be an element of $M$, and take

\begin{align}
&\quad A = \{v \in N : \|v\| \leq R\} \cup \{sw_0 + v : s \geq 0, v \in N, \|sw_0 + v\| = R\}
\end{align}

and

\begin{align}
&\quad B = M \cap \partial B_R
\end{align}

with $0 < \delta < R$, where $B_R = \{u \in E : \|u\| < R\}$. Then $A$ and $B$ link each other.

Proposition 2.7. If (2.8) and (2.9) hold, then $M \cap \partial B_R$ links $N$ for each $R > 0$.

Proofs of the statements of this section can be found in [S2].

3. The curves

In this section we shall describe the curves $C_{\ell,1}$ and $C_{\ell,2}$ and discuss some of their properties. For each fixed positive integer $\ell$ we let $N_\ell$ denote the subspace of $E$ spanned by the eigenfunctions corresponding to $\lambda_0, \cdots, \lambda_\ell$, and we let $M_\ell = N_\ell \cap D$. Then $D = M_\ell \oplus N_\ell$. For $a, b \in \mathbb{R}$ we define

\begin{align}
&I(u, a, b) = (Au, u) - a\|u^\perp\|^2 - b\|u^+\|^2, \quad u \in D, \\
&\quad M_\ell(a, b) = \inf_{w \in M_\ell} \sup_{v \in N_\ell} I(v + w, a, b), \\
&\quad m_\ell(a, b) = \sup_{v \in N_\ell} \inf_{w \in M_\ell} I(v + w, a, b),
\end{align}
Lemma 3.1 (SI). In the square $Q_\ell$ the functions $\mu_\ell(a)$, $\nu_{\ell-1}(a)$ have the following properties:

a) $\mu_\ell(\lambda_\ell) = \nu_{\ell-1}(\lambda_\ell) = \lambda_\ell$,
b) $\mu_\ell(a)$, $\nu_{\ell-1}(a)$ are continuous and strictly decreasing,
c) $(a, \mu_\ell(a))$ and $(a, \nu_{\ell-1}(a))$ are in $\Sigma$.
d) If $(a, b) \in Q_\ell$ and $b > \mu_\ell(a)$, then $(a, b) \notin \Sigma$.
e) If $(a, b) \in Q_\ell$ and $b < \nu_{\ell-1}(a)$, then $(a, b) \notin \Sigma$.

It follows from Lemma 3.1 that $\nu_{\ell-1}(a) \leq \mu_\ell(a)$ in $Q_\ell$. If $\nu_{\ell-1}(a) < \mu_\ell(a)$, this lemma does not cover those points in $Q_\ell$ for which

$$\nu_{\ell-1}(a) < b < \mu_\ell(a).$$

We let $C_{\ell,1}$ be the lower curve $b = \nu_{\ell-1}(a)$ and we take $C_{\ell,2}$ to be the upper curve $b = \mu_\ell(a)$. We shall need

Lemma 3.2 (SI). If $(a, b) \in Q_\ell$, $w \in M_{\ell-1}$, $v_1, v_2 \in N_{\ell-1}$ and

$$I'(w + v_j, a, b) \perp N_{\ell-1}, \quad j = 1, 2,$$

then $v_1 = v_2$.

Lemma 3.3 (SI). If $(a, b) \in Q_\ell$, $v \in N_\ell$, $w_1, w_2 \in M_\ell$ and

$$I'(v + w_j, a, b) \perp M_\ell, \quad j = 1, 2,$$

then $w_1 = w_2$.

Lemma 3.4 (SI). If $(a, b) \in Q_\ell$, then for each $w \in M_{\ell-1}$ there is a $v_0 \in N_{\ell-1}$ such that

$$I(w + v_0, a, b) = \sup_{v \in N_{\ell-1}} I(w + v, a, b).$$

Lemma 3.5 (SI). If $(a, b) \in Q_\ell$, then for each $v \in N_\ell$ there is a $w_0 \in M_\ell$ such that

$$I(v + w_0, a, b) = \inf_{w \in M_\ell} I(v + w, a, b).$$

Lemma 3.6. If $(a, b) \in C_{\ell,1}$, then

$$I(u, a, b) \geq 0, \quad u \in S_{\ell,1},$$

where

$$S_{\ell,1} = \{u \in E : I'(u, a, b) \perp N_{\ell-1}\}.$$ 

Proof. If $(a, b) \in C_{\ell,1}$, then $b = \nu_{\ell-1}(a)$. Thus by (3.4)

$$M_{\ell-1}(a, b) = 0.$$

This implies, by (3.2), that

$$\sup_{v \in N_{\ell-1}} I(v + w, a, b) \geq 0, \quad w \in M_{\ell-1}.$$
Let $u_0$ be any element in $S_{\ell,1}$. Then $u_0 = w_0 + v_0$, $w_0 \in M_{\ell-1}$, $v_0 \in N_{\ell-1}$ and
\begin{equation}
I'(w_0 + v_0, a, b) \perp N_{\ell-1}
\end{equation}
by (3.11). In view of Lemma 3.4 there is a $v_1 \in N_{\ell-1}$ such that
\begin{equation}
I(w_0 + v_1, a, b) = \sup_{v \in N_{\ell-1}} I(w_0 + v, a, b).
\end{equation}
From this and (3.13) it follows that
\begin{equation}
I'(w_0 + v_1, a, b) \perp N_{\ell-1}
\end{equation}
and
\begin{equation}
I(w_0 + v_1, a, b) \geq 0.
\end{equation}
But (3.14) and (3.16) imply via Lemma 3.2 that $v_1 = v_0$. Thus $I(u_0, a, b) \geq 0$, and the lemma is proved.

**Lemma 3.7.** If $(a, b) \in C_{\ell,2}$, then
\begin{equation}
I(u, a, b) \leq 0, \quad u \in S_{\ell,2},
\end{equation}
where
\begin{equation}
S_{\ell,2} = \{ u \in E : I'(u, a, b) \perp M_{\ell} \}.
\end{equation}
Proof. If $(a, b) \in C_{\ell,2}$, then $b = \mu_\ell(a)$. Consequently, by (3.5)
\begin{equation}
m_\ell(a, b) = 0.
\end{equation}
By (3.3) this implies
\begin{equation}
\inf_{w \in M_{\ell}} I(v + w, a, b) \leq 0, \quad v \in N_{\ell}.
\end{equation}
Let $u_0$ be any element in $S_{\ell,2}$, and write $u_0 = v_0 + w_0$ with $v_0 \in N_{\ell}$, $w_0 \in M_{\ell}$. Then
\begin{equation}
I'(v_0 + w_0, a, b) \perp M_{\ell}.
\end{equation}
By Lemma 3.5 there is a $w_1 \in M_{\ell}$ such that
\begin{equation}
I(v_0 + w_1, a, b) = \inf_{w \in M_{\ell}} I(v_0 + w, a, b).
\end{equation}
Consequently,
\begin{equation}
I'(v_0 + w_1, a, b) \perp M_{\ell}
\end{equation}
and
\begin{equation}
I(v_0 + w_1, a, b) \leq 0.
\end{equation}
If we now apply Lemma 3.3 we see that $w_1 = w_0$. Thus $I(u_0, a, b) \leq 0$, and the proof is complete.

**Lemma 3.8.** $N_{\ell-1} \cap \partial B_R$ links $S_{\ell,1}$ for each $R > 0$.

Proof. We suppress the subscript $\ell - 1$. Let $P$ be the orthogonal projection of $D$ onto $N$, and define
\begin{equation}
F(u) = P I'(u), \quad u \in D.
\end{equation}
I claim that the restriction $F_0$ of $F$ to $N$ is a homeomorphism of $N$ onto $N$. If this is so, then the image of $N \cap \partial B_R$ under $F_0$ is the closure of a bounded open set. Moreover, this open set contains the point 0 since $F_0(0) = 0$, and 0 is an interior
point of \( N \cap B_R \). Proposition 2.2 can then be used to show that \( N \cap \partial B_R \) links \( F^{-1}(0) = S_{\varepsilon,1} \). Clearly, \( F_0 \) is a continuous map of \( N \) into itself. It is surjective. To see this let \( h \) be any element of \( N \) and take
\[
G_0(v) = I(v,a,b) - (h,v).
\]
We note that
\[
G_0(v) \to -\infty \text{ as } \|v\| \to \infty.
\]
Assuming this for the moment, we see that \( G_0(v) \) has a maximum on \( N \). At the point of maximum we have \( G'_0(v) \perp N \) producing a solution of
\[
PI'(v,a,b) = h.
\]
Moreover, if
\[
PI'(v_0,a,b) = h_0, PI'(v_1,a,b) = h_1,
\]
then
\[
(h,v) = (Av,u) + a(v_1^--v_0^-) - b(v_1^+ - v_0^+,v),
\]
where \( h = h_1 - h_0, v = v_1 - v_0 \). Thus
\[
(b - \lambda_{\ell-1})(v_1^--v_0^-) - (a - \lambda_{\ell-1})(v_1^- - v_0^-,v)
\]
\[
+ |\lambda_{\ell-1}||v|^2 - (Av,v)| = -(h,v).
\]
Since \( a,b > \lambda_{\ell-1}, \) the left hand side of (3.30) is positive for all \( v \neq 0 \). Consequently, there is a \( \delta > 0 \) such that
\[
\delta\|v\|^2 \leq \|h\||v||,
\]
showing not only that \( F_0 \) is injective but that \( F_0^{-1} \) is continuous. To prove (3.27), let \( \{v_k\} \subset N \) be a sequence such that \( \rho_k^2 = (Av_k,v_k) \to \infty \), and let \( \hat{v}_k = v_k/\rho_k \). Then \( \|\hat{v}_k\|^2 = (Av_k,\hat{v}_k) = 1 \), and there is a subsequence such that \( \hat{v}_k \to \hat{v} \) in \( D \).

We have
\[
G_0(v_k)/\rho_k^2 = I(\hat{v}_k,a,b) - (h,\hat{v}_k)/\rho_k \to I(\hat{v},a,b)
\]
\[
= [\|\hat{v}\|^2 - \lambda_{\ell-1}\|\hat{v}\|^2] + (\lambda_{\ell-1} - a)\|\hat{v}^-\|^2 + (\lambda_{\ell-1} - b)\|\hat{v}^+\|^2.
\]
Since \( \|\hat{v}\|^2 = 1 \), the right hand side of (3.32) is negative. This gives (3.27) and completes the proof of the lemma.

4. **Existence**

In this section we give the proofs of Theorems 1.1 and 1.2. Let
\[
p(x,t) = f(x,t) + at^- - bt^+, \quad t^\pm = \max\{\pm t,0\}
\]
and
\[
P(x,t) = \int_0^t p(x,s)ds.
\]
Under hypothesis (1.6) it is readily checked that the functional
\[
G(u) = \|u\|^2_D - 2 \int_\Omega F(x,u)dx = I(u,a,b) - 2 \int_\Omega P(x,u)dx
\]
is in $C^1$ on $D$ with
\begin{equation}
(G'(u), v) = 2(u, v)_D - 2(f(u), v) = (I'(u, a, b), v) - 2(p(u), v)
\end{equation}
and
\begin{equation}
(I'(u, a, b), v)/2 = (u, v)_D + a(u^-, v) - b(u^+, v),
\end{equation}
and we write $f(u), p(u)$ in place of $f(x, u), p(x, u)$, respectively. From (1.4) and (4.1) we see that
\begin{equation}
p(x, t)/t \to 0, \quad 2P(x, t)/t^2 \to 0 \text{ as } |t| \to \infty.
\end{equation}
This and the fact that \( \partial(F/t^2)/\partial t = \partial(P/t^2)/\partial t = -t^{-3}H \)
imply that
\begin{equation}
P(x, t) = t^2 \int_t^{\infty} s^{-3}H(x, s)ds, \quad t > 0,
\end{equation}
\begin{equation}
= -t^2 \int_{-\infty}^t s^{-3}H(x, s)ds, \quad t < 0.
\end{equation}

\textbf{Proof of Theorem 1.1.} By (1.8) and (4.8) we have
\begin{equation}
2P(x, t) \leq W_0(x), \quad x \in \Omega, \ t \in \mathbb{R}.
\end{equation}
In view of Lemma 3.6 this implies
\begin{equation}
G(u) \geq -2 \int_{\Omega} P(x, u)dx \geq -B_0 = -\int_{\Omega} W_0(x)dx, \quad u \in S_{\ell,1}.
\end{equation}
I claim that
\begin{equation}
G(v) \to -\infty \text{ as } \|v\| \to \infty, \quad v \in N_{\ell-1}.
\end{equation}
Assume this for the moment. Then there is an $R > 0$ sufficiently large that (2.3) holds with $A = N_{\ell-1} \cap \partial B_R$ and $B = S_{\ell,1}$. Moreover, for this choice of $A$ and $B$, $A$ links $B$ by Lemma 3.8. We can now apply Theorem 2.3 to conclude that there is a sequence $\{u_k\} \subset D$ such that
\begin{equation}
G(u_k) \to c, \quad (1 + \|u_k\|_D)G'(u_k) \to 0,
\end{equation}
and from (4.3) we readily estimate $c$ by
\begin{equation}
-B_0 \leq c \leq B_1.
\end{equation}
From (4.12) we find
\begin{equation}
I(u_k, a, b) - 2 \int_{\Omega} P(x, u_k)dx \to c,
\end{equation}
\begin{equation}
I(u_k, a, b) - (p(u_k), u_k) \to 0,
\end{equation}
\begin{equation}
(I'(u_k, a, b), v) - 2(p(u_k), v) \to 0, \quad v \in D.
\end{equation}
Assume that
\begin{equation}
\rho_k = \|u_k\|_D \to \infty,
\end{equation}
and let $\tilde{u}_k = u_k/\rho_k$. Then $\|\tilde{u}_k\|_D = 1$. Thus there is a renamed subsequence such that $\tilde{u}_k \rightharpoonup \tilde{u}$ weakly in $D$, strongly in $L^2(\Omega)$ and a.e. in $\Omega$. As a consequence, (4.6) and (4.15) imply

\begin{equation}
1 = a\|\tilde{u}^-\|^2 + b\|\tilde{u}^+\|^2.
\end{equation}

This shows that $\tilde{u} \neq 0$. Moreover, (4.16) implies

\begin{equation}
I'(\tilde{u}, a, b) = 0.
\end{equation}

Thus $\tilde{u}$ is a solution of (1.5) and satisfies

\begin{equation}
I(\tilde{u}, a, b) = 0.
\end{equation}

If we combine this with (4.18), we see that $\|\tilde{u}\|_D = 1$. Consequently, $\tilde{u}_k \rightharpoonup \tilde{u}$ strongly in $D$. Combining (4.14) and (4.15) we obtain

\begin{equation}
\int_{\Omega} H(x, u_k)dx \to -c.
\end{equation}

Let $\Omega_\pm = \{x \in \Omega : \pm \tilde{u}(x) > 0\}$, $\Omega_0 = \{x \in \Omega : \tilde{u}(x) = 0\}$. Then $u_k(x) \to \pm \infty$ for $x \in \Omega_\pm$. By (1.8) and (1.12)

\[-c = \lim_{\varepsilon \to 0} \int_{\Omega} H(x, u_k)dx \leq \int_{\Omega_+} H_+(x)dx + \int_{\Omega_-} H_-(x)dx + \int_{\Omega_0} W_0(x)dx < -B_1\]

contradicting (4.13). Thus (4.17) does not hold. Once we know that the sequence $\{u_k\}$ is bounded in $D$, we can use standard techniques to obtain a solution of

\begin{equation}
G(u) = c, \quad -B_0 \leq c \leq B_1, \quad G'(u) = 0,
\end{equation}

which is a solution of (1.1).

It thus remains to prove (4.11). Let $\{v_k\} \subset N_{t-1}$ be a sequence such that $\rho_k = \|v_k\|_D \to \infty$. Let $\tilde{v}_k = v_k/\rho_k$. Then $\|\tilde{v}_k\|_D = 1$, and there is a renamed subsequence such that $\tilde{v}_k \rightharpoonup \tilde{v}$ in $D$ and a.e. in $\Omega$. Since

\[|F(x, t)| \leq C(t^2 + |t|)\]

by (1.6), we have

\[|F(x, v_k)/\rho_k^2| \leq C(\tilde{v}_k^2 + |\tilde{v}_k|/\rho_k),\]

and consequently,

\[2 \int_{\Omega} F(x, v_k)dx/\rho_k^2 \to a\|\tilde{v}^-\|^2 + b\|\tilde{v}^+\|^2\]

by (1.4). This means that

\[G(v_k)/\rho_k^2 = \|\tilde{v}_k\|_D^2 - 2 \int_{\Omega} F(x, v_k)dx/\rho_k^2 \]

\[\to \|\tilde{v}\|_D^2 - a\|\tilde{v}^-\|^2 - b\|\tilde{v}^+\|^2\]

\[\leq (\lambda_{t-1} - a)\|\tilde{v}^-\|^2 + (\lambda_{t-1} - b)\|\tilde{v}^+\|^2.\]

Since both $a$ and $b$ are greater than $\lambda_{t-1}$, this will always be negative since $\tilde{v} \neq 0$. Thus (4.11) holds, and the proof of Theorem 1.1 is complete.
**Proof of Theorem 1.2.** By (1.14) and (4.8) we have
\begin{equation}
-2P(x,t) \leq W_0(x), \quad x \in \Omega, \ t \in \mathbb{R}.
\end{equation}

Consequently,
\begin{equation}
G(u) \leq -2 \int_{\Omega} P(x,u)dx \leq B_0, \quad u \in S_{\epsilon,2}.
\end{equation}

Moreover, I claim that
\begin{equation}
G(w) \to \infty \text{ as } \|w\| \to \infty, \quad w \in M_{\epsilon}.
\end{equation}

Assuming this, we note that there is an $R > 0$ sufficiently large such that
\begin{equation}
\sup_{B} G \leq \inf_{A} G
\end{equation}

where $A = M \cap \partial B_R$ and $B = S_{\epsilon,2}$. This is not quite (2.3). To correct the situation, we let $G_1 = -G$. Then (4.26) becomes
\begin{equation}
\sup_{A} G_1 \leq \inf_{B} G_1.
\end{equation}

We know from Proposition 2.7 that $A$ links $B$. Consequently, we may apply Theorem 2.3 to conclude that there is a sequence $\{u_k\} \subset D$ such that (4.12) holds with $G$ replaced by $G_1$. Now $c$ satisfies the estimates
\begin{equation}
\inf_{B} G_1 \leq c \leq \sup_{M \cap B_R} G_1
\end{equation}
or
\begin{equation}
\inf_{M \cap B_R} G \leq -c \leq \sup_{B} G.
\end{equation}

By (1.13), (2.4), (4.3) and (4.24), we see that $c$ satisfies (4.13) as well. Thus the given sequence, (4.12), (4.14)--(4.16) hold with $c$ replaced by $-c$, while $c$ satisfies (4.13). If we assume that (4.17) holds, we can reason as in the proof of Theorem 1.1 that there is a renamed subsequence of $\{\tilde{u}_k\}$ converging in $D$ to a function $\tilde{u} \in D$ and a.e. in $\Omega$. Moreover, the function $\tilde{u}$ satisfies (4.19) and (4.20). Also (4.21) holds with $c$ replaced by $-c$. But then (1.14) and (1.15) imply
\begin{equation}
c = \lim \int_{\Omega} H(x,u_k)dx \geq \int_{\Omega} H_+(x)dx + \int_{\Omega} H_-(x)dx - \int_{\Omega_0} W_0(x)dx.
\end{equation}

This contradiction shows that the $\rho_k$ are bounded, and we can now employ standard techniques to obtain a solution of
\begin{equation}
G(u) = c_1, \quad -B \leq c_1 \leq B_0, \quad G'(u) = 0.
\end{equation}

This produces the desired result.

It therefore remains only to prove (4.25). Let $\{w_k\} \subset M_{\epsilon}$ be a sequence such that $\rho_k = \|w_k\|_D \to \infty$. Let $\tilde{w}_k = w_k/\rho_k$. Then we have $\|\tilde{w}_k\|_D = 1$, and there is a renamed subsequence such that $\tilde{w}_k \to \tilde{w}$ weakly in $D$, strongly in $L^2(\Omega)$ and a.e. in $\Omega$. Thus
\begin{equation}
2 \int_{\Omega} F(x,w_k)dx/\rho_k^2 \to a\|\tilde{w}^-\|^2 + b\|\tilde{w}^+\|^2.
\end{equation}

Consequently,
\begin{equation}
G(w_k)/\rho_k^2 \to 1 - a\|\tilde{w}^-\|^2 - b\|\tilde{w}^+\|^2
\end{equation}

\begin{equation}
\geq 1 - \|\tilde{w}\|_D^2 + (\lambda_{\epsilon+1} - a)\|\tilde{w}^-\|^2 + (\lambda_{\epsilon+1} - b)\|\tilde{w}^+\|^2.
\end{equation}
which is positive since both $a$ and $b$ are less than $\lambda_{\ell+1}$. This completes the proof of the theorem.
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