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Abstract. A vector $x$ in a Hilbert space $H$ is called hypercyclic for a bounded operator $T : H \to H$ if the orbit $\{T^n x : n \geq 1\}$ is dense in $H$. Our main result states that if $T$ satisfies the Hypercyclicity Criterion and the essential spectrum intersects the closed unit disk, then there is an infinite-dimensional closed subspace consisting, except for zero, entirely of hypercyclic vectors for $T$. The converse is true even if $T$ is a hypercyclic operator which does not satisfy the Hypercyclicity Criterion. As a consequence, other characterizations are obtained for an operator $T$ to have an infinite-dimensional closed subspace of hypercyclic vectors. These results apply to most of the hypercyclic operators that have appeared in the literature. In particular, they apply to bilateral and backward weighted shifts, perturbations of the identity by backward weighted shifts, multiplication operators and composition operators. The main result also applies to the differentiation operator and the translation operator $T : f(z) \to f(z+1)$ defined on certain Hilbert spaces consisting of entire functions. We also obtain a spectral characterization of the norm-closure of the class of hypercyclic operators which have an infinite-dimensional closed subspace of hypercyclic vectors.

1. Introduction

A bounded operator $T$ on a Hilbert space $H$ is said to be cyclic if there is a vector $x \in H$ such that the orbit $\{T^n x : n \geq 1\}$ has dense linear span. If this is the case, the vector $x$ is called a cyclic vector for $T$. If the orbit $\{T^n x : n \geq 1\}$ is itself dense in $H$, then $T$ is said to be hypercyclic. In this case the vector $x$ is called hypercyclic for $T$.

Each of the following classes of linear maps contains hypercyclic operators: backward and bilateral shifts \cite{Ro}, \cite{GS}, \cite{Sa2}, translations and differentiation operators \cite{CS}, composition operators \cite{BS1}, \cite{BS2}, multiplication operators \cite{GoS}, perturbation of the identity by a weighted shift \cite{Sa2}.

Interest in cyclic operators arises from the invariant subspace problem. In fact, it is easy to see that an operator $T$ has no non-trivial invariant closed subspace if and only if each non-zero vector is cyclic for $T$. It is not known if there is a bounded linear operator on a separable Hilbert space that does not have closed, non-trivial invariant subspaces. Similarly, an operator has no non-trivial closed invariant subset if and only if each non-zero vector is hypercyclic. Again, it is not known if there is an operator on Hilbert that does not have closed, non-trivial
invariant subset. On Banach space the situation is different: Enflo \[En\] solved the invariant subspace problem, and Read \[Re\] constructed on the space $\ell^2$ an operator without invariant closed subset.

Herrero \[He3\] and Bourdon \[Bou\] independently showed that every hypercyclic operator on Hilbert space has a (non-closed) dense invariant subspace that consists, except for the zero vector, entirely of hypercyclic vectors, thus completing earlier results that appeared in \[Be\], \[GoS\] and \[Pa\]. As a consequence, the restriction of a hypercyclic operator to such a subspace gives an example of a bounded linear operator on a pre-Hilbert space with no proper, closed invariant subset.

There is also some work which complements Herrero’s and Bourdon’s result. Bernal and Montes \[BM\] proved that there is an infinite-dimensional closed vector space consisting, except for zero, of hypercyclic vectors for the translation operator in the space of entire functions with the topology of uniform convergence on compact subsets. This result has been extended to Banach spaces: The main result in \[Mo\] gives sufficient conditions on a bounded linear operator defined on a Banach space which guarantee that there exists a whole infinite-dimensional Banach space which consists, except for zero, of hypercyclic vectors. This result was used to prove that certain composition operators acting on Hardy spaces have an infinite-dimensional closed subspace of hypercyclic vectors (see Theorem 3.1 in \[Mo\]). In strong contrast with Herrero’s and Bourdon’s result, there exist hypercyclic operators such that all closed subspaces of hypercyclic vectors for $T$ are finite dimensional—in particular, certain scalar multiples of the backward shift defined on $\ell^2$ (see \[Mo, Theorem 3.4\]).

Therefore, the following question arises:

**Question.** Which hypercyclic operators have an infinite-dimensional closed subspace of hypercyclic vectors?

A partial solution to this question was given in \[LM\]. Specifically, if an operator $T$ is a compact perturbation of the identity and satisfies the Hypercyclicity Criterion, then there is an infinite-dimensional closed subspace consisting, except for zero, of hypercyclic vectors for $T$. This is a somewhat surprising conclusion, because compact perturbations of the identity were not expected to be hypercyclic (see \[CS\], \[HW\], \[Sa2\]).

In Section 2 we state the main result, which answers the above question for all operators satisfying the Hypercyclicity Criterion. Then we apply the result to bilateral and backward weighted shifts, perturbation of the identity by a backward weighted shift, multiplication operators and composition operators. The main result also applies to the differentiation operator and the translation operator $T : f(z) \rightarrow f(z + 1)$ on certain Hilbert spaces consisting of entire functions. Thus we answer some of the questions posed in \[LM\].

Section 3 is devoted to proving that if an operator $T$ satisfies the Hypercyclicity Criterion and the essential spectrum intersects the closed unit disk, then there is an infinite-dimensional closed subspace consisting, except for zero, entirely of hypercyclic vectors. Section 4 is an expository section devoted to the concept of the essential minimum modulus. The essential minimum modulus is the most important technical concept in the following section. Section 5 is devoted to proving that if an operator is hypercyclic and the essential spectrum does not intersect the closed unit disk, then all closed subspaces of hypercyclic vectors are finite-dimensional. The essential minimum modulus will play a critical role in an argument that depends in an essential way on a deep theorem of Zemáněk that relates asymptotic properties of the essential minimum modulus with the distance from zero to the left essential
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2. Statement and applications

Throughout this section \( \mathcal{H} \) will denote a separable Hilbert space. We start by recalling some definitions from spectral theory (see [He1, Chapter 1]). Let \( \mathcal{L}(\mathcal{H}) \) denote the space of bounded linear operators which apply \( \mathcal{H} \) into itself. The spectrum of an operator \( T \) is \( \sigma(T) = \{ \lambda \in \mathbb{C} : T - \lambda \text{ is not invertible} \} \). The left spectrum of \( T \) will be denoted by \( \sigma_l(T) \). It is the set of complex numbers \( \lambda \) such that \( T - \lambda \) is not left invertible. The right spectrum \( \sigma_r(T) \) is defined similarly.

If \( \mathcal{K}(\mathcal{H}) \) denotes the ideal of all compact operators acting on \( \mathcal{H} \), then the Calkin algebra is the quotient space \( \mathcal{L}(\mathcal{H})/\mathcal{K}(\mathcal{H}) \). If \( T \in \mathcal{L}(\mathcal{H}) \), then the canonical projection \( \pi(T) \) onto \( \mathcal{L}(\mathcal{H})/\mathcal{K}(\mathcal{H}) \) will be denoted by \( \bar{T} \). The essential spectrum of \( T \) is \( \sigma_e(T) = \sigma(\bar{T}) \). The left essential spectrum \( \sigma_{le}(T) \) and the right essential spectrum \( \sigma_{re}(T) \) are defined in the obvious way. Recall that \( T \in \mathcal{L}(\mathcal{H}) \) is called Fredholm if \( \text{ran} \, T \) is closed and the index \( \text{ind} \, T = \dim(\ker T) - \dim(\ker T^*) \) is finite. Atkinson’s Theorem (see [Ha, p. 91]) asserts that \( T \) is Fredholm if and only if \( \bar{T} \) is invertible in the Calkin algebra. Hence, \( \rho_F(T) = \{ \lambda \in \mathbb{C} : T - \lambda \text{ is Fredholm} \} \) (the Fredholm domain of \( T \)) is an open subset of \( \mathbb{C} \) and \( \sigma_e(T) = \mathbb{C} \setminus \rho_F(T) \).

We will rely heavily on the following theorem, which gives sufficient conditions for an operator \( T \) to have an infinite-dimensional closed subspace of hypercyclic vectors for a bounded operator \( T \) on a separable Banach space (see [Mo, Theorem 2.2 and the remarks following it]).

**Theorem A.** Let \( T \) be a bounded linear operator on a separable Banach space \( \mathcal{B} \). Suppose that there exists a sequence \( \{n_k\} \) of positive integers, strictly increasing to infinity, corresponding to which there are

1. a dense subset \( X \subset \mathcal{B} \) such that \( \|T^{n_k}x\| \to 0 \) for every \( x \in X \),
2. a dense subset \( Y \subset \mathcal{B} \) and a mapping \( S : Y \to Y \) such that \( TS = \text{identity on } Y \), and \( \|S^{n_k}y\| \to 0 \) for every \( y \in Y \), and
3. an infinite-dimensional closed subspace \( \mathcal{B}_0 \subset \mathcal{B} \) such that \( \|T^{n_k}e\| \to 0 \) for every \( e \in \mathcal{B}_0 \).

Then, there is an infinite-dimensional closed subspace \( \mathcal{B}_1 \) such that each \( z \in \mathcal{B}_1 \setminus \{0\} \) is hypercyclic for \( T \).

It is known that an operator satisfying a1) and a2) for a sequence \( \{n_k\} \) is hypercyclic, in fact, this is the result known as the Hypercyclicity Criterion. The Hypercyclicity Criterion was discovered by Carol Kitai in her 1982 Toronto dissertation [Ki]. This result was never published and it was rediscovered by Gethner and Shapiro [GS] in more generality and with a simpler proof. They used it to unify the proofs of theorems of Birkhoff [Bi], Seidel and Walsh [SW], MacLane [Mc], and Rolewicz [Ro], and to discover hypercyclic behavior in many other settings. Since
then, the Hypercyclicity Criterion has figured prominently in subsequent studies to discover hypercyclic behavior [BS1, BS2, GoS, CS, He3, HW]. Theorem A states that the Hypercyclicity Criterion plus condition b) give a whole infinite-dimensional closed subspace of hypercyclic vectors. From now on, for the sake of fluency we omit the phrase “except for zero”. Although conditions a1) and b) might appear similar at first glance, they are quite the opposite of each other. Indeed, if property b) is satisfied for the whole sequence of natural numbers, then hypercyclic vectors cannot exist in \( B_0 \).

Observe that the class of all operators having an infinite-dimensional closed subspace of hypercyclic vectors and the class of all operators satisfying property b) of Theorem A are invariant under similarity. Therefore, as Herrero did with the class of all hypercyclic operators in [He3], these properties can be analyzed with the approximation machinery developed in [AFHV], [He1], [He2]. Usually, this machinery gives a characterization of the norm-closure of the operators satisfying some certain property. In a sense the next result, which is the main goal of this paper, tells us that we can do a little more.

**Theorem 2.1.** Let \( T \) be a bounded linear operator on a separable Hilbert space \( H \) satisfying the Hypercyclicity Criterion. Then the following conditions are equivalents:

i) There is an infinite-dimensional closed subspace \( H_1 \) such that each \( z \in H_1 \setminus \{0\} \) is hypercyclic for \( T \).

ii) There exists a sequence of positive integers \( \{n_k\} \) corresponding to which there is an infinite-dimensional closed subspace \( H_0 \subset H \) such that \( \|T^{n_k}z\| \to 0 \) for every \( z \in H_0 \).

iii) There exists a sequence of positive integers \( \{n_k\} \) corresponding to which there are an infinite-dimensional closed subspace \( H_b \subset H \) and a constant \( M > 0 \) such that \( \|T^{n_k}z\| \leq M\|z\| \) for every \( z \in H_b \) and for every \( k \).

iv) The essential spectrum of \( T \) intersects the closed unit disk.

We stress here that in order to apply Theorem A it is necessary to verify conditions a) and b) on the same subsequence of positive integers. Observe that Theorem 2.1 does not need this requirement. Condition iii) is another improvement of Theorem A. From Theorem 2.1 we see that condition b) in Theorem A was quite sharp. Theorem 2.1 says that in some sense certain hypercyclic operators (including compact perturbations of the identity) are more hypercyclic than others.

Theorem 2.1 will be proved in Section 5. We devote the rest of the present section to applying the result to the most common classes of operators which are known to contain hypercyclic operators.

1. **Bilateral weighted shifts.** Assume now that \( H = \ell^2(\mathbb{Z}) \). The operator \( T \) is an (injective) bilateral (forward) weighted shift with respect to the canonical basis \( \{e_n : n \in \mathbb{Z}\} \) if \( Te_n = w_ne_{n+1} \), where the weight sequence \( \{w_n : n \in \mathbb{Z}\} \) is a bounded subset of \( \mathbb{C} \setminus \{0\} \) (without loss of generality we may assume that each \( w_n \) is positive). Salas [Sa2] proved that a weighted shift with positive weight sequence \( \{w_n\} \) is hypercyclic if and only if, given \( \varepsilon > 0 \) and a positive integer \( q \), there exists \( n \) arbitrarily large such that

\[
\prod_{s=0}^{n-1} w_{s+j} < \varepsilon \quad \text{and} \quad \prod_{s=1}^{n} w_{j-s} > \frac{1}{\varepsilon} \quad (|j| \leq q).
\]
In order to apply Theorem 2.1, let us show that a hypercyclic bilateral weighted shift always satisfies the Hypercyclicity Criterion. To verify conditions a1) and a2) of Theorem A we follow the lines of Gethner and Shapiro. We take $X = Y = \text{span}\{e_n\}$, and the operator $S$ will be the backward weighted shift defined on $\ell^2(Z)$ by

$$Se_n = \frac{1}{w_{n-1}} e_{n-1} \quad (n \in Z).$$

Clearly, $TS = \text{id}$ on $\ell^2(Z)$. Observe that if the sequence $\{w_n\}$ is not bounded away from zero, then $S$ is not a bounded operator. But the Hypercyclicity Criterion copes as well with this more general situation. Let $\{\varepsilon_k\}_{k \geq 1}$ be any sequence of positive numbers decreasing to zero. Upon applying conditions (1) for each positive integer $k$ we can find a positive integer $n_k$ such that conditions (1) are satisfied for $\varepsilon = \varepsilon_k$, $q = k$ and $n = n_k$. The sequence required by the Hypercyclicity Criterion will be $\{n_k\}$. Therefore, if $x \in \text{span}\{e_n\}$, then $x = \sum_{i=-k_0}^{k_0} \alpha_i e_i$, where $k_0$ is a positive integer and some $\alpha_j$ may be zero. So if $k \geq k_0$, we have

$$\|T^{n_k}x\| = \left\| \sum_{j=-k_0}^{k_0} \alpha_j \left( \prod_{s=0}^{n_k-1} w_{s+j} \right) e_{j+n_k} \right\|$$

$$= \left( \sum_{j=-k_0}^{k_0} |\alpha_j|^2 \left( \prod_{s=0}^{n_k-1} w_{s+j} \right)^2 \right)^{1/2}$$

$$< \varepsilon_k \|x\|,$$

which tends to zero as $k$ tends to infinity. On the other hand,

$$\|S^{n_k}x\| = \left\| \sum_{j=-k_0}^{k_0} \frac{1}{\prod_{s=1}^{n_k} w_{j-s}} e_{j-n_k} \right\|$$

$$= \left( \sum_{j=-k_0}^{k_0} |\alpha_j|^2 \frac{1}{\prod_{s=1}^{n_k} w_{j-s}}^2 \right)^{1/2}$$

$$< \varepsilon_k \|x\|,$$

which also tends to zero as $k \to \infty$.

The spectrum of a bilateral weighted shift $T$ is either an annulus or a disk, depending on whether $T$ is invertible or not (see [Shi, Theorem 5, p. 67]). First, we suppose that the spectrum is a disk. Since bilateral weighted shifts have dense range and are injective, we find that ran $T$ is not closed; otherwise $T$ would be invertible. Thus, the origin belongs to the essential spectrum and, therefore, the essential spectrum intersects the closed unit disk. Now suppose that the spectrum is an annulus. Having in mind that each component of the spectrum of a hypercyclic operator must intersect the unit circle (see [Ki, Theorem 2.8]), we find that the boundary of the annulus intersects the closed unit disk. On the other hand, for any operator nonisolated points in the boundary of the spectrum belong to the essential spectrum (see [Co, Chapter XI, Theorem 5.3]). Therefore, we find that the essential spectrum also intersects the closed unit disk. Therefore, in any case we may apply Theorem 2.1 to obtain the following fact.
Corollary 2.2. Let $T$ be a hypercyclic bilateral weighted shift. Then there always exists an infinite-dimensional closed subspace of hypercyclic vectors.

As noted by Salas [Sa2], a characterization similar to conditions (1) above can be given for a bilateral backward weighted shift to be hypercyclic. Of course, it can be proved that a hypercyclic bilateral backward shift also satisfies the Hypercyclicity Criterion for a subsequence of positive integers $\{n_k\}$. These results are not in contradiction with the result of Salas [Sa1] in which he constructed a bilateral shift which does not satisfy the Hypercyclicity Criterion for the whole sequence of natural numbers. Finally, as in [Sa2], we may deduce that there is a hypercyclic operator $T$ such that $T$ and its adjoint $T^*$ have an infinite-dimensional closed subspace of hypercyclic vectors.

2. Backward weighted shifts. Let $\{e_n\}_{n \geq 0}$ be the canonical basis of $\ell^2$. The backward weighted shift $T : \ell^2 \to \ell^2$ is defined by $T e_n = w_n e_{n-1}$ for $n \geq 1$ and $T e_0 = 0$, where the weight sequence $\{w_n\}_{n \geq 1}$ is a bounded sequence of positive numbers. Gethner and Shapiro [GS], by means of the Hypercyclicity Criterion, proved that if $\lim \prod_{j=1}^n w_j = 1$, then $T$ is hypercyclic. Salas [Sa2] proved that a backward weighted shift is hypercyclic if and only if $\limsup_{n \to \infty} \prod_{j=1}^n w_j = 1$.

In order to apply Theorem 2.1 let us show that a backward weighted shift always satisfies the Hypercyclicity Criterion whenever it is hypercyclic. As before we take $X = Y = \text{span}\{e_n\}$, and the operator $S$ will be the weighted forward shift defined on $\ell^2$ by

$$Se_n = \frac{1}{w_{n+1}} e_{n+1} \quad (n = 0, 1, 2, \ldots).$$

Clearly, $TS = \text{identity}$ on $\ell^2$. Since $T$ is hypercyclic we have $\limsup_{n \to \infty} \prod_{j=1}^n w_j = \infty$. Thus for every $\epsilon > 0$ and for every positive integer $q$ there is an $n_k$ such that

$$\prod_{i=1}^{n_k} w_{i+j} > \frac{1}{\epsilon} \quad (j \leq q).$$

Again, let $\{\varepsilon_k\}_{k \geq 1}$ be any sequence of positive numbers decreasing to zero. For each positive integer $k$ we can find a positive integer $n_k$ such that condition (2) is satisfied for $\varepsilon = \varepsilon_k$ and $q = k$. Let $x \in \text{span}\{e_n\}$; then $x = \sum_{j=0}^{k_0} \alpha_j e_j$ and $T^{n_k} x$ is eventually zero. As before, for $k \geq k_0$ we can prove that $\|S^{n_k} x\| < \varepsilon_k \|x\|$. Thus $T$ satisfies the Hypercyclicity Criterion.

In Section 4 (see Proposition 4.1) we will prove that the nearest part of the essential spectrum of a backward weighted shift is a circle centered at the origin and of radius

$$r_1 = \lim_{n \to \infty} \left( \inf_{k} \prod_{i=0}^{n-1} w_{k+i} \right)^{1/n}.$$

If $r_1 = 0$, then the circle degenerates to a point. For the existence of the above limit see [Shi, Propositions 12 and 14] or Section 4. Thus the essential spectrum intersects the closed unit disk if and only if $r_1 \leq 1$. Thus we may apply Theorem 2.1 again to obtain

Corollary 2.3. Let $T$ be a backward weighted shift with positive weight sequence $\{w_n\}$. Then $T$ has an infinite-dimensional closed subspace of hypercyclic vectors if and only if $\limsup_{n} \prod_{i=1}^{n} w_i = \infty$ and $r_1 \leq 1$. 
3. **The identity plus a backward weighted shift.** Let $T$ be a backward weighted shift as above. Chan and Shapiro [CS] proved that for certain types of unilateral backward weighted shifts $T$ on Hilbert space the operator $I + T$ is hypercyclic. Godefroy and Shapiro [GoS] asked whether $I + T$ is hypercyclic on a Hilbert space if $T$ is a quasinilpotent unilateral backward weighted shift. A similar question was asked also in [CS]. In [Sa2] H. Salas proved that for a backward weighted shift $T : \ell^2 \to \ell^2$ with positive weights, $I + T$ is hypercyclic. In [LM, Proposition 4.3 and remark following it] it is proved (using Salas’s method) that the operator $I + T$ always satisfies the Hypercyclicity Criterion. Therefore, a direct application of Theorem 2.1 gives the following

**Corollary 2.4.** Let $T$ be a backward weighted shift. Then the operator $I + T$ has an infinite-dimensional closed subspace of hypercyclic vectors if and only if $r_1 \leq 2$.

Corollary 2.4 answers one of the questions posed in [LM].

4. **Multiplication operators.** Following Godefroy and Shapiro [GoS], let $\Omega \subset \mathbb{C}$ be a region (that is, a connected, open subset of $\mathbb{C}$) and let $\mathcal{H}$ be a Hilbert space of holomorphic function on $\Omega$ subject to the restrictions of non-triviality (that is, $\mathcal{H} \neq 0$) and bounded point evaluations (for each $z \in \Omega$, the evaluation functional $f \to f(z)$ is continuous on $\mathcal{H}$). A complex valued function $\varphi$ on $\Omega$ for which the pointwise product $\varphi f \in \mathcal{H}$ for every $f \in \mathcal{H}$ is called a multiplier. Each multiplier of $\mathcal{H}$ determines a linear multiplication operator $M_\varphi$ by the formula

$$M_\varphi f = \varphi f \quad (f \in \mathcal{H}).$$

The boundedness of $M_\varphi$ follows from the point continuity evaluations and the Closed Graph Theorem. Proposition 4.4 in [GoS] proves that every multiplier is a bounded holomorphic function on $\Omega$. Godefroy and Shapiro [GoS, Theorem 4.9] also proved that if

$$\|M_\varphi\| = \|\varphi\|_\infty = \sup\{|\varphi(z)| : z \in \Omega\},$$

then the adjoint $M_\varphi^*$ is hypercyclic if and only if $\varphi(\Omega)$ intersects the unit circle.

From part b) of Proposition 4.4 in [GoS] it can be deduced that the spectrum of $M_\varphi^*$ is the closure of $\varphi(\Omega) = \{\varphi(z) : z \in \Omega\}$. In addition, if $\varphi$ is one-to-one, then the essential spectrum of $M_\varphi^*$ is the boundary $\partial \varphi(\Omega)$. Therefore, we have the following fact.

**Corollary 2.5.** Suppose every bounded function $\varphi$ on $\Omega$ is a multiplier of $\mathcal{H}$, with $\|M_\varphi\| = \|\varphi\|_\infty$. Then whenever $\varphi$ is one-to-one the operator $M_\varphi^*$ has an infinite-dimensional closed subspace of hypercyclic vectors if and only if $\varphi(\Omega)$ intersects the unit circle and the boundary $\partial \varphi(\Omega)$ intersects the closed unit disk.

5. **Differentiation and translation operators.** Following Chan and Shapiro [CS], let us call an entire function $\gamma(z) = \sum \gamma_n z^n$ a comparison function if $\gamma_n > 0$ for each $n$, and the sequence of ratios $\gamma_{n+1}/\gamma_n$ decreases to zero as $n$ increases to $\infty$. If the sequence $(n+1)\gamma_{n+1}/\gamma_n$ is monotonically decreasing to zero, then $\gamma$ is called an admissible comparison function. For each comparison function $\gamma$, it can be defined $E^2(\gamma)$ to be the Hilbert space of power series:

$$f(z) = \sum_{n=0}^{\infty} \hat{f}(n)z^n.$$
for which the norm
\[ \|f\|_{\ell^2,\gamma}^2 = \sum_{n=0}^{\infty} \gamma_n^{-2} |f(n)|^2 < \infty. \]

It can be said that the restrictions on the growth of comparison functions are reflected in the behavior of the functions in the corresponding Hilbert space (see [CS, p. 1429]).

Proposition 1.1 in [CS] states that the differentiation operator \( D : E^2(\gamma) \to E^2(\gamma) \), which assigns to each function \( f \in E^2(\gamma) \) its derivative \( f' \), is bounded on \( E^2(\gamma) \) if and only if \( n\gamma_n/\gamma_{n-1} \) is bounded. In fact they proved that it is a backward weighted shift with respect to the orthonormal basis \( e_n = \gamma_n z^n \) with positive weight sequence \( w_k = k\gamma_k/\gamma_{k-1} \). So, applying Corollary 2.3, we have the following.

**Corollary 2.6.** Suppose that \( \gamma \) is a comparison function. The operator of differentiation has an infinite-dimensional closed subspace of hypercyclic vectors if and only if
\[
\limsup_{k} k!\gamma_k = \infty \quad \text{and} \quad \lim_{n\to\infty} \left( \inf_{k} \frac{(n+k-1)! \gamma_{n+k-1}}{(k-1)! \gamma_k} \right)^{1/n} \leq 1.
\]

From the fact that the differentiation operator \( D \) is bounded, and the fact that the translation operator by a complex number \( a \), which assigns to each function \( f(z) \) the function \( f(z+a) \), satisfies the equation \( T_a = e^{\alpha D} \), Chan and Shapiro [CS Corollary 1.2] proved that the translation operator \( T_a \) is also bounded whenever \( n\gamma_n/\gamma_{n-1} \) is bounded.

From the equation \( T_a = e^{\alpha D} \) we see that the essential spectrum of \( T_a \) contains a closed curve which passes through \( e^{-|a|r_1} \) and \( e^{\alpha |a|r_1} \) if \( r_1 > 0 \) and \( \{1\} \) if \( r_1 = 0 \). In any case, \( \sigma_e(T_a) \) intersects the closed unit disk. Since the translation operator also satisfies the Hypercyclicity Criterion (see [CS]), we have

**Corollary 2.7.** If \( \gamma \) is a comparison function, then there is an infinite-dimensional Hilbert subspace of hypercyclic vectors for the translation operator \( T_a \).

This answers another question posed in [LM]. Corollary 2.7 was obtained in [LM] only for admissible comparison functions.

6. **Composition operators.** We close this section with composition operators, which were the first class of operators to which Theorem A was applied. Let \( \mathcal{H} = H^2(\mathbb{D}) \) be the Hardy space of analytic functions on the unit disk \( \mathbb{D} \) and whose boundary values are in \( L^2(\partial\mathbb{D}) \).

If \( \varphi \) is holomorphic on \( \mathbb{D} \) and \( \varphi(\mathbb{D}) \subset \mathbb{D} \), the Littlewood Subordination Theorem (see [Sh, Chapter 1]) asserts that the corresponding composition operator \( C_\varphi \) which assigns to each function \( f \in \mathcal{H}^2(\mathbb{D}) \) the function \( C_\varphi(f) = f \circ \varphi \) takes \( \mathcal{H}^2(\mathbb{D}) \) boundedly into itself.

In [BS1], Bourdon and Shapiro gave a complete characterization of those linear fractional transformations which induce hypercyclic operators. In [BS2], they extend their results to a larger class of inducing maps. The second author by means of Theorem A proved that hypercyclic composition operators induced by linear fractional transformations have an infinite-dimensional closed subspace of hypercyclic vectors (see [Mo, Section 3]). Theorem 2.1 clarifies why hypercyclic composition operators were so good in satisfying Theorem A. The fact is that the
essential spectrum of hypercyclic composition operators induced by linear fractional
transformations always intersects the closed unit disk.

Theorem 2.1 also applies to hypercyclic composition operators studied in [BS2].
In fact, Theorems 4.7 and 4.16 in [BS2] give sufficient conditions for a composition
operator $C_\varphi$ to be hypercyclic. Under the hypotheses of Theorem 4.7 in [BS2] we
can apply Lemma 7.24 in [CM] to see that the essential spectrum of $C_\varphi$ always
intersects the closed unit disk. Also, under the hypotheses of Theorem 4.16 in
[BS2] we can apply Corollary 7.39 in [CM] to see that the essential spectrum of
$C_\varphi$ always contains the unit circle. Therefore, applying Theorem 2.1 we find that
under the hypotheses of Theorem 4.7 or 4.16 in [BS2] there always exists an infinite-
dimensional closed vector space of hypercyclic vectors.

3. The essential spectrum intersects

In this section we will prove that if the essential spectrum of an operator satisfying
the Hypercyclicity Criterion intersects the closed unit disk, then there is an
infinite-dimensional closed subspace of hypercyclic vectors.

We begin with a result that asserts that for hypercyclic operators the essential
spectrum and the left essential spectrum coincide. This fact will be very useful in
this section and in Section 5.

**Proposition 3.1.** If $T$ is a hypercyclic bounded operator on a separable Hilbert
space $H$, then $\sigma_e(T) = \sigma_{le}(T)$.

**Proof.** Since $\sigma_{le}(T)$ is contained in $\sigma_e(T)$, we need only prove the other inclusion.
If $\lambda$ does not belong to $\sigma_{le}(T)$, then $\text{ran}(T - \lambda)$ is closed. Since $T$ is hypercyclic,
$\text{ran}(T - \lambda)$ is dense in $H$ (see [Ki, Theorem 2.3]). Therefore, $\text{ran}(T - \lambda) = H$ and,
consequently, $\lambda$ does not belong to $\sigma_e(T)$. The proof is finished. 

One of the main keys for the proof of our result in this section is the follow-
ing proposition, which is a version of the Apostol–Foiaş–Voiculescu Theorem about
normal restrictions of compact perturbations of the identity (see [He1, Theorem
3.49]). The proof is the argument g) implies d) in [Co, Chapter XI, Theorem 2.5].
We include the proof not only for the sake of completeness, but also because it gives
insight in our results.

**Proposition 3.2.** Given a bounded linear operator $T$, $\lambda \in \sigma_{le}(T)$ and $\varepsilon > 0$, there
exist an infinite-dimensional subspace $H_\varepsilon$ and a compact operator $K_\varepsilon$ such that $\|K_\varepsilon\| < \varepsilon$, $(T - K_\varepsilon)H_\varepsilon \subset H_\varepsilon$, and the restriction of $T - K_\varepsilon$ to $H_\varepsilon$ is $\lambda I_\varepsilon$, where $I_\varepsilon$
is the identity on $H_\varepsilon$.

**Proof.** Since $\lambda \in \sigma_{le}(T)$, the operator $T - \lambda$ is not a left Fredholm operator. Therefore,
there is an orthonormal system $\{e_n\}$ such that
$$\lim_n \|(T - \lambda)e_n\| = 0$$
(see [Co, Chapter XI, Theorem 2.5]). By extracting a subsequence, if necessary, we
may suppose that
$$\|(T - \lambda)e_n\| < \frac{\varepsilon}{2^n} \quad (n \geq 1).$$
We define
$$K_\varepsilon(x) = \sum_{n=1}^{\infty} \langle x, e_n \rangle (T - \lambda)e_n.$$
Since $K_\varepsilon$ is the limit of finite rank operators, we find that $K_\varepsilon$ is compact. On the other hand, it easy to see that $\|K_\varepsilon\| < \varepsilon$. If we define $\mathcal{H}_\varepsilon = \text{span}\{e_n\}$, then we have

$$(T - K_\varepsilon)e_n = Te_n - Te_n + \lambda e_n = \lambda e_n,$$

and all the required properties are satisfied.

We remark here that in order to prove our results we do not even require the full strength of Proposition 3.2.

Finally, some elementary theory about basic sequences will be required. Recall that $\{x_n\} \subset \mathcal{H}$ is a basic sequence if for each $x$ belonging to the closed linear span of $\{x_n\}$ there exists a unique sequence of scalars $\{\alpha_n\}$ such that

$$x = \sum_{n=1}^{\infty} \alpha_n x_n.$$ 

For instance, an orthonormal system in a Hilbert space is a basic sequence. The coefficient functionals $\{x_n^*\}$ are defined as the linear functionals $x_n^* (\sum_{n=1}^{\infty} \alpha_n x_n) = \alpha_k$. These functionals are continuous (see [Di, pp. 32-33]) and can be extended by the Hahn-Banach Theorem to $\mathcal{H}$.

Two basic sequences are called equivalent if the convergence of $\sum \alpha_n x_n$ is equivalent to that of $\sum \alpha_n y_n$. If $\{x_n\}$ and $\{y_n\}$ are basic sequences, then there is an obvious isomorphism between their closed linear spans, $\text{span}\{x_n\}$ and $\text{span}\{y_n\}$. We also need the following standard stability theorem for bases (see [Di, p. 46]).

**Theorem 3.3.** Let $\{y_n\}$ be a basic sequence in a Hilbert space $\mathcal{H}$ and suppose that $\{y_n^*\}$ is the sequence of coefficient functionals. Suppose that $\{z_n\}$ is a sequence in $\mathcal{H}$ for which $\sum \|y_n^*\| \|y_n - z_n\| < 1$. Then $\{z_n\}$ is a basic sequence equivalent to $\{y_n\}$.

Now we turn to the proof of the spectral sufficient condition for the existence of an infinite-dimensional closed subspace of hypercyclic vectors. Observe that the Hypercyclicity Criterion makes a new appearance.

**Theorem 3.4.** Let $T$ be a bounded linear operator on a separable Hilbert space $\mathcal{H}$ satisfying the Hypercyclicity Criterion. Suppose also that the essential spectrum of $T$ intersects the closed unit disk. Then there exists an infinite-dimensional closed subspace of hypercyclic vectors for $T$.

**Proof.** Since the operator $T$ satisfies the Hypercyclicity Criterion, condition a) of Theorem A is satisfied for some subsequence of positive integers. Therefore, we have only to prove that condition b) of Theorem A is satisfied for the same subsequence.

Suppose the essential spectrum $\sigma_e(T)$ intersects the closed unit disk. Since $T$ is hypercyclic, Proposition 3.1 implies that $\sigma_{le}(T) = \sigma_e(T)$. Thus $\sigma_{le}(T)$ also intersects the closed unit disk. Thus we can take $\lambda \in \sigma_{le}(T)$ with $|\lambda| \leq 1$. By Proposition 3.2 we can find a compact operator $K$ and an infinite-dimensional Hilbert space $\mathcal{H}'$ such that $\mathcal{H}'$ is invariant under $T-K$ and the matrix representation for some orthonormal basis is

$$(1) \quad \begin{pmatrix} N & * \\ 0 & A \end{pmatrix},$$
where $N$ is an infinite-diagonal matrix with diagonal entries equal to $\lambda$. Here $N$ is the matrix representation of restriction of $T - K$ to $\mathcal{H}$. In fact the norm of $K$ can be taken as small as desired, but this is irrelevant for our purposes. However, observe that the norm of the restriction of $T - K$ to $\mathcal{H}$ is $\leq 1$.

Although the rest of the proof runs parallel to that of Theorem 2.1 in [LM], the details are different. The algebraic properties of compact operators imply that, for each positive integer $n$,

$$T^n = (T - K + K)^n = (T - K)^n + K_n,$$

where $K_n$ is a compact operator. Let $\{e_n\}$ be the orthonormal basis of $\mathcal{H}$ for which $T - K$ has the matrix representation (1). We will construct a subsequence $\{f_n\}$ such that for every $x = \sum_{j=1}^{\infty} \alpha_j y_j \in \overline{\text{span}}\{y_n\}$ and for every positive integer $n$ the following inequality is satisfied:

$$K_n \sum_{j=n}^{\infty} \alpha_j y_j < \sum_{j=n}^{\infty} \alpha_j y_j.$$

In order to do this we consider a sequence $\{\varepsilon_m\}$ of positive numbers such that $\sum_{m=1}^{\infty} \varepsilon_m^2 < 1$. Since $K_1$ is compact and $\{e_n\}$ converges weakly to zero, we have $\|K_1 e_n\| \to 0$. Thus we can choose a positive integer $m_1$ large enough to have $\|K_1 e_m\| < \varepsilon_1$ for every $m \geq m_1$. In this way we can choose $m_n \geq m_{n-1}$ such that $\|K_n e_{m_n}\| < \varepsilon_n$ for every $m \geq m_n$. We define $y_n = e_{m_n}$. Therefore, if $\sum_{j=1}^{\infty} \alpha_j y_j \in \overline{\text{span}}\{y_n\}$ we have, for each positive integer $n$,

$$K_n \sum_{j=n}^{\infty} \alpha_j y_j \leq \sum_{j=n}^{\infty} |\alpha_j| \|K_n y_j\|< \sum_{j=n}^{\infty} |\alpha_j|\varepsilon_j \leq \left(\sum_{j=n}^{\infty} |\alpha_j|^2\right)^{\frac{1}{2}} \left(\sum_{j=n}^{\infty} \varepsilon_j^2\right)^{\frac{1}{2}} \leq \left(\sum_{j=n}^{\infty} \alpha_j y_j\right).$$

It is important to observe that we are free to choose the sequence $\{m_n\}$ contained in the sequence for which the Hypercyclicity Criterion is satisfied.

Let $X \subset \mathcal{H}$ be the dense subset required by the Hypercyclicity Criterion. We choose a sequence $\{z_n\} \subset X$ such that for each positive integer $n$

$$\|y_n - z_n\| \leq \varepsilon_n \sum_{j=1}^{\infty} \|T^n\|.$$

Since $T$ is hypercyclic, $\|T\| > 1$ and also $\|y_n - z_n\| < \varepsilon_n$ for every $n$. In addition, we may suppose that the sequence $\{\varepsilon_n\}$ also satisfies $\sum_{n=1}^{\infty} \varepsilon_n < 1$. Let $\{y_n^\ast\}_{n \geq 1}$ be the sequence of coefficient functionals corresponding to the orthonormal sequence.
Thus
\[ \sum_{n=1}^{\infty} \|y_n^*\| \|y_n - z_n\| < \sum_{n=1}^{\infty} \varepsilon_n < 1. \]

Therefore, upon applying Theorem 3.3 we find that every subsequence \( \{z_{n_k}\} \) is a basic sequence equivalent to the corresponding orthonormal sequence \( \{y_{n_k}\} \). We are in position to construct a basic subsequence of \( \{z_n\} \) whose closed linear span will be the space \( \mathcal{H}_0 \) we are looking for. Set \( n_1 = 1 \). Since \( z_{n_1} \in X \), we may apply hypothesis a1) of Theorem A to choose a positive integer \( n_2 > n_1 \) such that \( \|T^{n_2}z_{n_1}\| \leq \frac{\varepsilon_{n_1}}{2} \). Again, we may choose a positive integer \( n_3 > n_2 \) large enough to have
\[ \|T^{n_3}z_{n_k}\| < \frac{\varepsilon_{n_k}}{2^k} \quad \text{for } k = 1, 2. \]

In this way we construct an increasing sequence of positive integers \( \{n_k\} \) such that
\[ \|T^{n_k}z_{n_j}\| < \frac{\varepsilon_{n_j}}{2^k} \quad \text{for } j = 1, \ldots, k - 1. \]

We define \( \mathcal{H}_0 = \overline{\text{span}} \{z_{n_k}\} \). Let \( z = \sum_{j=1}^{\infty} \alpha_j z_{n_j} \in \mathcal{H}_0 \). Since \( \{z_{n_k}\} \) is a perturbation of an orthonormal system, it is bounded away from zero, so we may assume \( |\alpha_j| < \|z\| \). Taking into account the fact that the norm of the restriction of \( T - K \) to \( \mathcal{H}' \) is \( \leq 1 \) and the fact that \( \|K_{n_k}x_k\| < \|x_k\| \) for \( x_k = \sum_{j=k}^{\infty} \alpha_j y_{n_j} \), and using the inequalities (2), we estimate
\[
\begin{align*}
\|T^{n_k} \sum_{j=k}^{\infty} \alpha_j z_{n_j}\| & \leq \sum_{j=k}^{\infty} |\alpha_j| \|T^{n_k}(z_{n_j} - y_{n_j})\| + \|T^{n_k} \sum_{j=k}^{\infty} \alpha_j y_{n_j}\| \\
& < \sum_{j=k}^{\infty} |\alpha_j| \|T^{n_k}\| \|z_{n_j} - y_{n_j}\| + \|T^{n_k} \sum_{j=k}^{\infty} \alpha_j y_{n_j}\| \\
& < \|z\| \sum_{j=k}^{\infty} \varepsilon_{n_j} + \|T^{n_k} \sum_{j=k}^{\infty} \alpha_j y_{n_j}\| + K_{n_k} \sum_{j=k}^{\infty} \alpha_j y_{n_j} \\
& < \|z\| \sum_{j=k}^{\infty} \varepsilon_{n_j} + 2 \|\sum_{j=k}^{\infty} \alpha_j y_{n_j}\|.
\end{align*}
\]

Finally, using the above estimation in the second inequality below,
\[
\|T^{n_k} z\| \leq \sum_{j=1}^{k-1} |\alpha_j| \|T^{n_k} z_{n_j}\| + \|T^{n_k} \sum_{j=k}^{\infty} \alpha_j z_{n_j}\| \\
< \sum_{j=1}^{k-1} |\alpha_j| \|T^{n_k}\| \|z_{n_j}\| + \sum_{j=k}^{\infty} |\alpha_j| \varepsilon_{n_j} + \sum_{j=k}^{\infty} \|z\| \varepsilon_{n_j} + 2 \|\sum_{j=k}^{\infty} \alpha_j y_{n_j}\| \\
< \|z\| \left( \frac{1}{2^k} + \sum_{j=k}^{\infty} \varepsilon_{n_j} \right) + 2 \|\sum_{j=k}^{\infty} \alpha_j y_{n_j}\|.
\]

Upon letting \( k \) tend to \( \infty \) we have that (3) tends to zero because each of the series which appear in (3) is the remainder of a convergent series. Therefore, we
have proved that the hypotheses of Theorem A are satisfied for the sequence \( \{n_k\} \). Consequently, if \( T \) satisfies the Hypercyclicity Criterion and the essential spectrum intersects the closed unit disk, then there is an infinite-dimensional closed subspace of hypercyclic vectors, and the proof is complete.

**Remark.** From (3) above we have

\[
\|T^{n_k}z\| \leq \|z\| \left( \frac{1}{2^k} + \sum_{j=k}^{\infty} \varepsilon_{n_j} \right) + 2 \left\| \sum_{j=k}^{\infty} \alpha_j y_{n_j} \right\| \leq 4\|z\|
\]

for every positive integer \( k \) and for every \( z \in \mathcal{H}_0 \). Thus, under the hypotheses of Theorem 3.4 condition iii) of Theorem 2.1 is satisfied.

4. **The essential minimum modulus**

In this expository section we will define the essential minimum modulus and discuss several of its properties which are relevant to the proof of the converse of Theorem 3.4 in the following section. If \( T \in \mathcal{L}(\mathcal{H}) \), then the minimum modulus is defined as

\[
m(T) = \min\{\lambda \in \sigma(T^*T) : \lambda > 0\}
\]

and the essential minimum modulus is defined as

\[
m_e(T) = \min\{\lambda \in \sigma_e(T^*T) : \lambda > 0\}.
\]

This is one of the most standard ways of defining the essential minimum modulus on Hilbert space (see [He1, p. 167]). The essential minimum modulus has been important in understanding the structure of the Calkin algebra, and has also been used to obtain conclusions about the algebra of operators \( \mathcal{L}(\mathcal{H}) \). For instance, in [Bo, Theorem 3], it is proved that the distance from an operator \( T \) to the set of all invertible operators is \( \max\{m_e(T), m_e(T^*)\} \) whenever \( \text{ind} T \neq 0 \). Theorem 4 in [Bo] shows that the distance from an operator \( T \) to the set of Fredholm operators is \( \max\{m_e(T), m_e(T^*)\} \) whenever \( T \) is not Fredholm.

First we will see several properties of the minimum modulus that have their corresponding counterparts in the essential minimum modulus. By using the polar factorization of \( T \), it is easy to check that (see [Bo, Theorem 1, (i)])

\[
m(T) = \inf\{\|Tx\| : \|x\| = 1\}.
\]

(1)

The minimum modulus has a nice geometric interpretation. Let \( \mathcal{M}(\mathcal{H}) \) denote the set of operators \( T \) such that \( \ker T = \{0\} \) and \( \text{ran} T \) is closed. Clearly, \( \mathcal{M}(\mathcal{H}) \) is open in \( \mathcal{L}(\mathcal{H}) \). It is well-known that \( m(T) > 0 \) if and only if \( T \) belongs to \( \mathcal{M}(\mathcal{H}) \) (see [Bo, Theorem 1, (ii)]). Proposition 2 in [MZ] shows that

\[
m(T) = \text{dist} (T, \mathcal{L}(\mathcal{H}) \setminus \mathcal{M}(\mathcal{H})).
\]

(2)

Furthermore, denoting by \( b(T) \) the supremum of all \( \varepsilon \geq 0 \) such that \( m(T - \lambda I) > 0 \) for \( |\lambda| < \varepsilon \), we have the following asymptotic formula (see [MZ, Theorem 3]):

\[
b(T) = \lim_{n \to \infty} m(T^n)^{1/n}.
\]

(3)

For instance, if \( T^* \) is the adjoint of a backward weighted shift \( T \) with positive weight sequence \( \{w_n\} \), then

\[
b(T^*) = r_1(T^*),
\]
where \( r_1(T^*) = r_1 \) is defined as in formula (3) in Section 2 (see [Shi] Propositions 12 and 14). As an application of formula (3) above we will prove the following proposition, which completes the proof of Corollary 2.3 in Section 2.

**Proposition 4.1.** If \( T \) is a backward weighted shift, then the nearest part to the origin of the essential minimum modulus is the circle centered at the origin of radius \( r_1(T^*) \).

**Proof.** First, observe that for any complex number \( \lambda \) the operator \( T^* - \lambda \) is injective. Hence, by the definition of \( b(T^*) \) we have that for any \( \varepsilon > 0 \) we can find \( r_1(T^*) \leq |\lambda_1| < r_1(T) + \varepsilon \) such that \( T^* - \lambda_1 \) is not closed. Therefore, \( \lambda_1 \) belongs to the essential spectrum of \( T^* \). Since \( \sigma_e(T^*) \) is compact, we find that there is, at least, one point on the circle \( |z| = r_1(T^*) \) that belongs to \( \sigma_e(T^*) \). By circular symmetry (see [Shi] Corollary 2, p. 52) the whole circle \( |z| = r_1(T^*) \) must be contained in the essential spectrum.

Second, let us prove that if \( |\lambda| < r_1(T^*) \), then \( \lambda \) does not belong to \( \sigma_e(T^*) \). Toward this end, we consider the quantity

\[
\lim_{n \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} w_i \right)^{1/n}
\]

Observe that \( r_1(T^*) \leq r_2(T^*) \). If \( |\lambda| < r_1(T^*) \leq r_2(T^*) \), then \( \dim \ker(T^* - \lambda^*) = \dim \ker(T - \lambda) = 1 \) (see [Shi] Theorem 8, p. 70). Also \( \ker(T^* - \lambda) = \{0\} \), and by the definition of \( b(T^*) \) we have that the range of \( T^* - \lambda \) is closed. Upon putting everything together we see that \( \lambda \) is not in the essential spectrum of \( T^* \).

Finally, the result follows from the fact that \( \sigma_e(T) = \{ \lambda : \lambda \in \sigma_e(T^*) \} \).

The rest of this section is based on the work of Bouldin [Bo] and Zemánek [Ze1]. Let us prove that the essential minimum modulus satisfies a formula analogous to (1). Recall that \( \pi(T) = \tilde{T} \) denotes the projection of \( T \) onto the Calkin algebra. The formula \( \pi(T^*) = (\pi(T))^* \) can be used to define an involution which makes the Calkin algebra into a \( C^* \)-algebra, and the projection \( \pi \) from \( \mathcal{L}(\mathcal{H}) \) onto the Calkin algebra is a \( * \)-homomorphism. It is not difficult to check that

\[
\pi((T^*T)^{1/2}) = (\pi(T^*)\pi(T))^{1/2}
\]

Now, the elements of any \( C^* \)-algebra can be regarded as operators on a Hilbert space \( \mathcal{H}_1 \) with norm \( |.| \) and such that \( |\tilde{T}| = ||T||_e \), where \( ||T||_e \) denotes the norm of \( T \) in the Calkin algebra (see [Co] Chapter VIII, Theorem 5.17), for instance). Thus the notation \( m(T) \) makes sense, and it follows from (1) and (4) that

\[
m_e(T) = m(\tilde{T}) = \inf \{|\tilde{T}x| : x \in \mathcal{H}_1, |x| = 1\}.
\]

Now we turn to the geometric interpretation of the essential minimum modulus. Let \( \mathcal{SF}_+(\mathcal{H}) \) denote the set of all operators such that \( \text{ran} \ T \) is closed and \( \ker \ T \) is finite dimensional. It is well-known and not difficult to show that \( \mathcal{SF}_+(\mathcal{H}) \) is open in \( \mathcal{L}(\mathcal{H}) \). The following theorem, due to Zemánek (see [Ze1] p. 226]), provides a geometric interpretation of the essential minimum modulus analogous to that of \( m(T) \).

**Theorem 4.2.** Let \( T \) be a bounded operator on a Hilbert space \( \mathcal{H} \). Then the essential minimum modulus \( m_e(T) \) is equal to the distance from the operator \( T \) to the closed set \( \mathcal{L}(\mathcal{H}) \setminus \mathcal{SF}_+(\mathcal{H}) \).
Proof. By Theorem 2 (iv) in [Bo], $m_e(T) > 0$ if and only if $T$ belongs to $\mathcal{SF}_+(\mathcal{H})$. Therefore, to show that $m_e(T) \geq \text{dist}(T, \mathcal{L}(\mathcal{H}) \setminus \mathcal{SF}_+(\mathcal{H}))$ it is enough to prove that $m_e(S) > 0$ whenever $\|T - S\| < m_e(T)$. By using the expression (5) above for the essential minimum modulus and the fact that $|T| = \|T\|_e \leq \|T\|$ we have, for each $x \in \mathcal{H}_1$ with $|x| = 1$,
\[ |\tilde{S}x| \geq |\tilde{T}x| - |(\tilde{T} - \tilde{S})x| \geq m_e(T) - |\tilde{T} - \tilde{S}| \geq m_e(T) - \|T - S\| > 0. \]
Upon taking the infimum over all $x \in \mathcal{H}_1$ with $|x| = 1$, we see that $m_e(S > 0$.

Now, given $\varepsilon > 0$, we must find an operator $S$ in $\mathcal{L}(\mathcal{H}) \setminus \mathcal{SF}_+(\mathcal{H})$ such that
\[ \|T - S\| \leq m_e(T) + \varepsilon. \]
Toward this end, let us consider the spectral resolution $E[\cdot]$ of the operator $(T^*T)^{1/2}$. By Theorem 2 (ii) in [Bo] the subspace $E[m_e(T), m_e(T) + \varepsilon] \mathcal{H}$ has infinite dimension, and since $E[m_e(T), m_e(T) + \varepsilon] \leq E[0, m_e(T) + \varepsilon]$ the subspace $\mathcal{H}' = E[0, m_e(T) + \varepsilon] \mathcal{H}$ is also infinite-dimensional. Let us define the operator $S$ by $Sy = 0$ when $y \in \mathcal{H}'$, and by $Sz = Tz$ when $z$ is in the orthogonal complement of $\mathcal{H}'$. Clearly, the operator $S$ is in $\mathcal{L}(\mathcal{H}) \setminus \mathcal{SF}_+(\mathcal{H})$. Let $x$ be an arbitrary vector of norm one in $\mathcal{H}$. Set $x = y + z$, where $y \in \mathcal{H}'$ and $z$ is in the orthogonal complement of $\mathcal{H}'$. Then we have $(T - S)x = Ty$. Therefore, $\|\tilde{T} - \tilde{S}\| = \|Ty\| \leq m_e(T) + \varepsilon$. For a proof of the last inequality see [Co] Chapter XI, Theorem 2.5, e) implies f).
The proof is completed. \hfill \square

The preceding theorem was used by Zemánek (see [Ze1]) to define the essential minimum modulus in the Banach space setting.

Now, Theorem 4.2 implies that if $|\lambda| < m_e(T)$, then $T - \lambda$ is in $\mathcal{SF}_+(\mathcal{H})$. Thus $\lambda$ is not in $\sigma_e(T)$. Hence, $m_e(T) \leq \text{dist}(0, \sigma_e(T))$. Although sometimes there is equality in the last inequality (see [AFHV] p. 159), there are operators for which $m_e(T) < \text{dist}(0, \sigma_e(T))$. In fact, if $T$ is a unilateral forward shift, $T - \lambda$ is injective for any complex number $\lambda$. Thus $m_e(T) = m(T)$. Using Proposition 4.1 and the fact that $m(T)$ can be explicitly computed in terms of the weights (see [Shi] Proposition 14, p. 68), it is not difficult to construct a unilateral forward weighted shift for which $m_e(T) < \text{dist}(0, \sigma_e(T))$. However, the following deep theorem of Zemánek (see [Ze2] Theorem 1) asserts that it is still true that $\text{dist}(0, \sigma_e(T))$ can be expressed as an asymptotic formula involving $m_e(T^n)$.

**Theorem 4.3.** If $T$ is a bounded linear operator on a separable Hilbert space, then
\[ \lim_{n \to \infty} m_e(T^n)^{1/n} = \text{dist}(0, \sigma_e(T)). \]

The above theorem will play a critical role in the proof of the converse of Theorem 3.4.

We close this section by stating another property of $m_e(T)$ which will be very useful in the following section (see [He1] Proposition 6.10, ii), p. 167).

**Proposition 4.4.** Let $T$ be a bounded linear operator on a separable Hilbert space $\mathcal{H}$. Then
\[ m_e(T) \leq \liminf_n \|T_e_n\| \]
for any orthonormal system $\{e_n\}$, and there is an orthonormal system for which there is equality.
5. **The essential spectrum must intersect**

In this section we will prove the converse of Theorem 3.4. This time we do not need the Hypercyclicity Criterion. The proof depends strongly on the properties of the essential minimum modulus. As in the proof of Theorem 3.4 in \[\text{Mo}\], we will use the sliding hump method.

**Theorem 5.1.** Suppose that \(T\) is a hypercyclic bounded operator on a separable Hilbert space \(\mathcal{H}\). If the essential spectrum does not intersect the closed unit disk, then every closed subspace of hypercyclic vectors is finite dimensional.

**Proof.** Let us suppose that there is an infinite-dimensional closed subspace \(\mathcal{H}_1\) consisting of hypercyclic vectors. We will construct a vector \(x \in \mathcal{H}_1\) such that

\[
\lim_{k \to \infty} \|T^k x\| = \infty,
\]

so \(x\) cannot be hypercyclic, a contradiction. Since \(T\) is hypercyclic, we can apply Proposition 3.1 to see that \(\sigma_e(T) = \sigma_{lc}(T)\). On the other hand, the fact that \(\sigma_e(T)\) does not intersect the closed unit disk implies that \(\text{dist}(0, \sigma_{lc}(T)) > 1\). Therefore, upon applying Theorem 4.3 in the preceding section we have

\[
\lim_{n \to \infty} (m_e(T^n))^{\frac{1}{n}} = \text{dist}(0, \sigma_{lc}(T)) > 1.
\]

This implies that there exist \(\lambda > 1\) and a positive integer \(k_0\) such that

\[
(1) \quad m_e(T^n) > \lambda^n \quad \text{for each } n \geq k_0.
\]

Now, Proposition 4.4 implies that if \(\{e_m\}\) is any orthonormal system, then inequality (1) applied to \(T^n\) yields

\[
(2) \quad \liminf_{m} \|T^n e_m\| \geq m_e(T^n).
\]

Therefore, if \(\{e_m\}\) is an orthonormal basis of \(\mathcal{H}_1\), then inequalities (1) and (2) imply that

\[
(3) \quad \liminf_{m} \|T^n e_m\| \geq m_e(T^n) > \lambda^n \quad \text{for each } n \geq k_0.
\]

Let \(\{e'_i\}\) be an orthonormal basis of \(\mathcal{H}\). For each element \(e_{m_i}\) of \(\{e_m\}\) we write \(T^k e_{m_i} = \sum_{i=1}^{\infty} a_{k,i} e'_i\), the expansion with respect to \(\{e'_i\}\). We claim that it is possible to choose a strictly increasing sequence of non-negative integers \(\{n_k\}\) such that, for every \(k \geq k_0\),

\[
(4) \quad \|T^k e_{m_k}\| > \lambda^k.
\]

\[
(5) \quad \left\| \sum_{i=n_k+1}^{\infty} a_{k,i} e'_i \right\| < \frac{1}{2},
\]

\[
(6) \quad \left\| \sum_{i=1}^{n_k-1} a_{k,i} e'_i \right\| < \frac{1}{2},
\]
\[ \left\| \sum_{i=n_k}^{\infty} a_{k+1,l,i} e'_i \right\| < \frac{1}{k+1}, \quad \text{for } (k_0 \leq l \leq k), \]  

(7)

\[ \left\| \sum_{i=1}^{n_j} a_{j,k,i} e'_i \right\| < \frac{1}{k}, \quad \text{for } (k_0 \leq j < k). \]  

(8)

Using (3) for \( n = k_0 \), it is possible to choose \( m_{k_0} \) large enough to have inequality (4) for \( k = k_0 \). Since \( T^{k_0} e_{m_{k_0}} \) and \( T^{k_0+1} e_{m_{k_0}} \) are already defined, we can choose \( n_{k_0} \) large enough to have inequalities (5) and (7) for \( k = k_0 \). If we set \( n_{k_0-1} = 1 \), then inequality (6) is trivially satisfied for \( k = k_0 \) if we define the sum on the left hand side of (6) as zero. Now suppose that \( n_{k_0}, \ldots, n_{k-1} \) and \( e_{m_{k_0}}, \ldots, e_{m_{k-1}} \) satisfying (4) through (8) are already chosen. Since \( \{e_m\} \) tends weakly to zero, so do \( T^j e_m \) \((k_0 \leq j \leq k)\). This along with (3) allows us to choose \( e_{m_k} \) to have (4), (6) and (8). Finally, since \( T^{k+1} e_m \) is already defined for \( k_0 \leq l \leq k \), we can choose \( n_k \) large enough such that (5) and (7) are satisfied.

Now, from (4), (5), (6) and the reverse triangle inequality we have

\[ \left\| \sum_{i=n_{k-1}}^{n_k} a_{k,k,i} e'_i \right\| = \left\| T^k e_{m_k} - \sum_{i=1}^{n_{k-1}-1} a_{k,k,i} e'_i - \sum_{i=n_{k+1}}^{\infty} a_{k,k,i} e'_i \right\| \]

\[ \geq \left\| T^k e_{m_k} \right\| - \left\| \sum_{i=1}^{n_{k-1}-1} a_{k,k,i} e'_i \right\| - \left\| \sum_{i=n_{k+1}}^{\infty} a_{k,k,i} e'_i \right\| \]

\[ > \lambda^k - 1. \]  

(9)

Using the orthogonality of the basis \( \{e'_i\} \), (7) for \( l < k \) and (8) for \( l > k \), we have for \( l \neq k \)

\[ \left\| \sum_{l \neq k} \sum_{i=n_{k-1}}^{n_k} a_{l,k,i} e'_i \right\| \leq \sum_{l \neq k} \frac{1}{l} \left\| \sum_{i=n_{k-1}}^{n_k} a_{l,k,i} e'_i \right\| \]

\[ = \sum_{l < k} \frac{1}{l} \left\| \sum_{i=n_{k-1}}^{n_k} a_{l,k,i} e'_i \right\| + \sum_{l > k} \frac{1}{l} \left\| \sum_{i=n_{k-1}}^{n_k} a_{l,k,i} e'_i \right\| \]

\[ \leq \sum_{l < k} \frac{1}{l^2} \left\| \sum_{i=n_{k-1}}^{n_k} a_{l,k,i} e'_i \right\| + \sum_{l > k} \frac{1}{l^2} \left\| \sum_{i=n_{k-1}}^{n_k} a_{l,k,i} e'_i \right\| \]

\[ < \sum_{l \neq k} \frac{1}{l^2} \]

\[ < \frac{\pi^2}{6}. \]  

(10)
We define \( x = \sum_{l=k_0}^{\infty} \frac{1}{l} e_{m_l} \), which clearly is in \( \mathcal{H}_1 \). Now, for each positive integer \( k \geq k_0 \)

\[
\|T^k x\| = \left\| \sum_{l=1}^{\infty} \frac{1}{l} T^k e_{m_l} \right\|
\]

\[
= \left\| \sum_{l=1}^{\infty} \frac{1}{l} \sum_{i=1}^{\infty} a_{k,l,i} e_i' \right\|
\]

\[
= \left\| \sum_{l=1}^{\infty} \left( \sum_{i=1}^{n_k-1} a_{k,l,i} e_i' + \sum_{i=n_k-1}^{n_k} a_{k,l,i} e_i' + \sum_{i=n_k+1}^{\infty} a_{k,l,i} e_i' \right) \right\|
\]

\[
\geq \left\| \sum_{l=1}^{\infty} \frac{1}{n_k} \sum_{i=n_k-1}^{n_k} a_{k,l,i} e_i' \right\|
\]

\[
\geq \left\| \frac{1}{k} \sum_{i=n_k-1}^{n_k} a_{k,k,i} e_i' \right\| - \left\| \sum_{i \neq k} \frac{1}{l} \sum_{i=n_k-1}^{n_k} a_{k,l,i} e_i' \right\|
\]

\[
> \lambda^k - \frac{1}{k} - \frac{\pi^2}{6}.
\]

We have applied the orthogonality of the basis \( \{e_i'\} \), the reverse triangle inequality and the inequalities (9) and (10). Therefore, \( \|T^k x\| \to \infty \) as \( k \to \infty \). So \( x \) cannot be hypercyclic, and we are finished.

Remark. The same arguments of the proof of Theorem 5.1 show that if ii) or iii) in Theorem 2.1 holds, then the essential spectrum intersects the closed unit disk. For if not, exactly as in the proof of Theorem 5.1 we can construct a vector \( x \) in any infinite-dimensional closed subspace such that \( \lim_{n} \|T^n x\| \to \infty \). Therefore, so does \( \|T^{n_k} x\| \) for every subsequence \( \{n_k\} \), in contradiction with ii) or iii).

Proof of Theorem 2.1. Suppose that i) is satisfied, Theorem 5.1 implies that the essential spectrum intersects the closed unit disk. The proof of Theorem 3.4 shows that ii) is satisfied, and the remark following Theorem 3.4 shows that iii) is also satisfied. If ii) is true, then by the remark above the essential spectrum intersects the closed unit disk, and Theorem 3.4 gives i). It should be observed that since we do not know that condition i) is satisfied for the subsequence in the hypothesis of the Hypercyclicity Criterion, we cannot apply Theorem A directly to see that ii) implies i). So we had to take a short detour. The same reasoning gives that iii) implies i). So i) through iii) are equivalent. Theorems 3.4 and 5.1 show the equivalence of i) through iv).

Let us denote by \( HC(\mathcal{H}) \) the class of all bounded operators which are hypercyclic and by \( HC_\infty(\mathcal{H}) \) the subclass of operators in \( HC(\mathcal{H}) \) which have an infinite-dimensional closed subspace of hypercyclic vectors. Herrero [He3] characterized the norm-closure of \( HC(\mathcal{H}) \). We will characterize the norm-closure of \( HC_\infty(\mathcal{H}) \). We denote by \( \sigma_0(T) \) the set of all normal eigenvalues of \( T \), that is, the set of isolated points of \( \sigma(T) \) which are not in \( \sigma_c(T) \). Recall that the Weyl spectrum of a bounded operator is defined by

\[
\sigma_W(T) = \bigcap \{ \sigma(T + K) : K \text{ is compact} \}
\]
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Finally, \( s \in \text{spec}(T) \) if and only if \( T - s I \) is semi-Fredholm (see [He1, pp. 10-11]). Recall that an operator is called semi-Fredholm if ran \( T \) is closed and either \( \dim(\ker T) \) is finite or \( \dim(\ker T^*) \) is finite (see [He1, pp. 10-11]).

**Theorem 5.2.** A bounded linear operator \( T \) is in the closure of \( HC_\infty(H) \) if and only if \( T \) satisfies the conditions

\[
\begin{align*}
&\text{(i)} \quad \sigma_W(T) \cup \partial \mathbb{D} \text{ is connected,} \\
&\text{(ii)} \quad \sigma_0(T) = \emptyset, \\
&\text{(iii)} \quad \text{ind} (T - \lambda) \geq 0 \text{ for each } \lambda \in \text{spec}(T), \text{ and} \\
&\text{(iv)} \quad \sigma_e(T) \cap \overline{\mathbb{D}} \neq \emptyset.
\end{align*}
\]

**Proof.** First observe that the conditions (i) through (iii) are the conditions that characterize the norm-closure of \( HC(H) \) (see [He3, Theorem 2.1]). Theorem 2.1 in [He3] along with Theorem 5.1 implies that if \( T \) is in \( HC_\infty(H) \), then conditions (i) through (iv) are satisfied. Since the class of all operators satisfying (i)–(iv) is obviously closed, we find that the operators in the closure of \( HC_\infty(H) \) also satisfy (i)–(iv). On the other hand, suppose that \( T \) satisfies conditions (i)–(iv). Then, given \( \varepsilon > 0 \), there exists a compact operator \( K_\varepsilon \), with \( \|K_\varepsilon\| < \varepsilon \), such that \( T - K_\varepsilon \) satisfies the Hypercyclicity Criterion (see the proof of Theorem 2.1 in [HW]). As the essential spectrum is invariant under compact perturbations, \( \sigma_e(T - K_\varepsilon) \) also intersects the closed unit disk. Therefore, we can apply Theorem 3.4 to obtain that \( T - K_\varepsilon \) has an infinite-dimensional closed subspace of hypercyclic vectors. Since \( \varepsilon \) was arbitrary, \( T \) is in the closure of \( HC_\infty(H) \). The proof is finished.

We could also have proved Theorem 5.2 following the lines of the proof of theorem 2.1 in [He3]. In such a case, we would have obtained that

\[
HC_\infty(H)^- + \mathcal{K}(H) = \{ T \in \mathcal{L}(H) : T \text{ satisfies (i), (iii) and (iv)} \}
\]

is a closed subset of \( \mathcal{L}(H) \).

By replacing in Theorem 5.2 the condition \( \sigma_e(T) \cap \overline{\mathbb{D}} \neq \emptyset \) by \( \sigma_e(T) \cap \mathbb{D} = \emptyset \) and using the methods of Theorem 2.1 in [He3], we may obtain the norm-closure of the class of all hypercyclic operators such that each subspace of hypercyclic vectors is finite dimensional, that is, the norm closure of \( HC(H) \setminus HC_\infty(H) \). Finally, observe that if \( T \in HC(H) \setminus HC_\infty(H) \), then \( \sigma(T) \) has a unique connected component that contains the closed unit disk. For if not, it is easily seen that \( \partial \sigma(T) \) (which is contained in \( \sigma_e(T) \) because \( \sigma_e(T) = \emptyset \) for hypercyclic operators) intersects the closed unit disk, a contradiction.

6. **Concluding remark**

It would be interesting to replace the Hypercyclicity Criterion in Theorem 2.1 by the weaker hypothesis that the operator \( T \) is hypercyclic. However, it may happen that these two hypotheses are equivalent. In fact, as far as we know all hypercyclic operators that have appeared in the literature satisfies the Hypercyclicity Criterion. Thus the following question remains open

**Question.** Does every hypercyclic operator satisfy the Hypercyclicity Criterion?

To appreciate the importance of an affirmative answer to this question, observe that if an operator \( T \) satisfies the Hypercyclicity Criterion, so do \( T^n \) and \( T \oplus T \). This provides a further proof of a recent result of Ansari [Ai] and a solution to a question posed by Herrero.
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