BOUNDEDNESS AND DIFFERENTIABILITY FOR NONLINEAR ELLIPTIC SYSTEMS

JANA BJÖRN

Abstract. We consider the elliptic system $\text{div}(A^j(x, u, \nabla u)) = B^j(x, u, \nabla u)$, $j = 1, \ldots, N$, and an obstacle problem for a similar system of variational inequalities. The functions $A^j$ and $B^j$ satisfy certain ellipticity and boundedness conditions with a $p$-admissible weight $w$ and exponent $1 < p \leq 2$. The growth of $B^j$ in $|\nabla u|$ and $|u|$ is of order $p - 1$. We show that weak solutions of the above systems are locally bounded and differentiable almost everywhere in the classical sense.

1. Introduction

In this paper we study weak solutions $u = (u^1, \ldots, u^N)$ of the following system of second-order quasilinear elliptic equations in divergence form

$$\text{div}(A^j(x, u, \nabla u)) = B^j(x, u, \nabla u), \quad j = 1, \ldots, N,$$

in a bounded domain $\Omega \subset \mathbb{R}^n$, $n \geq 2$.

We also consider the obstacle problem for the following system of variational inequalities:

$$\sum_{j=1}^N \int_{\Omega} A^j(x, u, \nabla u) \cdot \nabla (u^j - v^j) \, dx + \sum_{j=1}^N \int_{\Omega} B^j(x, u, \nabla u)(u^j - v^j) \, dx \leq 0$$

for all $v = (v^1, \ldots, v^N)$ satisfying $v \geq \psi$ in $\Omega$ and $v = u$ on $\partial \Omega$. The solution $u = (u^1, \ldots, u^N)$ is required to satisfy $u \geq \psi$ in $\Omega$.

In both cases, the functions $A^j$ and $B^j$ satisfy certain ellipticity and boundedness conditions with a $p$-admissible weight $w$ and exponent $1 < p \leq 2$. The growth of $B^j$ in $|\nabla u|$ and $|u|$ is of order $p - 1$. The exact assumptions on the functions $A^j$ and $B^j$ and some examples are given in Section 3.

We shall show that weak solutions of the system (1.1) as well as solutions of the obstacle problem (1.2) are locally bounded in the domain $\Omega$, see Theorem 3.2. For applications it would be more natural to allow the right-hand sides $B^j$ to grow as $|\nabla u|^p$ rather than $|u|^{p-1}$. However, already for one equation, the assumption
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\[ |\mathcal{B}| \leq C|\nabla u|^p \] does not guarantee boundedness of solutions, see e.g. pp. 25–27 in Ladyzhenskaya–Ural’tseva [24].

For \( N = 1 \) and \( w = 1 \), it is well known that weak solutions of a single equation with \( 1 < p < \infty \) are locally bounded (and locally Hölder continuous), see e.g. the fundamental paper by Serrin [33] or Chapter 4.7 in Ladyzhenskaya–Ural’tseva [24]. Boundedness of solutions of the obstacle problem for \( N = 1 \) and \( w = 1 \) has been proved under various assumptions on \( \mathcal{A}, \mathcal{B} \) and \( \psi \) in e.g. Lewy–Stampacchia [26], Frehse–Mosco [8], Ural’tseva [38], Michael–Ziemer [28] and by the author in [21].

Properties of solutions of weighted quasilinear equations with \( 1 < p < \infty \) and the corresponding obstacle problem have been extensively studied in the monograph by Heinonen–Kilpeläinen–Martio [18]. Let us also mention a paper by Naselli Ricceri [30], in which \( L^1 \)-bounds for solutions of an \( A_2 \)-degenerate variational inequality have been obtained.

On the other hand, for elliptic systems with \( N > 1 \), examples of unbounded weak solutions have been given by e.g. De Giorgi [5] and Frehse [7], thus there is no hope for extending the above-mentioned results about local boundedness to systems in general. There even exist systems whose solutions are unbounded in every neighbourhood of every point, see Remark on p. 41 in John–Maly–Stará [22].

Local boundedness has been proved for systems whose principal part consists of a uniformly elliptic operator times the identity matrix, see e.g. Chapter 7.2 in Ladyzhenskaya–Ural’tseva [24] for \( p = 2 \) and Landes [25] for \( p \geq 2 \). Nečas–Stará [31] considered a nondiagonal uniformly elliptic system, which turns into a diagonal one at the points where the solution is sufficiently large. For \( p = 2 \), it is known that solutions of linear systems with continuous coefficients are locally Hölder continuous, see e.g. Chapter III.3 in Giaquinta [11]. For general systems, most results are in terms of partial regularity, i.e. except for a closed set with zero measure, see e.g. Morrey [29], Giusti–Miranda [14], Giusti [13], Giaquinta–Modica [12] and Giaquinta [11] for systems of equations and Fuchs [10] for some systems of variational inequalities.

In Meier [27], boundedness of weak solutions of very general nondiagonal systems was proved under the assumption that the so-called indicator function

\[
\sum_{i,j=1}^{N} \frac{u^i u^j}{|u|^2} \mathcal{A}^j(x, u, \nabla u) \cdot \nabla u^i
\]

is nonnegative at the points where \( |u| \) becomes large. Even though this condition is always satisfied for a certain class of systems (containing e.g. certain diagonal systems, harmonic maps between Riemannian manifolds and other special structures), it is difficult to verify this condition in general.

In this paper we are concerned with systems which, roughly speaking, are not too far from being diagonal. This is expressed essentially by requiring that

\[
\mathcal{A}^j(x, u, q) \cdot q^j \geq (|q|^p - d(x)|u|^p - f(x))w(x), \quad j = 1, \ldots, N,
\]

which is stronger than the ellipticity condition \( \sum_{j=1}^{N} \mathcal{A}^j \cdot q^j \geq (|q|^p - d|u|^p - f)w \), considered with \( w = 1 \) in Meier [27]. On the other hand, we do not require any assumptions involving properties of a particular solution, such as the indicator function. Moreover, we allow the operators to be degenerate with a \( p \)-admissible weight \( w \), thus extending even the case \( N = 1 \) both for equations and variational inequalities (and all \( p > 1 \), see Remark [5.1]).
Our method is based on De Giorgi type estimates of $|\nabla U|^p$, where

$$U = \max \{|u^1|, \ldots, |u^N|\},$$

and makes use of the test functions $\varphi^j = (\max(U - k, 0)/U)^p(u^j - U)^\eta$, where $\eta$ is a cut-off function. It applies both to systems of equations and systems of variational inequalities. In fact, the system \((1.1)\) can be considered as a special case of \((1.2)\) with $jB = -\infty$, $j = 1, \ldots, N$, and by letting only some $j^\beta = -\infty$, we can consider systems consisting of both equations and inequalities.

In the last section, following a method of Reshetnyak–Hajlasz–Strzelecki based on the difference quotients $u_h(X) = (u(x_0 + hX) - u(x_0))/h$, our boundedness estimates are used to prove that weak solutions of the system \((1.1)\) and the obstacle problem \((1.2)\) are differentiable almost everywhere in the classical sense, see Theorem 6.7. For this, we do not impose any smoothness assumptions on the functions $A^j$ and $B^j$, the essential ingredient are good $L^\infty$-estimates for solutions (depending only on the system and on the $L^p$-norm of the solutions).

Bojarski [4] showed that weak solutions of a single unweighted linear elliptic equation are differentiable a.e. in $\Omega$. This gives an additional geometrical information about the solutions in addition to their Hölder continuity. For unweighted quasilinear elliptic equations of the type studied here ($N = 1$ and $w = 1$), differentiability a.e. of weak solutions was proved by Reshetnyak in [32]. Reshetnyak’s proof is based on the Hölder continuity of the solutions. Hajlasz–Strzelecki [17] showed that using Bojarski’s method one can simplify Reshetnyak’s proof so that it uses local boundedness rather than the Hölder continuity of weak solutions. In fact Karch–Ricciardi [23] showed by essentially the same method that differentiability a.e. can be obtained even for equations whose weak solutions are not Hölder continuous.

The author showed in Ježková [21] that the method of Reshetnyak–Hajlasz–Strzelecki can be extended to unweighted variational inequalities ($N = 1$ and $w = 1$) and also to bounded solutions of equations and inequalities, whose right-hand side grows quadratically (for $p = 2$) in $|\nabla u|$. At this point we would like to mention that the assumption (2.2) in [21] about smallness of the coefficient $c(x)$ is superfluous – it can be replaced by $\sup_{B(x_0, r)} c < 1/\text{osc}_{B(x_0, r)} u$ for some $r > 0$ and as bounded solutions of a single equation with quadratic growth in $|\nabla u|$ are locally Hölder continuous, this condition is always satisfied.

Let us briefly discuss some cases in which the method of Reshetnyak–Hajlasz–Strzelecki can be applied and those where it fails. The partial regularity $u \in C^{0, \alpha}(\Omega \setminus \Sigma)$ with $|\Sigma| = 0$, which has been proved for large classes of systems, is of qualitative character and does not give good enough estimates of $\|u\|_{L^\infty}$ for the method to be applied. Also, the $L^\infty$-estimates obtained by Landes [25] for solutions of nonlinear elliptic diagonal systems with $p \geq 2$ depend on esssup$_{\partial \Omega} |w|$ and cannot therefore be used to prove differentiability a.e. of the solutions. Since the positivity of the indicator function \((1.3)\) for $u$ does not in general imply the positivity of the indicator function for the difference quotients $u_h$, the general boundedness results for $1 < p \leq n$ in Meier [27] cannot be used to obtain differentiability a.e. of solutions. On the other hand, some special structures considered in Corollary 1 in [27] can be treated by the Reshetnyak–Hajlasz–Strzelecki method yielding differentiability a.e. In particular this applies to diagonal systems with $p = 2$ and the right-hand side growing linearly in the gradient (which are covered by our assumptions) or satisfying $|B| \leq c|\nabla u|^2 + f$, where $f \in L^{n/(2-\epsilon)}$ and $c < 1/2\sup_{\Omega} |u|$.
Let us also mention some results concerning higher regularity, which have been proved under various smoothness assumptions on the functions $A^j$ and $B^j$. Solutions of linear systems with Hölder continuous coefficients ($p = 2$) have Hölder continuous first derivatives, see e.g. Chapter III.3 in Giaquinta [11]. Partial $C^{1,\alpha}$-regularity for bounded solutions of the elliptic system (1.1) with $p = 2$, $A^j$ Hölder continuous in $x$ and $u$ and continuously differentiable with respect to $q$, $|B| \leq c|\nabla u|^2 + b$ and $c < 1/2 \sup_{\Omega} |u|$ has been proved by Giaquinta–Modica [12].

For $p \geq 2$, Uhlenbeck [37] showed that solutions of the system $\text{div}(a(|\nabla u|^2)\nabla u^j) = 0$, with a positive function $a$, which grows as $t^{p/2-1}$ and satisfies $a(t) + 2a'(t)t > 0$, are of class $C^{1,\alpha}$. For $p = 2$, Ivert [20] proved $C^{1,\alpha}$-regularity for bounded solutions of the system $\text{div}(A(x, u, |\nabla u|^2)\nabla u^j) = B^j$ with a smooth function $A$ and $B^j$ growing quadratically in the gradient (with limited speed). For $p > 1$, Tolksdorf [36] further generalizes these results to quasilinear systems whose left-hand side is the $\nabla u$-directional derivative of the functional

$$ u \mapsto \int_{\Omega} F(x, \rho(\nabla u)) \, dx, $$

where $F(x, t)$ grows as $t^{p/2}$ and

$$ \rho(q) = \sum_{\alpha,\beta=1}^n \sum_{i,j=1}^N \gamma_{\alpha\beta}(x) g^{ij}(x) q^i_\alpha q^j_\beta $$

is a quadratic form with $C^1$-coefficients satisfying $\rho(q) \geq \gamma_0 |q|^2$ for all $x$ and $q$.

Let us briefly compare our assumptions with those in Tolksdorf [36]. The ellipticity condition in [36] is essentially $\sum_{j=1}^N A^j(x, q) \cdot q^j \geq \lambda(\kappa + |q|)^{p-2}|q|^2$, which is clearly weaker than (1.4). At the same time the functions $A$, $g_{ij}$ and $\gamma_{\alpha\beta}$ in [36] are required to be at least differentiable with certain bounds on the derivatives. Hence, the results of [36] apply e.g. to the minima of the functional (1.5) with smooth coefficients, in particular to the vector-valued $p$-Laplacian and its smooth perturbations. Such systems do not satisfy (1.4). On the other hand, the special form of the functions $A^j$ in [36] disqualifies systems in which the left-hand-sides differ considerably from one equation to another, such as those given in Examples 3.4 and 3.5. Also, we allow $A^j$ and $B^j$ which are not differentiable in any variable, such as those in Example 3.6.

As for systems of variational inequalities, Hildebrandt–Widman [19] consider the case $p = 2$ with $A^j(x, u, \nabla u) = A(x, u)\nabla u^j + g^j(x)$, $|B| \leq c|\nabla u| + f$ and the constraint $u : \Omega \to M \subset \mathbb{R}^N$. Under certain smoothness assumptions on the coefficients, they show that if $c \text{diam} M < 1$, then $u \in C^{1,\alpha}(\Omega)$. In [4], Fuchs proves partial $C^{1,\alpha}$-regularity for minimizers of integral functionals with $C^1$-coefficients, growth of order $p \geq 2$ and the constraint $u : \Omega \to M \subset \mathbb{R}^N$. For $1 < p < 2$, partial $C^{1,\alpha}$-regularity for minimizers of integral functionals depending on $|\nabla u|$ has been proved by Acerbi–Fusco [1].

2. Weighted Sobolev spaces

In this section we remind the reader of the definition of $p$-admissible weights and weighted Sobolev spaces. Let $B(x_0, r)$ denote the open ball in $\mathbb{R}^n$ with the center $x_0$ and radius $r$. By $C_0^\infty(\Omega)$ we mean the space of infinitely many times differentiable functions on $\Omega$ with compact support in $\Omega$. By $|E|$ we denote the Lebesgue measure of the set $E$. Unless otherwise stated, the letter $C$ will denote a
positive constant whose exact value is unimportant and may change even within a line. Where necessary, we shall specify the dependence of $C$ on various parameters.

Let $1 < p < \infty$ and let $w$ be a nonnegative locally Lebesgue integrable function in $\mathbb{R}^n$ and let $\mu$ denote the Radon measure defined by $\mu(E) = \int_E w(x) \, dx$, i.e. $d\mu = w \, dx$. We shall assume that $w$ is $p$-admissible, i.e. that the following conditions are satisfied (see Theorem 2 in Hajlasz–Koskela [15]).

(i) **Doubling condition:** $0 < w < \infty$ a.e. in $\mathbb{R}^n$ and there is a constant $c_1 > 0$ such that

$$\mu(B(x_0, 2r)) \leq c_1 \mu(B(x_0, r))$$

for all balls $B(x_0, r) \subset \mathbb{R}^n$.

(ii) **Weighted Poincaré inequality:** There is a constant $c_2 > 0$ such that for all balls $B = B(x_0, r) \subset \mathbb{R}^n$ and $\varphi \in C^\infty(B(x_0, 2r))$,

$$\int_B |\varphi - \varphi_B| \, d\mu \leq c_2 r \left( \int_{B(x_0, 2r)} |\nabla \varphi|^p \, d\mu \right)^{1/p},$$

where $\varphi_B = \int_B \varphi \, d\mu$. Here, and in what follows, the symbol $\int$ denotes the mean-value integral

$$\int_B \varphi \, d\mu = \frac{1}{\mu(B)} \int_B \varphi \, d\mu.$$

It is well known that Muckenhoupt $A_p$ weights are $p$-admissible. Other examples of $p$-admissible weights can be found in e.g. [3].

It is a recent result of Hajlasz–Koskela (see Theorem 2 in [15] or Theorem 13.1 in [10]) that the above two conditions imply the **weighted Sobolev inequality**

$$\left( \int_B |\varphi|^p \, d\mu \right)^{1/p} \leq c_3 r \left( \int_B |\nabla \varphi|^p \, d\mu \right)^{1/p}$$

for some $\kappa > 1$ and $c_3 > 0$ (depending only on $p$, $c_1$ and $c_2$), all balls $B = B(x_0, r) \subset \mathbb{R}^n$ and all $\varphi \in C^\infty_0(B)$. Earlier, in e.g. Section 1.1 in Heinonen–Kilpeläinen–Martio [18], the Sobolev inequality together with another condition (which also turned out to be a consequence of doubling and the Poincaré inequality) was required in the definition of $p$-admissible weights.

By $L^p(\Omega, \mu)$ we denote the space of functions on $\Omega$ whose $p$-th power is integrable with respect to the measure $\mu$. If $\mu$ is the Lebesgue measure, we write just $L^p(\Omega)$. The **weighted Sobolev space** $H^{1,p}_0(\Omega, \mu)$ is the closure of $C^\infty_0(\Omega)$ with respect to the norm

$$\|\varphi\|_{H^{1,p}_0(\Omega, \mu)} = \left( \int_\Omega |\varphi|^p \, d\mu \right)^{1/p} + \left( \int_\Omega |\nabla \varphi|^p \, d\mu \right)^{1/p}$$

and $H^{1,p}(\Omega, \mu)$ is the closure of $\{ \varphi \in C^\infty(\Omega) : \|\varphi\|_{H^{1,p}_0(\Omega, \mu)} < \infty \}$ in the $H^{1,p}(\Omega, \mu)$-norm. In other words, $u \in H^{1,p}(\Omega, \mu)$ ($u \in H^{1,p}_0(\Omega, \mu)$) if and only if $u \in L^p(\Omega, \mu)$ and there exist $\varphi_j \in C^\infty(\Omega)$ ($\varphi_j \in C^\infty_0(\Omega)$) and a vector-valued function $\nabla u$ such that $\varphi_j \to u$ and $\nabla \varphi_j \to \nabla u$ in $L^p(\Omega, \mu)$, as $j \to \infty$. If $w^{1/(1-p)}$ is locally integrable then $\nabla u$ is the distributional gradient of $u$.

Note that the weighted Sobolev and Poincaré inequalities hold for functions in $H^{1,p}_0(B, \mu)$ and $H^{1,p}(B, \mu)$, respectively. We shall also need the fact that the
weighted Sobolev spaces are lattices, i.e. if $\varphi$ and $\eta$ belong to $H^{1,p}(\Omega, \mu)$, then so do $|\varphi|$, $\max\{\varphi, \eta\}$ and $\min\{\varphi, \eta\}$ and
\[
\nabla \max\{\varphi, \eta\}(x) = \begin{cases} 
\nabla \varphi(x) & \text{if } \varphi(x) \geq \eta(x), \\
\nabla \eta(x) & \text{if } \eta(x) > \varphi(x),
\end{cases}
\]
similarly for $\nabla \min\{\varphi, \eta\}$. Moreover if $\varphi_i \to \varphi$ and $\eta_i \to \eta$ in $H^{1,p}(\Omega, \mu)$, then
\[
\max\{\varphi_i, \eta_i\} \to \max\{\varphi, \eta\} \quad \text{and} \quad \min\{\varphi_i, \eta_i\} \to \min\{\varphi, \eta\} \quad \text{in } H^{1,p}(\Omega, \mu).
\]

For more about weighted Sobolev spaces we refer the reader to Chapter 1 in Heinonen–Kilpeläinen–Martio [18].

3. Formulation of the problem and the main result

We are now ready to state the exact assumptions about the systems (1.1) and (1.2). In what follows, $u = (u^1, \ldots, u^N)$ will be a vector-valued function on $\Omega$. By
\[
\nabla u = (\nabla u^j)_{j=1,\ldots,N} = (\partial_i u^j)_{j=1,\ldots,N,\alpha=1,\ldots,n},
\]
we denote the gradient of $u$. By $u \in X^N$ we mean that the scalar components of $u$ belong to the function space $X$ and $\|u\|_{X^N}$ stands for $\|u^1\|_X + \cdots + \|u^N\|_X$.

We assume that $A^j : \Omega \times \mathbb{R}^N \times \mathbb{R}^{nN} \to \mathbb{R}^n$ and $B^j : \Omega \times \mathbb{R}^N \times \mathbb{R}^{nN} \to \mathbb{R}$ are functions measurable in the first variable and continuous in the other variables. We shall require that $A^j$ and $B^j$, $j = 1, \ldots, N$, satisfy the following boundedness and ellipticity conditions with a $p$-admissible weight $w$,
\[
|A^j(x, u, q)| \leq (a|q|^{p-1} + b(x)|u|^{p-1} + e(x))w(x),
\]
\[
|B^j(x, u, q)| \leq (c(x)|q|^{p-1} + d(x)|u|^{p-1} + f(x))w(x),
\]
\[
A^j(x, u, q) \cdot q' \geq (|q'|^p - d(x)|u|^p - f(x))w(x)
\]
for a.e. $x \in \Omega$, all $u \in \mathbb{R}^N$ and all $q = (q^j)_{j=1,\ldots,N} = (q^j)_{j=1,\ldots,N,\alpha=1,\ldots,n} \in \mathbb{R}^{nN}$. Here $|\cdot|$ stands for the Euclidean norm in the respective space, $a \geq 1$ is a constant and $b$, $c$, $d$, $e$ and $f$ are nonnegative functions such that $b^{\tau/(p-1)}$, $c^\tau$, $d$, $e^\varepsilon/(p-1)$ and $f$ belong to $L^\tau(\Omega, \mu)$, where $\tau = \kappa/(\kappa - 1 - \varepsilon)$, $0 < \varepsilon \leq 1 - 1/\kappa$, and $\kappa$ is the exponent from the weighted Sobolev inequality.

Remark 3.1. In the unweighted case $w = 1$, we have $\tau = n/(p - \varepsilon')$, where $\varepsilon' = \varepsilon(n - p)$. Thus, the structure conditions (3.1) correspond to those considered by Serrin [33] for $N = 1$, except that we require $b, e \in L^{n/(p-1)+\varepsilon'}$ rather than $b, e \in L^{n/(p-1)}$.

The generality of the functions $A^j$ and $B^j$ requires that the system (1.1) be understood in the weak sense, i.e. through the integral identity
\[
\sum_{j=1}^N \int_{\Omega} A^j(x, u, \nabla u) \cdot \nabla \varphi^j \, dx + \sum_{j=1}^N \int_{\Omega} B^j(x, u, \nabla u) \varphi^j \, dx = 0,
\]
which should hold for all $\varphi = (\varphi^1, \ldots, \varphi^N) \in C_0^\infty(\Omega)^N$. The solution $u$ is considered in the weighted Sobolev space $H^{1,p}(\Omega, \mu)^N$. It follows from the weighted Sobolev inequality that $v \in L^{p\alpha}(\Omega, \mu)^N$ for all $v \in H^{1,p}(\Omega, \mu)^N$ and the structure conditions (3.1) together with a standard approximation argument then imply that (3.2) holds for all $\varphi \in H_0^{1,p}(\Omega, \mu)^N$ with compact support in $\Omega$. 
As for the obstacle problem \([1,2]\), let \(u_0 = (u_0^1, \ldots, u_0^N) \in H^{1,p}(\Omega, \mu)^N \cap L^{p^*}(\Omega, \mu)^N\) and 
\(\psi = (\psi^1, \ldots, \psi^N)\) be fixed vector-valued functions and define a convex subset of \(H^{1,p}(\Omega, \mu)^N\) by
\[
K = \{u \in H^{1,p}(\Omega, \mu)^N : u - u_0 \in H^{1,p}_0(\Omega, \mu)^N \text{ and } u \geq \psi \text{ a.e. in } \Omega\}.
\]
Then \(u = (u^1, \ldots, u^N) \in K\) is a solution of the obstacle problem \([1,2]\) if
\[
\sum_{j=1}^N \int_\Omega A_j(x, u, \nabla u) \cdot \nabla (u^j - v^j) \, dx + \sum_{j=1}^N \int_\Omega B_j(x, u, \nabla u)(u^j - v^j) \, dx \leq 0
\]
holds for all \(v = (v^1, \ldots, v^N) \in K\). As \(u_0 \in L^{p^*}(\Omega, \mu)^N\), \(u - u_0 \in H^{1,p}_0(\Omega, \mu)^N\) and \(u - v \in H^{1,p}_0(\Omega, \mu)^N\), the weighted Sobolev inequality applied to some ball containing \(\Omega\) implies that the functions \(u\) and \(u - v\) belong to \(L^{p^*}(\Omega, \mu)^N\). This together with the structure conditions \([3,1]\) guarantees that all the integrals in \((3.3)\) are finite.

Our main result is contained in the following theorem.

**Theorem 3.2.** Let \(B(x_0, R) \subset \Omega, R \leq 1\), and suppose that the structure conditions \([3.1]\) are satisfied with a \(p\)-admissible weight \(w\), \(1 < p \leq 2\). Consider one of the following two cases:

(a) \(u \in H^{1,p}(\Omega, \mu)^N\) is a weak solution of the system \([3.2]\), or

(b) \(u \in K\) is a solution of the obstacle problem \([3.3]\) and \(\text{ess sup}_{B(x_0,R)} |\psi^j| < \infty\) for \(j = 1, \ldots, N\).

Then
\[
\text{ess sup}_{B(x_0,R/2)} |u| \leq 2(\Psi + m) + C \left( \int_{B(x_0,R)} |u|^p \, d\mu \right)^{1/p},
\]
where
\[
\Psi = \max\{0, \text{ess sup}_{B(x_0,R)} |\psi^j| : j = 1, \ldots, N\},
\]
\[
m = \|e_0^{p/(p-1)} + f_0\|_{L^p(B(x_0,R))}^{1/p} + \|f\|_{L^p(B(x_0,R))}^{1/(p-1)},
\]
\[
C = C'(1 + \left( \int_{B(x_0,R)} (b^p/(p-1) + c^p + d)^\tau \, d\mu \right)^{1/\tau})^{\kappa/\rho\varepsilon},
\]
\[
\tau = \kappa/(\kappa - 1 - \varepsilon), \text{ and the constant } C' \text{ depends only on } p, N, a, \varepsilon, \text{ the doubling constant } c_1 \text{ and the constants } c_3 \text{ and } \kappa \text{ from the weighted Sobolev inequality.}
\]

As a consequence of Theorem 3.2 we show in the last section that if the obstacle \(\psi\) is differentiable a.e., then a representative of the weak solution \(u\) is differentiable a.e. in \(\Omega\) in the classical sense, see Theorem 6.7.

**Example 3.3.** Perhaps the simplest example of system \([1.1]\) which does not fall apart into separate equations is
\[
\Delta_p u^j := \text{div}(|\nabla u^j|^{p-2}\nabla u^j) = |u|^{p-2}u^j,
\]
which is the Euler–Lagrange system of the functional
\[
\int_{\Omega} \left( \sum_{j=1}^N \left( |\nabla u^j|^p + |u|^p \right) \right) \, dx,
\]
which is equivalent to the \(H^{1,p}\)-norm of \(u\). Of course, the right-hand side \(B^j = |u|^{p-2}u^j\) of each equation in \((3.4)\) satisfies \(B^j \text{ sign } u^j \geq 0\) and Theorem 4.7.1 in
Ladyzhenskaya–Ural’tseva [24] applied to each equation separately yields estimates for \( \text{ess sup}_{\Omega} |u| \) in terms of \( \|u\|_{L^p(\Omega)} \), \( \text{ess sup}_{\Omega} |u|^p \), \( p \), \( n \) and \( |\Omega| \). Note, however, that due to the dependence on \( \text{ess sup}_{\Omega} |u|^p \), this estimate cannot be used to prove the differentiability a.e. of \( u \), as in the last section.

More generally, if \( w = 1 \), \( A^j = A^j(x,u,\nabla u^j) \) in (3.1) does not depend on \( \nabla u^i \), \( i \neq j \), the coefficients \( b, c, d \) in (3.1) are constant (or \( L^\infty \)), \( n \leq 4 \) and \( \frac{4}{n} p < 2 \) (or \( 1 < p \leq 2 \) if \( b = d = 0 \)), then \( L^\infty \)-estimates for \( u^j \) (in terms of \( \|u^j\|_{L^p} \) and the parameters of the system) follow from Serrin’s theorem for equations (Theorem 1 in [33]). Indeed, in this case we have \( |B^j| \leq f_1 \), where \( f_1 = c|\nabla u|^{p-1} + d|u|^{p-1} + f \) belongs to \( L^{n/(p-\varepsilon)} \), whenever \( p^2 > n(p-1) \), i.e. for e.g. \( n \leq 4 \) and \( 1 < p \leq 2 \). Similarly, \( |A^j| \leq a|q_j|^p + e_1 \) and \( A^j \cdot q_j \geq |q_j|^p - f_2 \), where \( e_1 = b|u|^{p-1} + e \) and \( f_2 = d|u|^p + f \). By the Sobolev inequality, \( e_1^{p/(p-1)} \) and \( f_2 \) belong to \( L^{n/(p-\varepsilon)} \), whenever \( n/(n-p) > n/p \), i.e. if \( p > \frac{n}{n-1} \).

Note, however, that under the assumption \( b, c, d \in L^\infty \), our results allow us to treat systems (1.1) and (1.2) with higher growth, such as

\[
|A^j(x,u,q)| \leq (a|q|^{p-1} + b|u|^\beta + e(x))w(x),
\]

\[
|B^j(x,u,q)| \leq (c|q|^{p-1} + d|u|^\delta + f(x))w(x),
\]

\[
A^j(x,u,q) \cdot q_j \geq (|q_j|^p - d|u|^\delta - f(x))w(x)
\]

and \( \beta < p(n-1)/(n-p) \), \( \gamma < p + p/n \), \( \delta < p(n-1)/(n-p) \).

Next, we give some examples of systems which cannot be treated by the scalar theory as in Example 3.3 but which are covered by our assumptions. The structural conditions (3.1) can be regarded as perturbations of diagonal systems. Clearly, there is no need to restricting ourselves to Euler–Lagrange equations of integral functionals. In particular, the right-hand sides can always be replaced by any \( B \) satisfying \( |B| \leq c|\nabla u|^{p-1} + d|u|^{p-1} + f \) with \( c^p, d, f \in L^{n/(p-\varepsilon)} \) and \( \varepsilon > 0 \). Also, the left-hand sides can be modified e.g. in the spirit of Example 3.3. Let us also mention that systems of diagonal type are often satisfied by steady state solutions of some reaction-diffusion systems.

**Example 3.4.** If \( \nabla u^j \) and \( u \) in (3.3) are replaced by e.g. \( A_j(x)\nabla u^j \) and \( C(x)u \), then the corresponding Euler–Lagrange system satisfies (3.1), provided that \( A_j \) and \( C \) are measurable matrices of types \( n \times n \) and \( N \times N \), such that \( A_j \in L^\infty(\Omega) \), \( C_j \in L^{n+\varepsilon}(\Omega) \) and \( |A_j(x)| \geq a_0|x| \) for some \( a_0 > 0 \), a.e. \( x \in \Omega \) and all \( \varepsilon \in \mathbb{R}^n \).

**Example 3.5.** The functional

\[
u \longmapsto \int_\Omega \sum_{j=1}^N \left( a_j(x)|\nabla u| + b_j(x)|\nabla u^j| + c_j(x)|u| + d_j(x) \right)^p dx
\]

leads to the system (1.1) with

\[
A^j(x,u,\nabla u) = \frac{b_j|\nabla u^j|}{|\nabla u^j|} (a_j|\nabla u| + b_j|\nabla u^j| + c_j|u| + d_j)^{p-1}
\]

\[+
\sum_{i=1}^N \frac{a_i|\nabla u^j|}{|\nabla u|} (a_i|\nabla u| + b_i|\nabla u^i| + c_i|u| + d_i)^{p-1},
\]

\[
B(x,u,\nabla u) = \sum_{i=1}^N \frac{c_i u^i}{|u|} (a_i|\nabla u| + b_i|\nabla u^i| + c_i|u| + d_i)^{p-1}.
\]
If all $a_i, b_i, c_i, d_i$ are nonnegative measurable functions such that $a_i, b_i \in L^\infty(\Omega)$, $c_i, d_i \in L^{n+\varepsilon}(\Omega)$ and $b_i(x) \geq b_0 > 0$ for all a.e. $x \in \Omega$, then the functions $A^j$ and $B^j$ satisfy the structural conditions (3.1). In fact, the left-hand sides $A^j$ are a special case of the following general example.

Example 3.6. A large class of systems satisfying (3.1) is given by

$$A^j(q) = (\rho_j(|q^j|) + \sigma_j(x, u, q)) \frac{q^j}{|q^j|},$$

where the functions $\rho_j$ and $\sigma_j$ are continuous in $u$ and $q$ (measurable in $x$) and satisfy $t^{p-1} \leq \rho_j(t) \leq at^{p-1}$ and $0 \leq \sigma_j(x, u, q) \leq a|q|^{p-1}$, e.g. $A^j(\nabla u) = (|\nabla u|^{p-1} + |\nabla u|^p)^{1/2}$. 

4. SOME AUXILIARY RESULTS

In this section we present two lemmas which will be used in the proof of Theorem 3.2. As before we assume that $d\mu = w dx$, where $w$ is a $p$-admissible weight. The first lemma is a weighted modification and a slight improvement of Lemma 5.4 in Chapter 2 of Ladyzhenskaya–Ural’tseva [24] and provides us with a sufficient condition for the local boundedness of Sobolev functions.

Lemma 4.1. Let $U \in H^{1,p}(B(x_0, R), \mu)$, $1 < p < \infty$, and assume that there exist constants $\gamma > 0$, $k^* \geq 0$ and $0 < \varepsilon < 1 - 1/\kappa$ such that for all $k \geq k^*$ and $\frac{1}{2}R < t < s < R$, the function $U$ satisfies the De Giorgi type inequality

$$(4.1) \int_{A(k,t)} |\nabla U|^p d\mu \leq \frac{\gamma}{(s-t)^p} \left( \int_{A(k,s)} (U - k)^p d\mu + k^p \frac{\mu(A(k,s))^{1/\kappa + \varepsilon}}{\mu(B(x_0, R))^{1/\kappa + \varepsilon - 1}} \right),$$

where $A(k,s) = \{x \in B(x_0, s) : U(x) > k\}$ and $\kappa$ is the constant from the weighted Sobolev inequality.

Then for all $k_0 \geq k^*$,

$$\text{ess sup}_{B(x_0,R/2)} U \leq k_0 + \max \left\{ k_0, C(\gamma + 1)^{1/p} \left( \frac{1}{\mu(B(x_0, R))} \int_{A(k_0,R)} (U - k_0)^p d\mu \right)^{1/p} \right\},$$

where the constant $C$ depends only on $p$, $\varepsilon$, the doubling constant $c_1$ of $\mu$ and the constants $c_2$ and $\kappa$ from the weighted Sobolev inequality.

Proof. Let $k_0 \geq k^*$ and $B = B(x_0, R)$ be fixed. Put for $K \geq k_0$ and $j = 0, 1, 2, \ldots$,

$$r_j = \frac{1}{2}(1 + 2^{-j})R,$$

$$k_j = k_0 + (1 - 2^{-j})K,$$

$$I_j = \int_{A(k_j,r_j)} (U - k_j)^p d\mu.$$

We shall show that with a suitable choice of $K$,

$$\int_{A(k_0 + K, R/2)} (U - k_0 - K)^p d\mu = 0,$$

i.e. $U(x) \leq k_0 + K$ for a.e. $x \in B\left(x_0, \frac{1}{2}R\right)$. Let $\zeta$ be a nonincreasing continuously differentiable function on $\mathbb{R}$ such that $\zeta(t) = 1$ for $t \leq \frac{1}{2}R$, $\zeta(t) = 0$ for $t \geq \frac{2}{3}R$ and $|\zeta'(t)| \leq 8/R$. Put for $j = 0, 1, 2, \ldots$ and $x \in B$,

$$\zeta_j(x) = \zeta\left(2^j \left(|x - x_0| - \frac{1}{2}R\right)\right).$$
Note that $|\nabla \zeta_j| \leq 2^{j+3}/R$, $\zeta_j = 1$ on $B(x_0, r_j)$ and $\zeta_j = 0$ outside $B(x_0, \bar{r}_j)$, where $\bar{r}_j = \frac{1}{2}(r_j + r_{j-1})$. Hence, the function $\max\{U - k_j, 0\} \zeta_j$ belongs to $H^{1,p}(B(x_0, \bar{r}_j), \mu)$ and the Hölder inequality together with the weighted Sobolev inequality yields

\begin{equation}
(4.2)
I_j \leq \int_{A(k_j, \bar{r}_j)} (U - k_j)^p \zeta_j^p \, d\mu
\end{equation}

where

\begin{equation}
(4.3)
I_j \leq \mu(A(k_j, \bar{r}_j))^{1-1/\kappa} \left( \int_{A(k_j, \bar{r}_j)} (U - k_j)^p \mu(A(k_j, r_{j-1}))^{1/\kappa+\varepsilon} \right)^{1/\kappa}
\end{equation}

The last integral on the right-hand side is not larger than $I_{j-1}$. The first integral on the right-hand side is estimated by means of the inequality in the statement of the lemma with $t = \bar{r}_j$ and $s = r_{j-1}$ as follows:

\begin{equation}
\int_{A(k_j, \bar{r}_j)} |\nabla U|^p \, d\mu \leq \gamma 2^{p(j+3)} \left( \int_{A(k_j, r_{j-1})} (U - k_j)^p \, d\mu + k_j^3 \mu(A(k_j, r_{j-1}))^{1/\kappa+\varepsilon} \right)
\end{equation}

Inserting this into (4.2) together with $A(k_j, \bar{r}_j) \subset A(k_j, r_{j-1})$ and the doubling property of $\mu$ gives

\begin{equation}
(4.3)
I_j \leq C2^{p(j+3)} \left( \frac{\mu(A(k_j, r_{j-1}))}{\mu(B)} \right)^{1-1/\kappa} \left( (\gamma + 1) I_{j-1} + K^p \mu(A(k_j, r_{j-1}))^{1/\kappa+\varepsilon} \right),
\end{equation}

where $C$ depends only on $p$, $c_1$, $c_3$ and $\kappa$. Next, we need an upper bound for $\mu(A(k_j, r_{j-1}))$. It is easily obtained from the inequalities

\begin{equation}
I_{j-1} \geq \int_{A(k_j, r_{j-1})} (U - k_{j-1})^p \, d\mu \geq 2^{-p} K^p \mu(A(k_j, r_{j-1}))
\end{equation}

and the estimate (4.3) becomes

\begin{equation}
I_j \leq C(\gamma + 1)2^{p(j)} \left( \frac{K^p I_{j-1}}{\mu(B)} \right)^{1-1/\kappa} \left( I_{j-1} + K^p \left( \frac{2p I_{j-1}}{K^p \mu(B)} \right)^{1/\kappa+\varepsilon} \right)
\end{equation}

where $C$ depends only on $p$, $c_1$, $c_3$ and $\kappa$. As $\varepsilon \leq 1 - 1/\kappa$, we get for all $K \geq (I_0/\mu(B))^{1/p} \geq (I_{j-1}/\mu(B))^{1/p}$,

\begin{equation}
I_j \leq \frac{C(\gamma + 1)\theta^j}{K^{p\varepsilon} \mu(B)^{\varepsilon}} I^{1+\varepsilon}_{j-1} \quad \text{for } j = 1, 2, \ldots,
\end{equation}
where \( \theta = 2^{\nu(2+\varepsilon)} \) and the constant \( C \) depends on the same parameters as before. Finally, find the smallest \( K \geq k_0 \) such that

\[
I_0 \leq \frac{K^p \mu(B)}{(C(\gamma + 1))^{1/\varepsilon}}
\]

It is then easily shown by induction that

\[
\int_{A(k_0+K,R/2)} (U - k_0 - K)^p \, d\mu \leq I_j \leq \frac{K^p \mu(B)}{(C(\gamma + 1))^{1/\varepsilon}} \to 0,
\]

as \( j \to \infty \), i.e. \( U(x) \leq k_0 + K \) for a.e. \( x \in B(x_0, \frac{1}{2}R) \).

Before stating the next lemma, let us show that on \( B(x_0, R) \) the structure conditions \((3.1)\) can be simplified by putting

\[
m = \|e^{p/(p-1)} + f\|_{L^p(B(x_0,R))}^{1/p} + \|f\|_{L^1(B(x_0,R))},
\]

where \( \tau = \kappa/(\kappa - \varepsilon - 1) \). Then the functions \( A^j \) and \( B^j \) satisfy

\[
\begin{align*}
|A^j(x, u, q)| &\leq (a|q|^{p-1} + \tilde{b}(x)|\tilde{u}|^{p-1})w(x), \\
|B^j(x, u, q)| &\leq (c|x|q|^{p-1} + \tilde{d}(x)|\tilde{u}|^{p-1})w(x),
\end{align*}
\]

(4.4)

where \( \tilde{u} = |u| + m, \tilde{b} = b + c/m^{p-1} \) and \( \tilde{d} = d + f/m^{p-1} + f/m^p \). The functions \( \tilde{b}^{p/(p-1)} \) and \( \tilde{d} \) obviously belong to \( L^\tau(B(x_0, R), \mu) \) and their norms depend only on \( p \) and the norms of \( b^{p/(p-1)} \) and \( d \).

The following lemma will be used for estimating the terms containing \( |\nabla u| \).

**Lemma 4.2.** Let the assumptions of Theorem \((3.2)\) be satisfied with \( 1 < p < \infty \) and put

\[
U = \max \{|u^1|, \ldots, |u^N|\}.
\]

For \( 0 < s < R \) and \( k \geq m \) let also \( A = \{ x \in B(x_0, s) : U(x) > k \} \) and \( \omega = \max \{ U - k, 0 \} \). Then there exists a positive constant \( C_0 \), depending only on \( a, p \) and \( N \), such that for all \( k \geq m \) and all \( \eta \in C^\infty_0(B(x_0, s)) \) satisfying \( 0 \leq \eta \leq 1 \),

\[
\int_A \left( \frac{\omega}{U} \right)^p |\nabla u|^p \eta^p \, d\mu \leq C_0 \left( \int_A |\nabla U|^p \eta^p \, d\mu + \int_A \omega^p |\nabla \eta|^p \, d\mu + \int_A \tilde{g} \tilde{u}^p \eta^p \, d\mu \right),
\]

where \( g = \tilde{b}^{p/(p-1)} + c^p + \tilde{d} \).

**Proof.** For \( j = 1, \ldots, N \), put

\[
\varphi^j = \left( \frac{\omega}{U} \right)^p (u^j - U) \eta^p \quad \text{and} \quad v^j = u^j - \varphi^j.
\]

To be able to use \( \varphi = (\varphi^1, \ldots, \varphi^N) \) and \( v = (v^1, \ldots, v^N) \) as test functions in \((3.2)\) and \((3.3)\), we need to show that \( \varphi \in H^{1,p}_0(B(x_0,R), \mu)^N \) and \( v \in K \). We have \( v^j \geq u^j \geq \psi_j \) and as \( \eta \in C^\infty_0(B(x_0, s)) \), it is enough to show that \( (\omega/U)^p (u^j - U) \in H^{1,p}(\Omega, \mu) \).
Write
\[
\left( \frac{\omega}{U} \right)^p (u^j - U) = \left( \frac{V - k}{V} \right)^p (u^j - V),
\]
where \( V = \max \{U, k\} \), and let \( V_i, v_i \in C^\infty(\Omega), \ i = 1, 2, \ldots, \) be such that \( V_i \to V \) and \( v_i \to u^j \) both in \( H^{1,p}(\Omega, \mu) \) and a.e. in \( \Omega \). By (2.1) we may assume that \( V_i \geq k \) and \( |v_i| \leq V_i \) for all \( i = 1, 2, \ldots \). A direct calculation shows that
\[
\begin{align*}
\left\| \left( \frac{V_i - k}{V_i} \right)^p (v_i - V_i) - \left( \frac{V - k}{V} \right)^p (u^j - V) \right\|_{H^{1,p}(\Omega, \mu)} \\
\leq \left\| \left( \frac{V_i - k}{V_i} \right)^p (v_i - u^j + V - V_i) \right\|_{L^p(\Omega, \mu)} \\
+ \left\| \left( \frac{V_i - k}{V_i} \right)^p (u^j - V) \right\|_{L^p(\Omega, \mu)} \\
+ pk \left\| \left( \frac{V_i - k}{V_i} \right)^{p-1} \frac{v_i - V_i}{V_i^2} \left( \nabla v_i - \nabla V \right) \right\|_{L^p(\Omega, \mu)} \\
+ pk \left\| \left( \frac{V_i - k}{V_i} \right)^{p-1} \frac{v_i - V_i}{V_i^2} - \left( \frac{V - k}{V} \right)^{p-1} \frac{u - V}{V^2} \right\|_{L^p(\Omega, \mu)} \nabla V \right\|_{L^p(\Omega, \mu)} \\
+ \left\| \left( \frac{V_i - k}{V_i} \right)^p (\nabla v_i - \nabla u^j + \nabla V - \nabla V_i) \right\|_{L^p(\Omega, \mu)} \\
+ \left\| \left( \frac{V_i - k}{V_i} \right)^p (\nabla u^j - \nabla V) \right\|_{L^p(\Omega, \mu)} \\
= I_1 + \cdots + I_6.
\end{align*}
\]
As \( 0 \leq (V_i - k)/V_i \leq 1, |v_i - V_i| \leq 2V_i \) and \( V_i \geq k \), the terms \( I_1, I_3 \) and \( I_5 \) can be estimated from above by the \( H^{1,p}(\Omega, \mu) \)-norms of \( V_i - V \) and \( v_i - u^j \) and tend to zero as \( i \to \infty \). All the other terms tend to zero as \( i \to \infty \) by the dominated convergence theorem. This shows that the function \( (\omega/U)^p(u^j - k) \) belongs to \( H^{1,p}(\Omega, \mu) \) and consequently \( v \in K \).

Moreover, on \( A \) we have
\[
\nabla (u^j - v^j) = \left( \frac{\omega}{U} \right)^p \nabla u^j \eta^p + \left( \frac{\omega}{U} \right)^{p-1} \left( \frac{pk(u^j - U)}{U^2} - \frac{\omega}{U} \right) \nabla U \eta^p \\
+ p \left( \frac{\omega}{U} \right)^p (u^j - U) \eta^{p-1} \nabla \eta.
\]
Note also that \( |u^j - U| \leq 2U, 0 \leq \omega \leq U \leq \bar{u}, \) and \( |pk(u^j - U)/U^2 - \omega/U| \leq 2p + 1 \) on \( A \). As \( u - v = 0 \) outside \( A \), inserting \( \varphi \) and \( v \) into (3.2) and (3.3), respectively, together with the structure conditions (4.4) and some straightforward
simplifications gives

\begin{equation}
(4.5) \sum_{j=1}^{N} \int_{A} \left( \frac{\omega}{U} \right)^{p} |\nabla u'|^{p} \eta^{p} \, d\mu \\
\leq N(2p + 1) \int_{A} a \left( \frac{\omega}{U} \right)^{p-1} |\nabla U||\nabla u'|^{p-1} \eta^{p} \, d\mu + N(2p + 1) \int_{A} b|\nabla U| \tilde{a}_{i}^{p-1} \eta^{p} \, d\mu \\
+ 2Np \int_{A} a \left( \frac{\omega}{U} \right)^{p-1} \omega|\nabla u'|^{p-1} \eta^{p} - |\nabla \eta| \, d\mu + 2Np \int_{A} b\omega \tilde{a}^{p-1} \eta^{p} - |\nabla \eta| \, d\mu \\
+ 2N \int_{A} c \left( \frac{\omega}{U} \right)^{p-1} \tilde{u}|\nabla u'|^{p-1} \eta^{p} \, d\mu + 3N \int_{A} \tilde{d}_{i} \tilde{a}_{i}^{p} \eta^{p} \, d\mu \\
\leq N(2p + 1)(I_{1} + \cdots + I_{6}).
\end{equation}

The integrals on the right-hand side will be estimated by means of the Young inequality. By \( \nu \) we denote a small positive number which will be chosen later. We get

\begin{align*}
I_{1} & \leq \frac{\nu}{p'} \int_{A} \left( \frac{\omega}{U} \right)^{p} |\nabla u'|^{p} \eta^{p} \, d\mu + \frac{a^{p}}{p \nu^{p-1}} \int_{A} |\nabla U|^{p} \eta^{p} \, d\mu, \\
I_{2} & \leq \frac{1}{p'} \int_{A} \tilde{b}^{p/(p-1)} \tilde{a}_{i}^{p} \eta^{p} \, d\mu + \frac{1}{p} \int_{A} |\nabla U|^{p} \eta^{p} \, d\mu, \\
I_{3} & \leq \frac{\nu}{p'} \int_{A} \left( \frac{\omega}{U} \right)^{p} |\nabla u'|^{p} \eta^{p} \, d\mu + \frac{a^{p}}{p \nu^{p-1}} \int_{A} \omega^{p} |\nabla \eta|^{p} \eta^{p} \, d\mu, \\
I_{4} & \leq \frac{1}{p'} \int_{A} \tilde{b}^{p/(p-1)} \tilde{a}_{i}^{p} \eta^{p} \, d\mu + \frac{1}{p} \int_{A} \omega^{p} |\nabla \eta|^{p} \eta^{p} \, d\mu, \\
I_{5} & \leq \frac{\nu}{p'} \int_{A} \left( \frac{\omega}{U} \right)^{p} |\nabla u'|^{p} \eta^{p} \, d\mu + \frac{1}{p \nu^{p-1}} \int_{A} c^{p} \tilde{a}_{i}^{p} \eta^{p} \, d\mu,
\end{align*}

where \( p' = p/(p - 1) \). Inserting the above estimates into (4.5) we obtain

\begin{align*}
\int_{A} \left( \frac{\omega}{U} \right)^{p} |\nabla u'|^{p} \eta^{p} \, d\mu & \leq \frac{3N(2p + 1) \nu}{p'} \int_{A} \left( \frac{\omega}{U} \right)^{p} |\nabla u'|^{p} \eta^{p} \, d\mu \\
& \quad + C \left( \int_{A} |\nabla U|^{p} \eta^{p} \, d\mu + \int_{A} \omega^{p} |\nabla \eta|^{p} \eta^{p} \, d\mu + \int_{A} g \tilde{b}^{p} \eta^{p} \, d\mu \right),
\end{align*}

where \( g = \tilde{b}^{p/(p-1)} + c^{p} + \tilde{d} \) and the constant \( C \) depends only on \( a, p, N \) and \( \nu \).

To finish the proof, choose \( \nu = p' / 6N(2p + 1) \), then the first integral on the right-hand side is absorbed by the left-hand side and the lemma follows. \( \square \)

Remark 4.3. For systems of equations, the proof could be slightly simplified by putting \( \varphi^{j} = (\omega/U)^{p} u^{j} \eta^{p} \). It would also give a better constant \( C_{0} \). In the proof, we have chosen \( \varphi^{j} \) which work both for equations and variational inequalities.

5. Local boundedness of weak solutions

Proof of Theorem 3.2. We shall treat the cases (a) and (b) simultaneously and show that the function \( U = \max\{|u^{1}|, \ldots, |u^{N}|\} \) is bounded on \( B(x_{0}, \frac{1}{4}R) \). The proof is based on Lemma 4.1, so we need to estimate \( \int_{A(k,t)} |\nabla U|^{p} \, d\mu \), where \( A(k,t) = \{ x \in B(x_{0}, t) : U(x) > k \} \).
Let \( B = B(x_0, R) \) and \( k \geq k_0 = \max\{m, \text{ess sup}_{B(x_0, R)} \psi^j, j = 1, \ldots, N\} \) be fixed and put for \( \frac{1}{2} R < t < s < R \) and \( j = 1, \ldots, N \),
\[
\omega = \max\{U - k, 0\},
\omega^j = \max\{|u^j| - k, 0\},
A = \{x \in B(x_0, s) : U(x) > k\} = A(k, s),
A^j = \{x \in B(x_0, s) : |u^j(x)| > k\},
\varphi^j = \omega^j \eta^p \text{sign } u^j,
v^j = u^j - \varphi^j,
\]
where \( \eta \in C_0^\infty(B(x_0, s)) \), \( 0 \leq \eta \leq 1 \), \( \eta = 1 \) on \( B(x_0, t) \) and \( |\nabla \eta| \leq 2/(s - t) \). It is easily verified that \( u^j - v^j = \varphi^j \in H_0^{1,p}(B(x_0, R)) \) and moreover,
\[
v^j(x) = u^j(x) \quad \text{if } \omega^j(x) = 0,
v^j(x) \geq u^j(x) \quad \text{if } \omega^j(x) > 0 \text{ and } \text{sign } u^j(x) = -1,
v^j(x) = (1 - \eta^p)u^j(x) + \eta^p k \geq \psi^j(x) \quad \text{if } \omega^j(x) > 0 \text{ and } \text{sign } u^j(x) = 1.
\]
Hence \( v = (v^1, \ldots, v^N) \in K \) and on \( A^j \) we have
\[
\nabla (u^j - v^j) = \nabla \varphi^j = \nabla u^j \eta^p + p \omega^j \eta^{p-1} \nabla \eta \text{sign } u^j.
\]
Inserting \( \varphi = (\varphi^1, \ldots, \varphi^N) \) and \( v \) into (3.2) and (3.3), respectively, together with the structure conditions (1.3), \( \omega^j \leq \omega \leq \bar{u} \) and \( A^j \subset A \) gives
\[
\sum_{j=1}^N \int_{A^j} |\nabla u^j|^p \eta^p \, d\mu \leq \sum_{j=1}^N \int_{\{x \in A : U(x) = |u^j(x)|\}} |\nabla u^j|^p \eta^p \, d\mu \leq \sum_{j=1}^N \int_{A^j} |\nabla u^j|^p \eta^p \, d\mu.
\]
(5.1)
\[
= I_1 + I_2 + I_3 + I_4.
\]

We shall first simplify the left-hand side. Note that \( A = \bigcup_{j=1}^N A^j \) and that for a.e. \( x \) we have \( |\nabla U(x)| = |\nabla u^j(x)| \) whenever \( U(x) = |u^j(x)| \). Also if \( x \in A \) and \( U(x) = |u^j(x)| \), then \( |u^j(x)| > k \), i.e. \( x \in A^j \). Hence
\[
\sum_{j=1}^N \int_{A^j} |\nabla u^j|^p \eta^p \, d\mu \leq \sum_{j=1}^N \int_{\{x : U(x) = |u^j(x)|\}} |\nabla u^j|^p \eta^p \, d\mu \leq \sum_{j=1}^N \int_{A^j} |\nabla u^j|^p \eta^p \, d\mu.
\]
(5.2)
\[
\int_A |\nabla U|^p \eta^p \, d\mu \leq \int_A |\nabla u^j|^p \eta^p \, d\mu \leq \int_A |\nabla u^j|^p \eta^p \, d\mu.
\]
The term \( I_2 \) in (5.1) is estimated using the Young inequality as follows
\[
I_2 \leq N \int_A \omega^p |\nabla \eta|^p \, d\mu + N(p - 1) \int_A \bar{u}^{p/(p-1)} \bar{u}^p \, d\mu.
\]
(5.3)
\[
To estimate \( I_1 \) and \( I_3 \), let \( \nu = p/(2(p^2 - 1))NC_0 \), where \( C_0 \) is the constant from Lemma 5.2. Again by the Young inequality and using that \( U = \omega + k \leq \bar{u} \) we
obtain,
(5.4)
\[
I_1 \leq N(p-1) \nu \int_A \left( \frac{\omega}{u} \right)^{p/(p-1)} |\nabla u|^p \eta^p \, d\mu + \frac{N \eta^p}{\nu^{p-1}} \int_A 2^{p-1}(\omega^p + k^p) |\nabla \eta|^p \, d\mu,
\]
\[
I_3 \leq \frac{N(p-1) \nu}{p} \int_A \left( \frac{\omega}{U} \right)^{p/(p-1)} |\nabla u|^p \eta^p \, d\mu + \frac{N \eta^p}{p \nu^{p-1}} \int_A c^p \tilde{u}^p \eta^p \, d\mu.
\]
As \( p \leq 2 \), we have \( p/(p-1) \geq p \) and thus \( (\omega/U)^{p/(p-1)} \leq (\omega/U)^p \). It follows that the first integrals on the right-hand sides in (5.4) can be estimated by Lemma 4.2.

This, together with the estimates (5.1), (5.2) and (5.3) yields
\[
\int_A |\nabla u|^p \eta^p \, d\mu \leq \frac{1}{2} \int_A |\nabla U|^p \eta^p \, d\mu + C \left( \int_A \omega^p |\nabla \eta|^p \, d\mu + k^p \int_A |\nabla \eta|^p \, d\mu + \int_A g \tilde{u}^p \eta^p \, d\mu \right),
\]
where \( g = \tilde{\nu}^p/(p-1) + c^p \tilde{d} \) and \( C \) is a constant depending only on \( a, p \) and \( N \). Note that the first term on the right-hand side is absorbed by the left-hand side.

To be able to apply Lemma 4.1, we need to estimate the last two integrals in (5.5). The function \( g \) belongs to \( L^r(B(x_0, R), \mu) \), with \( r = \kappa/(\kappa - 1 - \varepsilon) \) and its norm depends only on \( p \) and the norms of \( b^p/(p-1), c^p \) and \( d \). As \( k \geq m \), we have on \( A \),
\[
\tilde{u}^p = (|u| + m)^p \leq N^p(U + m)^p \leq N^p(\omega + k + m)^p \leq 2^{p-1} N^p \omega^p + 2^{p-1} N^p k^p.
\]
Thus, the last integral in (5.5) can be estimated using a sum of two integrals, which in turn are estimated by means of the Hölder and Sobolev inequalities and the doubling property of \( \mu \) as follows
\[
\int_A g \omega^p \eta^p \, d\mu \leq \left( \int_A (\omega \eta)^p \, d\mu \right)^{1/\kappa} \mu(A)^{\varepsilon/\kappa} \left( \int_B \omega^\tau \, d\mu \right)^{1/\tau} \leq \frac{C_1 c^p R^p \| g \|_\mu(A)^{\varepsilon/\kappa} \mu(\mathcal{B})^{\varepsilon/\kappa}}{\mu(\mathcal{B})^{(1+\varepsilon)/\kappa-1}} \int_A |\nabla (\omega \eta)|^p \, d\mu,
\]
so that the last term in (5.5) becomes
\[
C \int_A g \tilde{u}^p \eta^p \, d\mu \leq C \frac{\| g \|_\mu(A)^{\varepsilon/\kappa} \mu(\mathcal{B})^{\varepsilon/\kappa}}{\mu(\mathcal{B})^{(1+\varepsilon)/\kappa-1}} \left( \int_A |\nabla u|^p \eta^p \, d\mu + \int_A \omega^p |\nabla \eta|^p \, d\mu \right)
\]
(5.6)
\[
+ \frac{C k^p \| g \|_\mu(A)^{(1+\varepsilon)/\kappa}}{\mu(\mathcal{B})^{(1+\varepsilon)/\kappa-1}} \int_A |\nabla \eta|^p \, d\mu,
\]
where \( \| g \| = \left( \int_B g \tau \, d\mu \right)^{1/\tau}, \tau = \kappa/(\kappa - 1 - \varepsilon) \), and the constant \( C \) depends only on \( p, N, a, c_1, c_3 \) and \( \kappa \). Next, as \( \mu(A) \leq k^{-p} \int_B U^p \, d\mu \), we see that for
\[
k \geq k^* = C \frac{\| g \|_\mu^{\varepsilon/\kappa}}{p} \left( \int_B U^p \, d\mu \right)^{1/p},
\]
the coefficient at \( \int_A |\nabla u|^p \eta^p \, d\mu \) in (5.6) is at most \( \frac{1}{2} \), i.e. that term is absorbed by the left-hand side of (5.5). Note that the constant \( C \) in (5.7) depends only on \( p, N, a, \varepsilon, c_1, c_3 \) and \( \kappa \).
Also, as $|\nabla \eta| \leq 2/(s-t)$ and $(1+\varepsilon)/\kappa < 1$, we have

$$k^p \int_A |\nabla \eta|^p \, d\mu \leq \frac{2^p k^p}{(s-t)^p} \mu(A) \leq \frac{2^p k^p}{(s-t)^p} \frac{\mu(A)}{\mu(B)^{(1+\varepsilon)/\kappa - 1}}.$$  

Finally, as $\eta = 1$ on $B(x_0, t)$, we get (with a new constant $C$ depending only on $p$, $N$, $a$, $\varepsilon$, $c_1$, $c_3$ and $\kappa$) for all $k \geq \max \{ m, k^*, \text{ess sup}_B \psi^j, j = 1, \ldots, N \}$ and $1/2 R < t < s < R$,

$$\int_{A(k,t)} |\nabla U|^p \, d\mu \leq \frac{C(\|\eta\| + 1)}{(s-t)^p} \left( \int_A \omega^p \, d\mu + k^p \frac{\mu(A)}{\mu(B)^{(1+\varepsilon)/\kappa - 1}} \right).$$

Lemma 4.1 with $k_0 = \max \{ m, k^*, \text{ess sup}_B \psi^j, j = 1, \ldots, N \}$ and $\varepsilon$ replaced by $\varepsilon/\kappa$ now finishes the proof.

**Remark 5.1.** Note that in the case of one equation, we have $U = |u|$ and $|\nabla u| = |\nabla U|$, so that the estimates (6.1) and Lemma 4.2 are not needed and we can drop the assumption $p \leq 2$ in the statement of Theorem 3.2.

6. Pointwise differentiability of weak solutions

In this section we shall extend the Reshetnyak–Hajlasz–Strzelecki method mentioned in the introduction to the weighted situation as well as to systems of equations and variational inequalities and show that the solutions are differentiable a.e. The idea of the method is as follows.

**Definition 6.1.** Let $x_0 \in \Omega$ and $0 < h < \text{dist}(x_0, \partial \Omega)$. For a function $u : \Omega \rightarrow \mathbb{R}^N$ and $X \in B(0, 1)$ we define the difference quotient $u_h$ of $u$ at $x_0$ by

$$u_h(X) = \frac{u(x_0 + hX) - u(x_0)}{h}.$$  

It is shown that the difference quotients $u_h$ of $u$ at $x_0$ satisfy equations similar to the original one and are thus bounded on $B(0, 1/2)$ by constants depending on the parameters of the original equation and on $\|u_h\|_{L^p(B(0,1))}$. A standard theorem about $L^p$-differentials of Sobolev functions (e.g. Theorem 3.4.2 in Ziemer [39]) yields

$$\|u_h\|_{L^p(B(0,1))} \rightarrow \|\nabla u(x_0) \cdot X\|_{L^p(B(0,1))}, \quad \text{as } h \rightarrow 0,$$

and hence $\|u_h\|_{L^p(B(0,1))} \leq Q$ for sufficiently small $h$. The differentiability of $u$ then follows from the following theorem due to Stepanov (see [35] or Theorem 3.1.9 in Federer [6])

**Theorem 6.2.** For a function $u : \Omega \rightarrow \mathbb{R}^N$ put

$$A = \left\{ x \in \Omega : \lim_{y \rightarrow x} \frac{|u(y) - u(x)|}{|y - x|} < \infty \right\}.$$  

Then $A$ is Lebesgue measurable and $u$ is differentiable a.e. in $A$.

In order to extend this method to our situation, there are some difficulties to overcome, mainly due to the presence of the weight $w$. First, the difference quotients $u_h$ do not in general belong to $H^{1,p}(B(0,1), \mu)$, hence it is necessary to consider weights $w_h$ which vary as $h \rightarrow 0$. Second, in order to prove that the difference quotients $u_h$ of $u$ are bounded by a constant independent of $h$, we need a weighted version of Lemma 6.1, viz. Theorem 6.2 and Corollary 6.1. Finally, for variational inequalities, the obstacle $\psi$ has to be taken into account.
Let us begin by the following lemma which shows that for sufficiently small $h$ the difference quotients of solutions of the systems (6.2) and (6.3) are solutions of systems similar to (3.2) and (3.3).

**Lemma 6.3.** Let $w$ be a $p$-admissible weight with $1 < p < \infty$, and for a fixed $x_0 \in \Omega$ and $0 < h < \text{dist}(x_0, \partial\Omega)$ let $\mu_h$ be the measure whose Radon–Nikodym derivative is $w_h(X) = w(x_0 + hX)$, i.e. $d\mu_h = w_h \, dx$. Then the weight $w_h$ is $p$-admissible with the same constants $c_1$ and $c_2$ as $w$ and the difference quotients $u_h$ of $u$ at $x_0$ satisfy:

(a) If $u \in H^{1,p}(\Omega, \mu)^N$ is a weak solution of the system (6.2), then $u_h \in H^{1,p}(B(0, 1), \mu_h)^N$ and $u_h$ is a weak solution of the system

\[
\text{div}(A_h^j(X, u_h, \nabla u_h)) = B_h^j(X, u_h, \nabla u_h), \quad j = 1, \ldots, N.
\]

(6.2)

(b) If $u \in K$ is a solution of the obstacle problem (6.3), then $u_h \in K_h$, where

\[
K_h = \{v \in H^{1,p}(B(0, 1), \mu_h)^N : v - u_h \in H^1_0(B(0, 1), \mu_h)^N \text{ and } v \geq \psi_h \text{ a.e. in } B(0, 1)\}
\]

with $\psi_h(X) = (\psi(x_0 + hX) - u(x_0))/h$ and $u_h$ is a solution of the obstacle problem

\[
\sum_{j=1}^N \int_{B(0, 1)} A_h^j(X, u_h, \nabla u_h) \cdot \nabla (u_h^j - v^j) \, dX + \sum_{j=1}^N \int_{B(0, 1)} B_h^j(X, u_h, \nabla u_h)(u_h^j - v^j) \, dX \leq 0
\]

(6.3)

for all $v \in K_h$.

Here, the functions $A_h^j$ and $B_h^j$ are defined by

\[
A_h^j(X, v, q) = A^j(x_0 + hX, u(x_0) + hv, q),
\]

\[
B_h^j(X, v, q) = hB^j(x_0 + hX, u(x_0) + hv, q).
\]

**Proof.** It is easily verified that the weights $w_h$ are $p$-admissible with the same constants $c_1$ and $c_2$ as $w$.

(a) The lemma follows immediately from (6.2) by the change of variables $x = x_0 + hX$.

(b) Let $v \in K_h$ and extend $v - u_h$ by zero outside $B(0, 1)$. Put for $x \in \Omega$,

\[
\tilde{v}(x) = u(x) + h\left(v\left(\frac{x - x_0}{h}\right) - u_h\left(\frac{x - x_0}{h}\right)\right).
\]

Then $\tilde{v}(x) \geq u(x) + (\psi(x) - u(x)) = \psi(x)$ and $\tilde{v} = u$ outside $B(x_0, h)$, hence $\tilde{v} \in K$. Inserting $\tilde{v}$ into (6.3) and using the change of variables $x = x_0 + hX$ yields (6.3).

In the rest of this section we shall frequently use the following Lebesgue differentiation theorem, see e.g. p. 14 in Ziemer [39] for the case $p = 1$. The case $p > 1$ then follows from the formula $|a - b|^p \leq |a^p - b^p|$ for $a, b \geq 0$.

**Theorem 6.4.** If $f \in L^p_{\text{loc}}(\mathbb{R}^n, \mu)$, where $\mu$ is a Radon measure and $1 \leq p < \infty$, then $\mu$-a.e. $x$ is an $L^p(\mu)$-Lebesgue point of $f$, i.e. for $\mu$-a.e. $x \in \mathbb{R}^n$,

\[
\lim_{r \to 0} \left(\frac{1}{|B(x,r)|} \int_{B(x,r)} |f(y) - f(x)|^p \, d\mu(y)\right)^{1/p} = 0.
\]
The following theorem is a weighted generalization of a classical result about $L^p$-differentials, for a proof see the author’s paper [2].

**Theorem 6.5.** Let $w$ be a $p$-admissible weight, $1 < p < \infty$. Let $d\mu = w\,dx$ and $u \in H^{1,p}(\Omega, \mu)$. Then for a.e. $x_0 \in \Omega$,
\[
\lim_{h \to 0} \frac{1}{h} \left( \int_{B(x_0, h)} |u(x) - u(x_0) - \nabla u(x_0) \cdot (x - x_0)|^p \, d\mu(x) \right)^{1/p} = 0.
\]

**Corollary 6.6.** If $w$ is a $p$-admissible weight, $1 < p < \infty$, and $u \in H^{1,p}(\Omega, \mu)$, then for a.e. $x_0 \in \Omega$,
\[
\lim_{h \to 0} \left( \int_{B(0,1)} |u_h|^p \, d\mu_h \right)^{1/p} = \left( \int_{B(0,1)} |\nabla u(x_0) \cdot X|^p \, dX \right)^{1/p}.
\]

**Proof.** The triangle and the Minkowski inequalities show that
\[
\left| \left( \int_{B(0,1)} |u_h|^p \, d\mu_h \right)^{1/p} - \left( w(x_0) \int_{B(0,1)} |\nabla u(x_0) \cdot X|^p \, dX \right)^{1/p} \right|
\leq \|u_h - \nabla u(x_0) \cdot X\|_{L^p(B(0,1), \mu_h)} + \|\nabla u(x_0) \cdot X(w_h(X))^{1/p} - w(x_0)^{1/p}\|_{L^p(B(0,1))}.
\]

The first term on the right-hand side tends to zero, as $h \to 0$, for a.e. $x_0 \in \Omega$ by Theorem 6.5 and the fact that for a.e. $x_0$, $\mu_h(B(0,1)) \to w(x_0)|B(0,1)|$, as $h \to 0$. The last term on the right-hand side is not larger than $\|\nabla u(x_0)\|_{L^p(B(0,1), \mu)} \leq H \mu_h(X)_{1/p} - w(x_0)^{1/p}\|_{L^p(B(0,1))}$ and tends to zero, as $h \to 0$, whenever $x_0$ is an $L^p$-Lebesgue point of $w^{1/p}$. The fact that for a.e. $x_0$, $\mu_h(B(0,1)) \to w(x_0)|B(0,1)|$, as $h \to 0$, finishes the proof. 


We are now ready to prove the main result of this section — the differentiability a.e. of weak solutions of the systems (3.2) and (3.3).

**Theorem 6.7.** Suppose that the structure conditions (3.1) are satisfied with a $p$-admissible weight $w$, $1 < p \leq 2$. Let $d\mu = w\,dx$ and consider one of the following two cases:

(a) $u \in H^{1-p}(\Omega, \mu)^N$ is a weak solution of the system (3.2), or

(b) $u \in \mathcal{K}$ is a solution of the obstacle problem (3.3) and assume that $\psi$ is differentiable a.e. $x \in \Omega$.

Then any representative of $u$ satisfying for all $x \in \Omega$ and $j = 1, \ldots, N$,
\[
\liminf_{r \to 0} \int_{B(x,r)} u^j \, d\mu \leq \limsup_{r \to 0} \int_{B(x,r)} u^j \, d\mu,
\]

is differentiable a.e. in $\Omega$ in the classical sense.

**Remark 6.8.** The proof actually shows that even if $\psi$ is not differentiable a.e., then the solution $u$ is differentiable a.e. on the set where $\psi$ is differentiable. Regarding condition (6.4), recall that by Theorem 6.4, all $u \in L^p(\Omega, \mu)$ can be modified on a set of measure zero, so that $u(x) = \limsup_{r \to 0} \int_{B(x,r)} u \, d\mu$ holds for all $x \in \Omega$.

**Proof.** Let $x_0 \in \Omega$ be such that the conclusion of Corollary 6.6 holds at $x_0$ and assume that $\psi$ is differentiable at $x_0$. Let also $x_0$ be an $L^1(\mu)$-Lebesgue point of $w$ and an $L^\tau(\mu)$-Lebesgue point of the functions $b^p/\alpha - 1$, $c^p, d, e^p/\alpha - 1$ and $f$, where $\tau = \kappa/(\kappa - 1 - \varepsilon)$. By Theorem 6.4, almost every point of $\Omega$ has this property.
For $0 < h < \text{dist}(x_0, \partial \Omega)$ consider the difference quotients
\[ u_h(X) = \frac{u(x_0 + hX) - u(x_0)}{h}, \quad X \in B(0,1). \]
If we can show that for sufficiently small $h$, the difference quotients $u_h$ are bounded on $B\left(0, \frac{1}{h}\right)$ by a constant independent of $h$, then Theorem 6.2 implies that $u$ is differentiable a.e. in $\Omega$.

The uniform boundedness of the difference quotients will be proved by means of Lemma 6.3 and Theorem 3.2. Lemma 6.3 yields that for $0 \leq h < \text{dist}(x_0, \partial \Omega)$ the difference quotients $u_h$ are solutions of (3.2) and (3.3) with $A^j_h$ and $B^j_h$, respectively. Next, we verify that the functions $A^j_h$ and $B^j_h$ satisfy the assumptions of Theorem 3.2. We can assume that $h \leq 1$. A direct calculation shows that for a.e. $X \in B(0,1)$, all $v \in \mathbb{R}^n$ and all $q \in \mathbb{R}^{nN}$,
\begin{align*}
|A^j_h(X, v, q)| &\leq (a|q|^{p-1} + b(X)|v|^{p-1} + c_h(X))w_h(X), \\
|B^j_h(X, v, q)| &\leq (c_h(X)|q|^{p-1} + d_h(X)|v|^{p-1} + f_h(X))w_h(X),
\end{align*}
(6.5)
where the weights $w_h$ are as in Lemma 6.3 and
\begin{align*}
b_h(X) &= h^{p-1}b(x_0 + hX), \\
c_h(X) &= hc(x_0 + hX), \\
d_h(X) &= 2h^{-1}h^p d(x_0 + hX), \\
e_h(X) &= e(x_0 + hX) + b(x_0 + hX)|u(x_0)|^{p-1}, \\
f_h(X) &= f(x_0 + hX) + 2h^{-1}d(x_0 + hX)|u(x_0)|^{p-1}.
\end{align*}

Theorem 3.2 now yields
\begin{equation}
\text{ess sup}_{B(0,1/2)} |u_h| \leq 2(\Psi_h + m_h) + C_h \left( \int_{B(0,1)} |u_h|^p d\mu_h \right)^{1/p},
\end{equation}
(6.6)
where $\Psi_h$, $m_h$ and $C_h$ are as in Theorem 3.2 with $\psi^j$, $b$, $c$, $d$, $e$ and $f$ replaced by $\psi^j_h$, $b_h$, $c_h$, $d_h$, $e_h$ and $f_h$. As $x_0$ is a Lebesgue point of $b^p/(p-1)$, $c^p$, $d$, $e^p/(p-1)$ and $f$, we get that $C_h \to C'$, as $h \to 0$, and for sufficiently small $h$ the constant $m_h$ is bounded by a constant independent of $h$. To estimate $\Psi_h$, we need to distinguish between two cases:

(i) If $u^j(x_0) = \psi^j(x_0)$, then as $\psi^j$ is differentiable at $x_0$, we have
\[ \lim_{h \to 0} \psi^j_h(X) = \lim_{h \to 0} \frac{\psi^j(x_0 + hX) - \psi^j(x_0)}{h} = \nabla \psi^j(x_0) \cdot X \]
uniformly for $X \in B(0,1)$. If follows that for $0 < h < h_0$ and sufficiently small $h_0$,
\[ \text{ess sup}_{B(0,1)} |\psi^j_h| \leq |\nabla \psi^j(x_0)| + 1. \]

(ii) If $u^j(x_0) > \psi^j(x_0)$, then as $\psi^j$ is continuous at $x_0$, we have $u^j(x_0) > \psi^j(x_0 + hX)$ for all $X \in B(0,1)$, $0 < h < h_0$ and sufficiently small $h_0$. This yields $\psi^j_h(X) = (\psi^j(x_0 + hX) - u^j(x_0))/h < 0$ for all $X \in B(0,1)$.

Finally, Corollary 6.6 implies that $\lim_{h \to 0} (\int_{B(0,1)} |u_h|^p d\mu_h)^{1/p} < \infty$ and consequently $\text{ess sup}_{B(0,1/2)} |u_h| \leq Q$ for sufficiently small $h$. The condition (6.4) then implies $\text{sup}_{B(0,1/2)} |u_h| \leq Q$ and hence
\[ \limsup_{x \to x_0} \frac{|u(x) - u(x_0)|}{|x - x_0|} \leq 2Q < \infty \text{ for a.e. } x_0 \in \Omega. \]
By Theorem 5.2, the weak solution $u$ is differentiable a.e. in $\Omega$.  
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