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Abstract. The Korteweg-de Vries equation was first derived by Boussinesq
and Korteweg and de Vries as a model for long-crested small-amplitude long
waves propagating on the surface of water. The same partial differential equa-
tion has since arisen as a model for unidirectional propagation of waves in
a variety of physical systems. In mathematical studies, consideration has
been given principally to pure initial-value problems where the wave profile
is imagined to be determined everywhere at a given instant of time and the
 corre sponding solution models the further wave motion. The practical, quan-
titative use of the Korteweg-de Vries equation and its relatives does not always
involve the pure initial-value problem. Instead, initial-boundary-value prob-
lems often come to the fore. A natural example arises when modeling the effect
in a channel of a wave maker mounted at one end, or in modeling near-shore
zone motions generated by waves propagating from deep water. Indeed, the
initial-boundary-value problem
\begin{align}
\eta_t + \eta_x + \eta \eta_x + \eta_{xxx} &= 0, \quad \text{for } x, t \geq 0, \\
\eta(x,0) &= \phi(x), \quad \eta(0,t) = h(t),
\end{align}

studied here arises naturally as a model whenever waves determined at an
entry point propagate into a patch of a medium for which disturbances are
governed approximately by the Korteweg-de Vries equation. The present essay
improves upon earlier work on (0.1) by making use of modern methods for the
study of nonlinear dispersive wave equations. Speaking technically, local well-
posedness is obtained for initial data $\phi$ in the class $H^s(R^+)$ for $s > \frac{3}{4}$
and boundary data $h$ in $H^{1+s/3}_{loc}(R^+)$, whereas global well-posedness is shown
to hold for $\phi \in H^s(R^+)$, $h \in H^{s+1}_{loc}(R^+)$ when $1 \leq s \leq 3$, and for $\phi \in
H^s(R^+)$, $h \in H^{s+1/3}_{loc}(R^+)$ when $s \geq 3$. In addition, it is shown that the
correspondence that associates to initial data $\phi$ and boundary data $h$ the
unique solution $u$ of (0.1) is analytic. This implies, for example, that solutions
may be approximated arbitrarily well by solving a finite number of linear
problems.
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1. Introduction

This paper is concerned with the wave maker problem for the classical Korteweg-de Vries equation. In this conception, it is imagined that water at rest in a channel is set in motion by a wave maker mounted at one end of the channel. If the frequency and amplitude of the wave maker oscillations are appropriately restricted, this will generate small-amplitude long waves that propagate down the channel, and thus will be brought into being motion that corresponds more or less exactly to the Korteweg-de Vries regime. Indeed, the amplitude of the wave maker is related to the amplitude of the generated waves, while the frequency of the wave maker is related inversely to the wavelength. In this situation, the most convenient and accurate measurements that can be made are to monitor the free surface at fixed points down the channel from the wave maker. This scheme has been followed in a number of experimental works (cf. Zabusky and Galvin [62], Hammack [32], Hammack and Segur [33], and Bona, Pritchard and Scott [7]). Such a physical configuration is naturally modeled by the initial-boundary-value problem

\[
\begin{align*}
\eta_t + \eta_x + \eta \eta_x + \eta_{xxx} &= 0, & \text{for } x, t \geq 0, \\
\eta(x, 0) &= 0, & \eta(0, t) &= h(t),
\end{align*}
\]

where \( x \) is proportional to distance along the channel with \( x = 0 \) corresponding to the point closest to the wave maker where measurements are taken, \( t \) is proportional to elapsed time with \( t = 0 \) being the initial time when the water surface is quiescent and the wave maker is activated, and \( \eta(x, t) \) is proportional to the deviation of the free surface at the point \( x \) down the channel at time \( t \) (see [7, 10] for more detailed commentary on this modeling stance). For each relevant time \( t \), the value \( h(t) \) is the measured deviation of the free surface from its rest position at the point \( x = 0 \) at time \( t \). The function \( h \) acts as the driving force for the mathematical problem (1.1).

Several points are worth noting about the modeling inherent in (1.1). First, the perfect fluid assumption that leads to the Korteweg-de Vries equation has not been relaxed. Dissipative effects need to be taken into account in any practical use of this model, but they are ignored in the present analysis. Second, the channel has been assumed to extend infinitely away from the wave maker. This corresponds to ignoring wave reflection from the end of the channel or from a beach. In practice, this will mean either that the beach is very gently sloping so that little energy does in fact come back, or, in a channel, the experiment takes place over a time scale such that the wave motion does not reach the end of the channel. In any event, if there is significant reflected wave motion moving back toward the wave maker, this model is inappropriate, as one of its hallmarks is unidirectionality of propagation. (To take account of two-way propagation at the KdV level of approximation, a Boussinesq system of equations would be needed as in [3, 4] for example.) Furthermore, notice that the usual caveat where one removes the term \( \eta_x \) from the equation by changing to traveling coordinates is not available without a real price in the quarter-plane problem. A change of variables where one lets \( v(x, t) = \eta(x + t, t) \) does indeed dispense with the offending term in the evolution equation, but the boundary condition must now be applied in the form \( v(-t, t) = h(t) \) for \( t \geq 0 \). Thus the boundary condition is applied at a changing spatial point and the problem is posed in the peculiar domain \( \{(x, t) : t \geq 0, x + t \geq 0\} \), rather than a quarter plane. The gain
in simplicity of the equation does not appear to justify the difficulty caused by
the application of a boundary condition at a moving point, and therefore we have
elected to stay in laboratory coordinates as expressed in (1.1). If one drops the
term \( x \) arbitrarily, the resulting initial-boundary-value problem may be treated by
a considerably simplified version of the analysis that is developed here for (1.1).

Analogous considerations apply to other physical situations modeled approxi-
mately by the Korteweg-de Vries equation, and lead also to the problem (1.1).

The problem (1.1) has received attention in the past, and a satisfactory theory
exists corresponding to physically relevant smoothness assumptions on the initial
and boundary data (cf. [6, 10, 11, 22, 23]). In fact, the problem is usually posed
with allowance made for a more general initial configuration, thus in the form
\[
\begin{align*}
\eta_t + \eta_x + \eta \eta_x + \eta_{xxx} &= 0, & \text{for } x, t \geq 0, \\
\eta(x, 0) &= \phi(x), & \eta(0, t) = h(t).
\end{align*}
\]

(1.2)

Naturally, the consistency condition \( \phi(0) = h(0) \) is imposed on the auxiliary data.
Global well-posedness results for strong solutions up to the boundary were estab-
lished in [10, 11] for suitably smooth \( \phi \) and \( h \) that satisfy certain compatibility
conditions. Included in the theory is the continuity of the mapping that associates
to given initial- and boundary-data the corresponding solution of (1.2). Faminskii,
in a wide-ranging paper [23], deals with the initial-boundary-value problem (1.2)
for a generalization of the KdV equation somewhat like that appearing later in
Craig, Kappeler and Strauss [20]. He puts forward a theory of well-posedness for
generalized solutions set in weighted \( H^1 \)-Sobolev classes. Moreover, he obtains ex-
tra interior regularity in case the initial data decays suitably rapidly at \(+\infty\). The
program of Fokas, Its and Pelloni [24, 25, 26, 27] whereby the inverse-scattering
transform on \( R \) is adapted to \( R^+ \) also deserves notice. This method yields very
interesting and helpful formal long-time asymptotics, and it seems likely it will also
be useful in further, detailed studies of the nonlinear problem. We also point to
related work on the periodic- and two-point-boundary-value problem for the KdV
equation posed on a finite interval (see [15], [49], [56], [63], [18]).

By contrast, the mathematical theory pertaining to the pure initial-value prob-
lem for the KdV equation posed on the whole real line \( R \) or on a finite interval
with periodic boundary conditions is considerably more advanced. Before recent
developments, the problem
\[
\eta_t + \eta \eta_x + \eta_{xxx} = 0, \quad \eta(x, 0) = \phi(x),
\]
(1.3)
poused for \( x \in R \) or over a finite interval with periodic boundary conditions, was
known to be locally well-posed in the space \( H^s(R) \) of square-integrable functions
whose first \( s \) derivatives are also square integrable, for \( s > 3/2 \) and globally well-
posed in the same space if \( s \geq 2 \) (see [9, 14, 16, 17, 18]). Various types of weak
solutions were also known to exist. These results were obtained by studying a corre-
sponding regularized equation, by applying general abstract semigroup theory
and by other methods of nonlinear functional analysis [9, 21, 34, 35, 51, 53, 58]. As
remarked already by Saut and Temam [52], solving the initial-value problem (1.3)
cannot result in the solution being more regular in the \( H^s \)-spaces than it is initially,
because the equation is time reversible. Thus, there is no smoothing associated with
solving the initial-value problem (1.3) of the sort that obtains when one solves the
linear heat equation or Burger’s equation, for example.
There is, however, more subtle smoothing associated with the initial-value problem (1.3). One of the early expressions of this fact appears in the papers of Cohen [10, 17] and, later, Sachs [50]. These works made use of the inverse-scattering representation of solutions. The outcome is a set of results showing that decay of initial data at $+\infty$ translates into a local smoothing of the solution beyond that which it has initially. Starting late in the 1970’s, those smoothing properties were investigated by techniques other than the inverse-scattering representation of solutions. Kato [37, 38] and independently, Kruzhkov and Faminskii [45, 46] realized that the map $\psi(\cdot, t) \mapsto H^s(\cdot; t)$ is Lipschitz continuous from $H^s(R)$ to $C([0,T]; H^s(R))$, but also in $L^2(0,T; H^{s+1}_{loc}(R))$. This property, now known as Kato-smoothing, stimulated an extensive investigation of various smoothing properties of the KdV-equation and other dispersive wave equations (see, for example, [13, 14, 19, 30, 39, 40, 41, 42, 43, 44, 54, 59, 61] and the references therein). In particular, various Strichartz-type $L^p_t - L^q_x$ estimates were established for the linear problem

$$
(1.4) \quad \eta_t + \eta_{xxx} = 0, \quad \eta(x,0) = \phi(x),
$$

associated to (1.3) in the work of Kenig-Ponce-Vega [39, 44] and Bourgain [13, 14]. Those linear estimates made it possible to apply the contraction-mapping principle to establish directly the well-posedness of the pure initial-value problem (1.3) for functions $\phi$ defined on $R$ which either decay to zero at infinity or which are periodic. Indeed, the problem (1.3) posed on the whole line $R$ was shown to be well-posed in the space $H^s(R)$ for $s > \frac{3}{4}$ by Kenig, Ponce and Vega [41], and in larger spaces by Bourgain [14] and Kenig, Ponce and Vega [43, 44], culminating in a well-posedness result set in $H^s(R)$ for any $s > -\frac{3}{4}$. As for the initial-value problem (1.3) posed on a periodic domain $S$, it was proved to be well-posed in $H^s(S)$ for $s \geq 0$ by Bourgain [14] and for $s > -1/2$ by Kenig, Ponce and Vega [44]. (Henceforth, the abbreviation “IVP” will stand for the often-used phrase “initial-value problem” while the mnemonic “IBVP” stands for “initial-boundary-value problem”.)

Because of well-posedness, the IVP (1.3) defines a nonlinear map $K_H$ from the space $H^s$ to $C([0,T]; H^s)$ ($H^s$ stands for $H^s(R)$ or $H^s(S)$ depending on whether (1.3) is considered on $R$ or on $S$). This map was shown to be continuous from $H^s$ to $C([0,T]; H^s)$ by Bona and Smith [9] and Kato [36], and Hölder continuous with exponent $1/2$ from the space $H^{s+1/2}$ to the space $L^\infty(0,T; H^s)$ by Saut and Temam [52]. Much stronger regularity can be established by taking advantage of the smoothing properties of the equation. Simply as a by-product of their contraction-principle approach to the IVP (1.3), Kenig, Ponce and Vega [42] obtained that the map $K_H$ is Lipschitz continuous from the space $H^s$ to the space $C([0,T]; H^s)$. Later, based on the previously mentioned works of Kenig, Ponce, Vega, and Bourgain, Zhang [64, 65, 66] proved that the map $K_H$ is infinitely Fréchet differentiable from the space $H^s$ to the space $C([0,T]; H^s)$ and that for $\delta > 0$ sufficiently small, the formal Taylor series expansion

$$
(1.5) \quad K_H(\phi + \psi) = \sum_{n=0}^{\infty} \frac{K_H^{(n)}(\phi)[\psi^n]}{n!}
$$

converges in $C([0,T]; H^s)$ uniformly for $\|\psi\|_s \leq \delta$, which is the same as saying that the map $K_H$ is analytic from the space $H^s$ to the space $C([0,T]; H^s)$. Here, $K_H^{(n)}(\phi)$ is the $n$-th derivative of $K_H$ at $\phi$, an $n$-multilinear map from the $n$-fold
product of $H^s$ with itself to $C([0, T]; H^s)$. Consequently, the solution of the IVP (1.3) may be approximated arbitrarily well on a finite time interval by solving a finite number of linear problems.

Our purpose in this paper is to bring the theory for the quarter-plane problem (1.2) at least partly into line with the modern theory for the pure initial-value problem (1.3) posed on $R$. The following results will be established in this paper.

The initial-boundary-value problem (1.2) is locally well-posed for initial data $\phi$ in the space $H^s(R^+)$ and boundary data $h$ in the space $H^{(s+1)/3}_{loc}(R^+)$ satisfying certain compatibility conditions (see Section 4 ) for $s > 3/4$, whereas global well-posedness holds for $\phi \in H^s(R^+), \ h \in H^{2+2s}_{loc}(R^+)$ when $1 \leq s \leq 3$ and for $\phi \in H^s(R^+), \ h \in H^{(s+1)/3}_{loc}(R^+)$ when $s \geq 3$. Furthermore, the corresponding solution map is an analytic correspondence between the space of initial- and boundary-data and the solution space.

The crux of the modern analysis of nonlinear, dispersive evolution equations is the linear estimates to which reference was made above. For the IBVP (1.2) under consideration here, the associated linear problem

$$
\begin{align*}
\eta_t + \eta_{xx} + \eta_{xxx} &= 0, \quad \text{for } x, t \geq 0, \\
\eta(x, 0) &= \phi(x), \\
\eta(0, t) &= h(t),
\end{align*}
$$

(1.6)

plays the same central role that the linearized IVP

$$
\eta_t + \eta_{xxx} = 0, \quad \eta(x, 0) = \phi(x),
$$

(1.7)

does in the study of (1.3). Since (1.6) is posed in a quarter plane, the Fourier transform does not possess the same power it has when the problem is presented on all of $R^2$. As a potential global solution of (1.6) is defined on a half-line $R^+$ in each of the two independent variables $x$ and $t$, it is not unnatural to think of replacing the use of the Fourier transform that comes to the fore in the analysis of (1.7) with the Laplace transform. By taking the Laplace transform with respect to $t$ of both sides of the equation in (1.6), the IBVP is converted to a one-parameter family of third-order, boundary-value problems

$$
\begin{align*}
\lambda \hat{\eta}(x, \lambda) + \hat{\eta}_x(x, \lambda) + \hat{\eta}_{xxx}(x, \lambda) &= \phi(x), \\
\hat{\eta}(0, \lambda) &= \hat{h}(\lambda), \quad \hat{\eta}(+\infty, \lambda) = 0, \quad \hat{\eta}_x(+\infty, \lambda) = 0,
\end{align*}
$$

(1.8)

where $\hat{\eta} = \hat{\eta}(x, \lambda)$ denotes the Laplace transform of $\eta = \eta(x, t)$ with respect to $t$ and $\lambda > 0$ is the dual variable. The solution of (1.8) is given by

$$
\hat{\eta}(x, \lambda) = \int_0^{+\infty} G(x, x_0; \lambda) \phi(x_0) dx_0 + e^{r(\lambda)x} \hat{h}(\lambda)
$$

where $G(x, x_0; \lambda)$ is the Green’s function associated with (1.8) in the special case wherein $\hat{h} \equiv 0$ and $r(\lambda)$ is the solution of

$$
\lambda + r + r^3 = 0
$$

for which $\text{Re} \ r(\lambda) < 0$. The solution $\eta$ of (1.6) is then given formally by

$$
\eta(x, t) = \frac{1}{2\pi i} \int_{-\infty + i\gamma}^{+\infty + i\gamma} e^{\lambda t} \left( \int_0^{+\infty} G(x, x_0; \lambda) \phi(x_0) dx_0 + e^{r(\lambda)x} \hat{h}(\lambda) \right) d\lambda
$$

(1.9)
for $x, t \geq 0$, where $\gamma$ is a fixed, but arbitrary positive constant. At first sight, a solution formula like this does not appear well suited to analysis by Fourier techniques. However, by carefully choosing the contour over which the outer integral is computed, we are able to rewrite the representation in (1.9) to obtain the following, remarkable explicit formula. Define $H = H(x, t)$ by

\[
H(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\mu x} e^{-i\mu \frac{\sqrt{\gamma^2 + 4\mu^2} - \gamma}{2}} \int_{-\infty}^{\infty} e^{-i\mu \xi} \phi(\xi) d\xi d\mu \\
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\mu x} e^{-i\mu \frac{\sqrt{\gamma^2 + 4\mu^2} + \gamma}{2}} \int_{-\infty}^{\infty} e^{-i\mu \xi} \phi(\xi) d\xi d\mu \\
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\mu x} e^{-i\mu \frac{\sqrt{\gamma^2 + 4\mu^2} + \gamma}{2}} \int_{-\infty}^{\infty} e^{-i\mu \xi} \phi(\xi) d\xi d\mu \\
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\mu x} e^{-i\mu \frac{\sqrt{\gamma^2 + 4\mu^2} - \gamma}{2}} \int_{-\infty}^{\infty} e^{-i\mu \xi} \phi(\xi) d\xi d\mu.
\]

(1.10)

In terms of $H$, the solution $\eta$ of (1.6) is, for $x, t \geq 0$,

\[
\eta(x, t) = H(x, t) + \overline{H(x, t)}.
\]

(1.11)

A cursory examination of (1.10)-(1.11) reveals that there are two types of smoothing properties associated with the linear problem (1.6): the smoothing effect upon $\eta$ with respect to its initial data $\phi$ and with regard to its boundary data $h$. As in the work on the IVP (1.3), these aspects are the heart of the theory to be developed here. It will be shown that for $h \equiv 0$, the solution $\eta$ of (1.6) satisfies the following estimates: For $\phi \in L_2(R^+)$,

\[
\sup_{0 \leq x < +\infty} \int_0^{+\infty} |\partial_x \eta(x, t)|^2 dt \leq C\|\phi\|_{L^2(R^+)},
\]

(1.12)

\[
\sup_{0 \leq x < \infty} \|\eta(x, \cdot)\|_{H^{1/2}(R^+)} \leq C\|\phi\|_{L^2(R^+)},
\]

(1.13)

for $\phi \in H^{1/2}(R^+)$,

\[
\left( \int_0^{+\infty} \sup_{0 \leq x < \infty} |\partial_x \eta(x, t)|^4 dt \right)^{1/4} \leq C\|\phi\|_{H^{1/2}(R^+)},
\]

(1.14)

whereas, for $s > \frac{5}{4}$ and $\phi \in H^s_0(R^+)$,

\[
\left( \int_0^{+\infty} \sup_{0 \leq x \leq T} |\eta(x, t)|^2 dx \right)^{1/2} \leq C(1 + T)\|\phi\|_{H^s(R^+)},
\]

(1.15)

On the other hand, if $\phi \equiv 0$ and $h \in H^{1/3}(R^+)$, the solution $\eta$ of (1.6) will be shown to satisfy the following inequalities:

\[
\sup_{0 \leq x < \infty} \|\eta(\cdot, t)\|_{L^2(R^+)} \leq C\|h\|_{H^{1/3}(R^+)},
\]

(1.16)

\[
\left( \int_0^{+\infty} \sup_{0 \leq t < \infty} |\eta(x, t)|^2 dx \right)^{1/2} \leq C\|h\|_{H^{1/3}(R^+)},
\]

(1.17)
\begin{equation}
\sup_{0 \leq x < \infty} \left( \int_0^{+\infty} |\partial_x \eta(x, t)|^2 dt \right)^{1/2} \leq C \|h\|_{H^{1/3}(R^+)} \tag{1.18}
\end{equation}

\begin{equation}
\sup_{0 \leq x < \infty} \|\eta(x, \cdot)\|_{H^{1/3}(R^+)} \leq C \|h\|_{H^{1/3}(R^+)} \tag{1.19}
\end{equation}

and if \( h \in H^{1/2}(R^+) \), then

\begin{equation}
\left( \int_0^{+\infty} \sup_{0 \leq x < \infty} |\partial_x \eta(x, t)| dt \right)^{1/4} \leq C \|h\|_{H^{1/2}(R^+)} \tag{1.20}
\end{equation}

The estimates \((1.12)\) and \((1.18)\) are sharp versions of the local smoothing effect of Kato-type. The estimates \((1.14)\) and \((1.20)\) reveal global smoothing effects of Strichartz-type for the linear problem \((1.6)\). The estimates \((1.15)\) and \((1.17)\) are of Kato-type. The estimates \((1.14)\) and \((1.20)\) comprise sharp trace results.

Armed with these linear estimates, we are able to obtain local well-posedness results for the IBVP \((1.2)\) via the contraction-mapping principle. In our initial foray, we approached the linear estimates directly by way of the representation results for the IBVP \((1.2)\) via the contraction-mapping principle. In our initial development, we have taken advantage of this suggestion, thereby saving quite a few pages of detailed inequalities. On the other hand, we have kept the derivation of the exact solution \((1.10)-(1.11)\) despite the fact that we need only a portion of this formula. Exact formulas are often useful when more detailed aspects of solutions are examined.

Global well-posedness follows from the local theory as soon as corresponding global \textit{a priori} estimates are established. In contrast to the pure initial-value problem \((1.3)\), where the needed global estimates are provided with little effort by the infinitely many conservation laws possessed by the IVP for the KdV equation, more protracted analysis is demanded in establishing global \textit{a priori} estimates for the IBVP \((1.2)\) because these conservation laws no longer hold.

In \cite{10}, using energy estimates, Bona and Winther showed that for any solution of \((1.6)\) that is appropriately smooth up to the boundary, the following bounds hold:

\[ \sup_{0 \leq t \leq T} \|\eta(\cdot, t)\|_{H^s(R^+)} \leq \alpha_1(\|\phi\|_{H^s(R^+)} + \|h\|_{H^2(0, T)}) \]

and

\[ \sup_{0 \leq t \leq T} \|\eta(\cdot, t)\|_{H^{s+1/3}(R^+)} \leq \alpha_s(\|\phi\|_{H^s(R^+)} + \|h\|_{H^{s+1/3}(0, T)}), \]

for \( s = 3k \) or \( 3k + 1 \), \( k = 1, 2, \ldots \). The functions \( \alpha_j : R^+ \rightarrow R^+ \) are continuous and nondecreasing. It is worth pointing out that in the above estimates, more regularity of \( h \) is required than that needed for the local well-posedness results indicated above and proved in Theorem 4.9. Moreover, missing from these results...
are direct bounds in $H^2(R^+), H^3(R^+), \ldots$, as well as in $H^s(R^+)$ for non-integer $s$. An appraisal of the proof in Section 3 of [10] of these inequalities holds out little hope that such bounds will be forthcoming via direct energy estimates. Compared with the relative ease with which one obtains a priori estimates for the pure initial-value problem, the IBVP (1.2) is more difficult because of the non-homogeneous boundary conditions and, at a more delicate level, the loss of regularity experienced when one takes the trace of a solution at $x = 0$.

In this paper we will provide the following global a priori estimates for the IBVP (1.2): For any $T > 0$,

$$
\sup_{0 \leq t \leq T} \|u(\cdot, t)\|_{H^s(R^+)} \leq \alpha_s \left( \|\phi\|_{H^s(R^+)} + \|h\|_{H^{\frac{s+1}{2}}(0, T)} \right)
$$

for $1 \leq s \leq 3$ and

$$
\sup_{0 \leq t \leq T} \|u(\cdot, t)\|_{H^s(R^+)} \leq \alpha_s \left( \|\phi\|_{H^s(R^+)} + \|h\|_{H^{\frac{s+1}{2}}(0, T)} \right)
$$

for $s \geq 3$. The various smoothing properties of (1.5) described earlier will play a central role in establishing these estimates. Another key tool is nonlinear interpolation theory as expounded in Tartar [57], and Bona and Scott [8].

Special arguments are also needed in discussing analyticity of the solution map $K_I$ associated to the IBVP (1.2) from the space $H^s(R^+) \times H^{s/3}(0, T)$ to the space $C([0, T]; H^s(R^+))$. Because of the compatibility conditions that the initial data $\phi$ and the boundary data $h$ have to satisfy, the domain of the solution map $K_I$ is a linear subspace of $H^s(R^+) \times H^{s/3}(0, T)$ only if $s \leq 7/2$. Thus the Taylor series expansion does not hold in the form depicted in (1.5) when $s > 7/2$ and more subtle considerations are needed. In fact, it turns out to be convenient to generalize the setting to systems of $m$ equations that include the IBVP (1.2) as a special case. In this setting, an appropriate analyticity theory is formulated and proved, and the result then interpreted in the KdV setting to achieve an analyticity result for all $s > 3/4$.

Finally, we point out that a linear problem related to (1.20), has been studied by Fokas and Pelloni [24], namely

$$
\begin{cases}
q_t + q_{xxx} = 0, & x \geq 0, \ t > 0, \\
q(x, 0) = q_1(x), \ q(0, t) = q_2(t).
\end{cases}
$$

They obtained the explicit solution

$$
q(x, t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-ikx} \int_{L_1} e^{iky} q_1(y) dy dk + \int_{L_2} e^{-ikx} \nu(k) \int_{0}^{\infty} e^{iky} q_1(y) dy dk,
$$

where the contour $L_1$ consists of the directed rays $arg(k) = \frac{4}{3}\pi$ and $arg(k) = \frac{2}{3}\pi$,

$$
\nu(k) = 3k^2 \int_{0}^{\infty} e^{iky} q_2(y) dy - \omega q_1(\omega k) - \omega^2 q_1(\omega^2 k), \quad \text{for } k \in L_1,
$$

with $\omega = e^{-2\pi i/3}$ and

$$
\hat{q}_1(k) = \int_{0}^{\infty} e^{iky} q_1(y) dy.
$$
Of course, the term \( q_x \) is missed from the equation in (1.21). To account for this, Fokas and Pelloni also considered the linear problem

\[
\begin{align*}
q_t + q_{xxx} &= 0, \quad x \geq ct, \ t > 0, \\
q(x, 0) &= q_1(x), \quad x \geq 0, \\
q(ct, t) &= q_2(t), \quad t \geq 0.
\end{align*}
\]

(1.23)

Under the Galilean transformation \( x = \xi + ct, \ t = \tau \) mentioned in [24], (1.23) is equivalent to

\[
\begin{align*}
q_t - c q_x + q_{xxx} &= 0, \quad x \geq 0, \ t > 0, \\
q(x, 0) &= q_1(x), \quad x \geq 0, \\
q(0, t) &= q_2(t), \quad t \geq 0.
\end{align*}
\]

(1.24)

The explicit solution

\[
q(x, t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-ikx-ik^3t} \left( \int_0^\infty e^{iky} q_1(y) dy \right) dk + \int_L e^{-ikx-ik^3t} \nu(k) dk,
\]

for the linear problem (1.23) is presented in [24], where the contour \( L \) is the lower branch of hyperbola \( 3k^2 - k_I^2 + c = 0, \ k = k_R + ik_I \), in the complex \( k \)-plane and \( \nu(k) \) is defined by \( \nu(k) = G(k) + C(k) \) with

\[
G(k) = (3k^2 + c) \int_0^\infty e^{i(k^3 + ck^2)s} q_2(s) ds
\]

and

\[
C(k) = \frac{3k^2 + 2c + 3k\bar{k}}{(3k^2 + 2c)(3k^2 + 4)} \int_0^\infty e^{-i(k + \bar{k})y} q_1(y) dy
\]

\[
+ \frac{3k^2 + 2c + 3(k + \bar{k})}{(3k^2 + 2c)(3k^2 + 4)} \int_0^\infty e^{-iky} q_1(y) dy.
\]

Notice that one cannot take \( c = -1 \) in the latter formula, and hence this analysis does not provide a solution of the standard linear wave maker problem (1.6) as formulated above.

The plan of the present paper is as follows. Section 2 is devoted to the derivation of formal solution formulas for linear problems that lead to the results in (1.10)-(1.11). This is somewhat tedious, but crucial in Section 3 to obtaining the linear estimates just described. Armed with these linear estimates, local well-posedness results are set down for auxiliary data in \( H^{s}(R^+) \times H^{(s+1)/3}_{loc} \) provided only that \( s > \frac{3}{4} \). At this stage of the development in Section 4, an interesting issue arises for larger values of \( s \), which was already apparent in the work of Bona, Luo and Winther [6, 10, 11]. If \( s \) is large enough, one needs more than the most obvious compatibility condition \( \phi(0) = h(0) \) to infer existence of appropriately smooth solutions. Section 5 uses the local well-posedness theory, some a priori estimates, and nonlinear interpolation to attack global well-posedness in case \( s \geq 1 \). The last major section provides a theory pertaining to the analyticity of the solution mapping.
2. Solution formulas for linear problems

In this section, explicit representation formulas are derived for solutions of initial-boundary-value problems for the linear KdV equation.

Consideration is first directed to the homogeneous linear problem

\[
\begin{cases}
  u_t + u_x + u_{xxx} = 0, & \text{for } x, t \geq 0, \\
  u(x,0) = \phi(x), & u(0,t) = 0.
\end{cases}
\]

By semigroup theory, its solution may be obtained in the form

\[ u(t) = W_c(t)\phi, \]

where the spatial variable is suppressed and \( W_c(t) \) is the \( C_0 \)-semigroup in the space \( L^2(\mathbb{R}^+) \) generated by the operator \( Af = f''' - f' \)

with the domain

\[ \mathcal{D}(A) = \{ f \in H^3(\mathbb{R}^+) | f(0) = 0 \}. \]

By d’Alembert’s formula, one may use the semigroup \( W_c(t) \) to formally write the solution of the inhomogeneous linear problem

\[
\begin{cases}
  u_t + u_x + u_{xxx} = f, & \text{for } x, t \geq 0, \\
  u(x,0) = 0, & u(0,t) = 0,
\end{cases}
\]

in the form

\[ u(t) = \int_0^t W_c(t-\tau)f(\cdot,\tau)d\tau. \]

The following proposition provides an explicit formula for \( W_c(t)\phi \).

**Proposition 2.1.** For any \( \phi \in L^2(\mathbb{R}^+) \), define

\[
U_0^+(t)\phi(x) = \frac{1}{2\pi} \int_1^\infty e^{in^3t-\mu t} \int_0^\infty e^{i\mu(x-\xi)} \phi(\xi)d\xi d\mu,
\]

\[
U_1^+(t)\phi(x) = -\frac{1}{2\pi} \int_1^\infty e^{in^3t-\mu t} e^{-\left(\frac{\mu+\sqrt{\mu^2+4}}{2}\right)x} \int_0^\infty e^{-i\mu x} \phi(\xi)d\xi d\mu
\]

and

\[
U_2^+(t)\phi(x) = \frac{1}{2\pi} \int_0^\infty e^{-n^3t-\mu t} e^{-\left(\frac{n+\sqrt{n^2+4}}{2}\right)x} \int_0^\infty e^{-\mu x} \phi(\xi)d\xi d\mu.
\]

Then it follows that

\[ W_c(t)\phi(x) = \sum_{j=0}^2 \left( U_j^+(t)\phi(x) + U_j^+(t)\phi(x) \right). \]

**Proof.** Using the Laplace transform as described earlier, there obtains the formula

\[ u(x,t) = \frac{1}{2\pi i} \int_{r-i\infty}^{r+i\infty} e^{\lambda t} R(\lambda, A)\phi(x) d\lambda, \]
where \( r > 0 \) is a given constant and \( R(\lambda, A) \) is the resolvent operator of \( A \). If the function \( v \) is defined by \( v = R(\lambda, A)\phi \), then \( v \) is a solution of
\[
\lambda v(x) + v'(x) + v''(x) = \phi(x), \quad 0 \leq x < +\infty,
\]
(2.4)
\[
v(0) = 0, \quad v(x), v'(x) \to 0 \text{ as } x \to +\infty.
\]
In consequence, the function \( v \) has the representation
\[
v(x) = R(\lambda, A)\phi(x) = \int_0^\infty G(x, s; \lambda)\phi(s)ds,
\]
where \( G = G(x, s, \lambda) \) is the associated Green’s function for (2.4). If we let \( \gamma_1, \gamma_2, \gamma_3 \) be the three roots of the characteristic equation
\[
\lambda + \gamma + \gamma^3 = 0, \quad \text{for } \Re \lambda > 0,
\]
(2.5)
ordered so that
\[
\Re \gamma_1 < 0, \quad \Re \gamma_2 > 0, \quad \Re \gamma_3 > 0,
\]
then \( G \) is given explicitly by
\[
G(x, s, \lambda) = \frac{1}{\Delta(\lambda)} \left\{ (\gamma_3 - \gamma_1)e^{\gamma_3 x-\gamma_1 s} + (\gamma_1 - \gamma_2)e^{\gamma_1 x-\gamma_2 s} + Y(x, s)(\gamma_2 - \gamma_3)e^{\gamma_2(x-s)} + (1 - Y(x, s)) \left( (\gamma_1 - \gamma_3)e^{\gamma_3(x-s)} + (\gamma_2 - \gamma_1)e^{\gamma_1(x-s)} \right) \right\},
\]
where
\[
\Delta(\lambda) = (\gamma_1 - \gamma_2)(\gamma_1 - \gamma_3)(\gamma_2 - \gamma_3)
\]
and
\[
Y(x, s) = \begin{cases} 1 & \text{if } 0 \leq s \leq x, \\ 0 & \text{otherwise.} \end{cases}
\]
Combining these formulas gives the representation
\[
W_c(t)\phi(x) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{\lambda t} \int_0^\infty G(x, s, \lambda)\phi(s)dsd\lambda,
\]
valid for any fixed \( r > 0 \). Note that, for fixed values of \( x \) and \( s \), \( G(x, s, \lambda) \) is analytic in the right-half plane \( \Re \lambda > 0 \) and continuous for \( \Re \lambda \geq 0 \) except at
\[
\lambda = \nu_\pm \equiv \pm \frac{2i}{3\sqrt{3}}.
\]
But, as \( \lambda \to \nu_\pm \), a little analysis shows that
\[
G(x, s, \lambda) \sim O \left( |\lambda - \nu_\pm|^{-1/2} \right),
\]
uniformly for \( x, s \geq 0 \). As this singularity is integrable, we may let \( r \to 0 \) in (2.6), thereby obtaining
\[
W_c(t)\phi(x) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{\lambda t} \int_0^\infty G(x, s, \lambda)\phi(s)dsd\lambda
\]
\[
= I + II,
\]
with
\[
I = \frac{1}{2\pi i} \int _0^{\infty} e^{\lambda t} \int _{0}^{\infty} G(x, s, \lambda) \phi (s) ds d\lambda
\]
and
\[
II = \frac{1}{2\pi i} \int _{-\infty}^{0} e^{\lambda t} \int _{0}^{\infty} G(x, s, \lambda) \phi (s) ds d\lambda.
\]

Introduce the notation
\[
A(x, \lambda) = A_1(x, \lambda) + A_2(x, \lambda),
\]
\[
B(x, \lambda) = \int _{0}^{x} (\gamma _2 - \gamma _3) e^{\gamma _1 (x - \xi)} \phi (\xi) d\xi
\]
and
\[
C(x, \lambda) = C_1(x, \lambda) + C_2(x, \lambda),
\]
with
\[
A_1(x, \lambda) = \int _{0}^{\infty} (\gamma _3 - \gamma _1) e^{\gamma _1 x - \gamma _3 \xi} \phi (\xi) d\xi,
\]
\[
A_2(x, \lambda) = \int _{0}^{\infty} (\gamma _1 - \gamma _2) e^{\gamma _1 x - \gamma _3 \xi} \phi (\xi) d\xi,
\]
\[
C_1(x, \lambda) = \int _{x}^{\infty} (\gamma _1 - \gamma _3) e^{\gamma _3 (x - \xi)} \phi (\xi) d\xi
\]
and
\[
C_2(x, \lambda) = \int _{x}^{\infty} (\gamma _2 - \gamma _1) e^{\gamma _3 (x - \xi)} \phi (\xi) d\xi.
\]

Then the quantities \(I\) and \(II\) may be written in the form
\[
I = \frac{1}{2\pi i} \int _{-\infty}^{\infty} \frac{e^{\lambda t}}{\Delta (\lambda)} [A(x, \lambda) + B(x, \lambda) + C(x, \lambda)] d\lambda
\]
and
\[
II = \frac{1}{2\pi i} \int _{-\infty}^{0} \frac{e^{\lambda t}}{\Delta (\lambda)} [A(x, \lambda) + B(x, \lambda) + C(x, \lambda)] d\lambda.
\]

Consider first the integral \(I\). It is convenient to make the change of variables
\[
\lambda = i\mu ^3 - i\mu, \quad \text{with} \quad 1 \leq \mu < +\infty,
\]
in the equation
\[
\gamma ^3 + \gamma + \lambda = 0.
\]

In terms of \(\mu\), the three solutions of the characteristic equation (2.5) are
\[
\gamma _1 = \frac{-\sqrt{3}\mu ^2 - 4 - i\mu}{2}, \quad \gamma _2 = \frac{\sqrt{3}\mu ^2 - 4 - i\mu}{2}, \quad \gamma _3 = i\mu.
\]

Notice that
\[
\gamma _1 (1) = -i \quad \text{and} \quad \gamma _2 (1) = 0.
\]
In terms of the variable $\mu$, the integral $I$ may be rewritten as
\[
I = \frac{1}{2\pi i} \int_1^{\infty} \frac{e^{i \mu^3 t - i \mu t}}{\Delta^+(\mu)} i(3\mu^2 - 1) (A^+(x, \mu) + B^+(x, \mu) + C^+(x, \mu)) \, d\mu,
\]
where $\Delta^+(\mu)$, $A^+(x, \mu)$, $B^+(x, \mu)$ and $C^+(x, \mu)$ are obtained from $\Delta(x, \lambda)$, $A(x, \lambda)$, $B(x, \lambda)$ and $C(x, \lambda)$, respectively, by replacing $\lambda$ with $i\mu^3 - i\mu$ and $\gamma_1$, $\gamma_2$ and $\gamma_3$ by $\gamma_1^+, \gamma_2^+$ and $\gamma_3^+$, respectively.

Similarly, in the analysis of the integral $II$, make the change of variables
\[
\lambda = i\mu^3 - i\mu = -i\mu^3 + i\mu, \quad \text{where} \quad \mu \geq 1,
\]
in the equation
\[
\gamma^3 + \gamma + \lambda = 0.
\]
The three roots of this characteristic equation are given by
\[
\gamma_1^- (\mu) = \gamma_1^+(\mu), \quad \gamma_2^- (\mu) = \gamma_2^+(\mu), \quad \gamma_3^- (\mu) = \gamma_3^+(\mu),
\]
in this case. Thus, it transpires that
\[
II = \frac{1}{2\pi i} \int_{1}^{1} e^{-i \mu^3 t + i \mu t} \frac{1}{\Delta^-(\mu)} i(1 - 3\mu^2) (A^- (x, \mu) + B^- (x, \mu) + C^- (x, \mu)) \, d\mu,
\]
where
\[
\Delta^- (\mu) = \Delta^+(\mu), \quad A^- (x, \mu) = \overline{A^+(x, \mu)}, \quad B^- (x, \mu) = \overline{B^+(x, \mu)}, \quad C^- (x, \mu) = \overline{C^+(x, \mu)}.
\]
It is now proposed that
\[
U_0^+ (t) \phi (x) = \frac{1}{2\pi i} \int_{1}^{\infty} \frac{e^{i \mu^3 t - i \mu t}}{\Delta^+(\mu)} i(3\mu^2 - 1) B^+(x, \mu) \, d\mu
\]
\[
+ \frac{1}{2\pi i} \int_{1}^{1} e^{-i \mu^3 t + i \mu t} \frac{1}{\Delta^-(\mu)} i(1 - 3\mu^2) C^- (x, \mu) \, d\mu,
\]
from which it transpires that
\[
U_0^+ (t) \phi (x) = \frac{1}{2\pi i} \int_{1}^{1} e^{-i \mu^3 t + i \mu t} \frac{1}{\Delta^-(\mu)} i(1 - 3\mu^2) B^- (x, \mu) \, d\mu
\]
\[
+ \frac{1}{2\pi i} \int_{1}^{\infty} e^{i \mu^3 t - i \mu t} \frac{1}{\Delta^+(\mu)} i(3\mu^2 - 1) C^+ (x, \mu) \, d\mu.
\]
To see the validity of (2.7), let
\[
\Gamma_3^+ = \{ z : z = \gamma_3^+(\mu), \ 1 \leq \mu < +\infty \}
\]
and
\[
\Gamma_3^- = \{ z : z = \gamma_3^- (\mu), \ 1 \leq \mu < +\infty \}.
\]
Both $\Gamma_3^-$ and $\Gamma_3^+$ are oriented curves in the complex $z$-plane starting at the same point $z = i$. Let $\Omega_1$ denote the region enclosed by $\Gamma_1^-$ and $\Gamma_3^+$ that includes a
neighborhood of the imaginary axis from \( i \) to \( i\infty \) with negative real part. By a simple change of variables,
\[
\frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{i\mu t-i\mu t}}{\Delta^+(\mu)} i(3\mu^2 - 1)B^+(x, \mu) d\mu = \frac{1}{2\pi i} \int_{\Gamma^+_1} F^+_1(x, t, z) dz
\]
with
\[
F^+_1(x, t, z) = e^{-(z^3 + z)t} \tilde{B}^+(x, z)(-3z^2 - 1)/\tilde{\Delta}^+(z),
\]
where
\[
\tilde{B}^+(x, z) = \int_0^x (\gamma_1^+(z) - \gamma_3^+(z)) e^{\gamma_1^+(z)(x-\xi)} \phi(\xi) d\xi,
\]
and
\[
\tilde{\Delta}^+(z) = (\gamma_1^+(z) - \gamma_2^+(z)) (\gamma_1^+(z) - \gamma_3^+(z)) (\gamma_2^+(z) - \gamma_3^+(z)),
\]
and
\[
\gamma_1^+(z) = \frac{-\sqrt{-3z^2 - 4} - z}{2}, \quad \gamma_2^+(z) = \frac{\sqrt{-3z^2 - 4} - z}{2}, \quad \gamma_3^+ = z.
\]
The function \( F^+_1(x, t, z) \) is analytic in the region \( \Omega_1 \) and is continuous on the closure of \( \Omega_1 \). In addition, \( F^+_1(x, t, z) \) tends to zero as \( z \to \infty \) in \( \Omega_1 \), uniformly in \( x \) and \( t \). Hence, we are allowed to change the contour on the basis of Cauchy’s Theorem and thereby determine that
\[
\frac{1}{2\pi i} \int_{\Gamma^+_1} F^+_1(x, t, z) dz = \frac{1}{2\pi i} \int_{\Gamma^+_1} F^+_1(x, t, z) dz.
\]
But, on \( \Gamma^+_1 \), we see that
\[
z^3 + z = (\gamma_1^-(\mu))^3 + \gamma_1^-(\mu) = i\mu^3 - i\mu,
\]
\[
(3z^2 + 1) dz = d(z^3 + z) = i(3\mu^2 - 1) d\mu,
\]
\[
\tilde{\gamma}_1^+(z) = \gamma_3^-(\mu), \quad \tilde{\gamma}_2^+(z) = \gamma_2^-(\mu), \quad \tilde{\gamma}_3^+(z) = \gamma_1^-(\mu),
\]
\[
\tilde{\Delta}^+(z) = (\gamma_3^- \mu - \gamma_2^- \mu) (\gamma_3^- \mu - \gamma_1^- \mu) (\gamma_2^- \mu - \gamma_1^- \mu)
\]
\[
= (1 - 3\mu^2)\sqrt{3\mu^2 - 4},
\]
and
\[
\tilde{B}^+(x, z) = \int_0^x \frac{e^{-i\mu(x-\xi)}}{\sqrt{3\mu^2 - 4}} e^{-i\mu(x-\xi)} \phi(\xi) d\xi.
\]
In consequence, it follows that
\[
\frac{1}{2\pi i} \int_{\Gamma^+_1} F^+_1(x, t, z) dz = \frac{1}{2\pi} \int_0^1 e^{-i\mu^3 t + i\mu t} \int_0^x e^{-i\mu(x-\xi)} \phi(\xi) d\xi d\mu.
\]
A direct computation reveals that
\[
\frac{1}{2\pi i} \int_{-1}^{1} \frac{e^{-i\mu^3 t + i\mu t}}{\Delta^-(-\mu)} i(1 - 3\mu^2)C^-_2(x, \mu) d\mu
\]
\[
= \frac{1}{2\pi} \int_0^\infty e^{-i\mu^3 t + i\mu t} \int_0^{\infty} e^{-i\mu(x-\xi)} \phi(\xi) d\xi d\mu,
\]
whence (2.7) holds.
Next, it is established that
\[
\frac{1}{2\pi i} \int_{\Gamma_1^+} e^{i\mu^2 t - i\mu t} \frac{i(3\mu^2 - 1)}{\Delta^+(\mu)} d\mu
\]
\[+ \frac{1}{2\pi i} \int_{+\infty}^{1} e^{-i\mu^2 t + i\mu t} \frac{i(1 - 3\mu^2)}{\Delta^-(\mu)} d\mu = 0.
\]
To prove this formula, let \( \lambda = -\mu^3 - \mu \) in the equation
\[\gamma^3 + \gamma + \lambda = 0,
\]
where \( \mu \geq 0 \). Write the three solutions of the characteristic equation as
\[\gamma_1^*(\mu) = -\mu + i\sqrt{4 + 3\mu^2}, \quad \gamma_2^*(\mu) = -\mu - i\sqrt{4 + 3\mu^2}, \quad \gamma_3^*(\mu) = \mu.
\]
We have that \( \gamma_1^*(0) = i = \gamma_3^*(1) \). Let
\[\Gamma_1^+ = \{ z = \gamma_1^*(\mu) : 0 \leq \mu < +\infty \}
\]
and let \( \Omega_1^+ \) be the open region enclosed by \( \Gamma_1^+ \) and \( \Gamma_3^+ \). We may write
\[
\frac{1}{2\pi i} \int_{\Gamma_1^+} e^{i\mu^2 t - i\mu t} \frac{i(3\mu^2 - 1)}{\Delta^+(\mu)} d\mu = \frac{1}{2\pi i} \int_{\Gamma_3^+} F_2^+(x,t,z) dz
\]
with
\[F_2^+(x,t,z) = e^{-(z^3 + z)t} \frac{(3z^2 + 1)}{\Delta^+(z)} \int_x^\infty (\gamma_1^+(z) - \gamma_3^+(z)) e^{\gamma_2^+(z)(x-\xi)\phi(\xi)} d\xi.
\]
Since \( F_2^+(x,t,z) \) is analytic in \( \Omega_1^+ \) and is continuous on \( \partial \Omega_1^+ \) and tends to zero as \( z \to \infty \) in \( \Omega_1^+ \), we can change the contour of integration and conclude
\[
\frac{1}{2\pi i} \int_{\Gamma_3^+} F_2^+(x,t,z) dz = \frac{1}{2\pi i} \int_{\Gamma_1^+} F_2^+(x,t,z) dz.
\]
On \( \Gamma_1^+ \), for \( 0 \leq \mu < +\infty \),
\[z^3 + z = \mu^3 + \mu, \quad (3z^2 + 1)dz = (3\mu^2 + 1)d\mu,
\]
\[\gamma_1^+(z) = \gamma_2^*(\mu), \quad \gamma_2^+(z) = \gamma_3^*(\mu), \quad \gamma_3^+(z) = \gamma_1^*(\mu),
\]
\[\Delta^+(z) = (\gamma_2^*(\mu) - \gamma_3^*(\mu))(\gamma_3^*(\mu) - \gamma_1^*(\mu))(\gamma_1^*(\mu) - \gamma_2^*(\mu))
\]
\[= i(1 + 3\mu^2)\sqrt{3\mu^2 + 4},
\]
and
\[\gamma_1^+(z) - \gamma_3^+(z) = -i\sqrt{3\mu^2 + 4}.
\]
Consequently,
\[
\frac{1}{2\pi i} \int_{\Gamma_3^+} F_2^+(x,t,z) dz = \frac{1}{2\pi i} \int_0^{+\infty} e^{-(\mu^3 + \mu)t} \int_x^\infty e^{\mu(x-\xi)\phi(\xi)} d\xi d\mu.
\]
In addition,
\[
\int_{+\infty}^{1} e^{-i\alpha t + i\sigma t} \Delta^{-}(\mu) (1 - 3\mu^2) C_1^-(x, \mu) d\mu = -e^{-3\mu^2} (3\mu^2 - 1) C_1^+(x, \mu) d\mu
\]
\[
= - \int_{0}^{+\infty} e^{-(\mu^2 + \mu) t} \int_{x}^{\infty} e^{i\mu(x-\xi)} \phi(\xi) d\xi d\mu.
\]

The proposition in view is thus established.

Similarly, by appropriate changes of the contour of integration, it is inferred that
\[
\frac{1}{2\pi i} \int_{1}^{\infty} e^{i\mu^2 t - i\mu t} \Delta^{+}(\mu) i(3\mu^2 - 1) A_1^+(x, \mu) d\mu = -U_2^+(t) \phi(x)
\]
and
\[
\frac{1}{2\pi i} \int_{+\infty}^{1} e^{-i\mu^3 + i\mu t} \Delta^{+}(\mu) i(1 - 3\mu^2) A_2^+(x, \mu) d\mu = U_1^+(t) \phi(x).
\]

Finally, a direct computation shows that
\[
\frac{1}{2\pi i} \int_{1}^{\infty} e^{i\mu^2 t - i\mu t} \Delta^{+}(\mu) i(3\mu^2 - 1) A_2^+(x, \mu) d\mu = U_1^+(t) \phi(x)
\]
and
\[
\frac{1}{2\pi i} \int_{+\infty}^{1} e^{-i\mu^3 + i\mu t} \Delta^{+}(\mu) i(1 - 3\mu^2) A_2^+(x, \mu) d\mu = U_1^+(t) \phi(x).
\]

The proof is complete.

Next, consideration is given to the non-homogeneous boundary-value problem
\[
\begin{align*}
\left\{ \begin{array}{ll}
\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} + \frac{\partial^2 u}{\partial x^2} = 0, & \text{for } x, t \geq 0, \\
\phi(x, 0) = 0, & u(0, t) = h(t).
\end{array} \right.
\]

Proposition 2.2. The solution of (2.9) may be written as
\[
(2.10) \quad u(x, t) = [W_b(t)h](x) = [U_b(t)h](x) + [U_b(t)\hat{h}](x)
\]
where, for \(x, t \geq 0\),
\[
[U_b(t)h](x) = \frac{1}{2\pi} \int_{1}^{\infty} e^{i\mu^3 t - i\mu t} e^{-\frac{i\mu^3 x + i\mu t}{2}} (3\mu^2 - 1) \int_{0}^{\infty} e^{-i(\mu^2 + \mu) x} \phi(\xi) d\xi d\mu.
\]

Proof. Let \(\hat{u}\) and \(\hat{h}\) denote the Laplace transform of \(u\) and \(h\) with respect to \(t\), respectively. By applying the Laplace transform to both sides of the equation in (2.9), one obtains
\[
\lambda \hat{u}(x, \lambda) + \hat{u}_x(x, \lambda) + \hat{u}_{xxx}(x, \lambda) = 0, \quad \hat{u}(0, \lambda) = \hat{h}(\lambda).
\]
As both \(\hat{u}(x, \lambda)\) and \(\hat{u}_x(x, \lambda)\) tend to zero as \(x \to \infty\), it is concluded that for any \(\lambda\) with \(\Re \lambda > 0\),
\[
\hat{u}(x, \lambda) = \hat{h}(\lambda)e^{r_1(\lambda)x}
\]
where \(r_1(\lambda)\) is the unique solution of
\[
\lambda + r^3 + r = 0
\]
satisfying \( \text{Re} r_1(\lambda) < 0 \). Thus, for any fixed \( \gamma > 0 \), one has the representation

\[
    u(x, t) = \frac{1}{2\pi i} \int_{-i\infty+\gamma}^{i\infty+\gamma} e^{\lambda t} \tilde{h}(\lambda) e^{r_1(\lambda)x} d\lambda.
\]

Arguing as in Proposition 2.1 and using the fact that the right-hand side of this relation is continuous in \( \gamma \) up to \( \gamma = 0 \), there obtains

\[
    u(x, t) = \frac{1}{2\pi i} \int_{0}^{i\infty} e^{\lambda t} \tilde{h}(\lambda) e^{r_1(\lambda)x} d\lambda + \frac{1}{2\pi i} \int_{-i\infty}^{0} e^{\lambda t} \tilde{h}(\lambda) e^{r_1(\lambda)x} d\lambda.
\]

On the positive imaginary axis, take \( \lambda \) in the form \( \lambda = i\mu^3 - i\mu \) for a unique \( \mu \) with \( 1 \leq \mu < +\infty \). In terms of \( \mu \), the quantity \( r_1(\lambda) \) has the value

\[
    r_1(\lambda) = -\frac{3\mu^2 - 4 + i\mu}{2}.
\]
as before. By direct computation, it follows that for \( x, t \geq 0 \),

\[
    \frac{1}{2\pi i} \int_{0}^{i\infty} e^{\lambda t} \tilde{h}(\lambda) e^{r_1(\lambda)x} d\lambda = [U_\delta(t)h](x).
\]

Similar reasoning shows that

\[
    \frac{1}{2\pi i} \int_{-i\infty}^{0} e^{\lambda t} \tilde{h}(\lambda) e^{r_1(\lambda)x} d\lambda = [U_\delta(t)h](x),
\]

thus completing the proof.

Finally, attention is turned to the inhomogeneous initial-boundary-value problem

\[
    \begin{cases}
    u_t + u_x + u_{xxx} = f, & \text{for } x, t \geq 0, \\
    u(x, 0) = \phi(x), & u(0, t) = h(t),
    \end{cases}
\]

where \( \phi \) and \( h \) are assumed to satisfy the compatibility condition \( h(0) = \phi(0) \). Let \( u(x, t) = z(x, t) + e^{-x-t}h(0) \). It is easy to see that if \( u \) solves (2.11), then \( z(x, t) \) solves

\[
    \begin{cases}
    z_t + z_x + z_{xxx} = f + 2e^{-x-t}h(0), & \text{for } x, t \geq 0, \\
    z(x, 0) = \phi(x) - e^{-x}\phi(0), & z(0, t) = h(t) - e^{-t}h(0).
    \end{cases}
\]

Decompose \( z \) in the form \( z = w + v + y \) with

\[
    \begin{cases}
    w_t + w_x + w_{xxx} = f + 2e^{-x-t}h(0), & \text{for } x, t \geq 0, \\
    w(x, 0) = 0, & w(0, t) = 0,
    \end{cases}
\]

\[
    \begin{cases}
    v_t + v_x + v_{xxx} = 0, & \text{for } x, t \geq 0, \\
    v(x, 0) = \phi(x) - e^{-x}\phi(0), & v(0, t) = 0,
    \end{cases}
\]

and

\[
    \begin{cases}
    y_t + y_x + y_{xxx} = 0, & \text{for } x, t \geq 0, \\
    y(x, 0) = 0, & y(0, t) = h(t) - e^{-t}h(0).
    \end{cases}
\]

The following representation for the solution of (2.11) emerges from this decomposition together with the results of Lemmas 2.1 and 2.2 and Duhamel’s principle.
Proposition 2.3. The solution \( u(x,t) \) of (2.11) is
\[
u(x,t) = W_c(t) (\phi(x) - e^{-x^2} \phi(0)) + \int_0^t W_c(t-\tau) \left( f(x,\tau) + 2e^{-x^2-\tau} h(0) \right) d\tau
\]
\[+ [W_b(t) (h(t) - e^{-t} h(0))] (x) + e^{-x^2-t} h(0). \tag{2.12}\]

3. Linear estimates

In this section, estimates for the semigroups \( W_c(t) \) and \( W_b(t) \) are obtained. These estimates, analogous to those obtained by Kenig et al. \[41, 42\] for the linear KdV equation posed on the whole line \( \mathbb{R} \), reveal various smoothing properties of the semigroups \( W_c(t) \) and \( W_b(t) \) and will play an important role in establishing well-posedness results for the nonlinear problem in Sections 4 and 5.

We start by laying out notation for the fractional-order Sobolev classes defined on \( \mathbb{R}^+ \). For \( s \geq 0 \), write \( s = m + \theta \) where \( 0 \leq \theta < 1 \) and \( m \) is a non-negative integer. Thus \( m = \lfloor s \rfloor \), the greatest integer in \( s \). For \( f \in C^\infty(\mathbb{R}^+) \cap H^m(\mathbb{R}^+) \), define a new function \( J_x^\theta f \) by
\[
J_x^\theta f(x) = \begin{cases} 
|f^{(m)}(x)| & \text{if } \theta = 0, \\
\left( \int_0^\infty \tau^{-2\theta+1} |f^{(m)}(x+\tau) - f^{(m)}(x)|^2 d\tau \right)^{1/2}, & \text{if } \theta > 0,
\end{cases}
\]
for any \( x \in \mathbb{R}^+ \). Because \( f^{(m)} \) is smooth and an \( L^2(\mathbb{R}^+) \)-function and \( \theta < 1 \), \( J_x^\theta f(x) \) is finite for all \( x \). The quantity
\[\|f\|_{H^m(\mathbb{R}^+)}^2 = \|f\|_{L^2(\mathbb{R}^+)}^2 + \|J_x^\theta f\|_{L^2(\mathbb{R}^+)}^2 \tag{3.1}\]
defines a norm on \( C^\infty(\mathbb{R}^+) \cap H^m(\mathbb{R}^+) \) and the completion of this space in the norm (3.1) is denoted by \( H^s(\mathbb{R}^+) \). The space \( H_0^s(\mathbb{R}^+) \) is the completion of \( C_0^\infty(\mathbb{R}^+) \) in the norm defined in (3.1). Clearly \( H_0^s(\mathbb{R}^+) \) is a closed linear subspace of \( H^s(\mathbb{R}^+) \) and
\[H_0^s(\mathbb{R}^+) = H^s(\mathbb{R}^+) \]
if \( 0 \leq s \leq 1/2 \). A good reference for this material is Lions and Magenes \[47\].

Next we present two technical lemmas that will find frequent use in this section. They play the same role in dealing with the half-line problem as does Plancherel’s Theorem for the KdV equation posed on the entire real line.

Lemma 3.1. For any \( f \in L^2(a, +\infty) \), let \( Kf \) be the function defined by
\[Kf(x) = \int_a^{+\infty} e^{\gamma(\mu)x} f(\mu) d\mu,\]
where \( a \in \mathbb{R} \) and \( \gamma(\mu) \) is a continuous complex-valued function defined on \( (a, \infty) \) satisfying the following three conditions:
(i) \( \text{Re} \gamma(\mu) < 0 \), for \( \mu > a \);
(ii) there exist \( \delta > 0 \) and \( b > 0 \) such that
\[\sup_{a < \mu < a + \delta} \frac{|\text{Re}\gamma(\mu)|}{\mu - a} \geq b;\]
(iii) there exists a complex number $\alpha + i\beta$ with $\alpha < 0$ such that

$$\lim_{\mu \to +\infty} \frac{\gamma(\mu)}{\mu} = \alpha + i\beta.$$ 

Then there exists a constant $C$ such that for all $f \in L^2(a, \infty)$,

$$\|Kf\|_{L^2(R^+)} \leq C\|f\|_{L^2(a, \infty)}.$$ 

**Proof.** By a translation of the coordinate system, we may assume $a = 0$. In this frame of reference, our assumptions imply that there is a positive constant $d$ such that

$$-\text{Re} (\gamma(r)) \geq dr$$

for all $r \geq 0$. Next, observe that

$$\|Kf\|_{L^2(R^+)}^2 \leq \int_0^{+\infty} \left\{ \int_0^{+\infty} e^{\text{Re}(\gamma(s)x)}|f(s)|ds \int_0^{+\infty} e^{\text{Re}(\gamma(t)x)}|f(t)|dt \right\} dx$$

$$= \int_0^{+\infty} \int_0^{+\infty} \int_0^{+\infty} e^{\text{Re}(\gamma(s)+\gamma(t))x}|f(s)||f(t)|dx ds dt$$

$$= \int_0^{+\infty} \int_0^{+\infty} \frac{|f(s)f(t)|}{|\text{Re} (\gamma(s) + \gamma(t))|} ds dt$$

$$\leq \left\| \int_0^{+\infty} \frac{|f(s)|ds}{|\text{Re} (\gamma(s) + \gamma(t))|} \right\|_{L^2(R^+)} \|f\|_{L^2(R^+)}.$$ 

by the Cauchy-Schwarz inequality. Changing variables and using the integral version of Minkowski’s inequality yields

$$\left\| \int_0^{+\infty} \frac{f(\mu)t}{|\text{Re} (\gamma(\mu t) + \gamma(t))|} d\mu \right\|_{L^2(R^+)}$$

$$\leq C \int_0^{+\infty} \frac{1}{\sqrt{\mu}(1 + \mu)} d\mu \|f\|_{L^2(R^+)}$$

$$\leq C\|f\|_{L^2(R^+)}$$

since

$$\|f(\mu)\|_{L^2(R^+)} = \mu^{-1/2}\|f\|_{L^2(R^+)}$$

and, because of [32],

$$\frac{t}{|\text{Re} (\gamma(\mu t) + \gamma(t))|} \leq \frac{1}{d(\mu + 1)}$$

for any $t \in (0, +\infty)$. The proof is complete. 

**Lemma 3.2.** Let $a > 0$ be given. For any $f \in L^2(0, a)$, let $Gf$ be the function defined by

$$Gf(x) = \int_0^a e^{i\xi(\mu)x} f(\mu)d\mu.$$
where \( \xi(\mu) \) is a continuous real-valued function defined on the interval \([0, a]\) which is \( C^1 \) on the open interval \((0, a)\) and satisfies the two conditions:

(i) \( \xi'(\mu) \neq 0 \) for any \( \mu \in (0, a) \) and

(ii) there is a constant \( C_1 \) such that \( \frac{1}{|\xi'(\mu)|} \leq C_1 \) for \( 0 < \mu < a \).

Then there exists a constant \( C \) such for all \( f \in L^2(0, a) \),

\[
\|Gf\|_{L^2(R^+)} \leq C\|f\|_{L^2(0, a)}.
\]

Proof. Let \( \omega = \xi(\mu) \). Then \( \mu = \xi^{-1}(\omega) \) and \( d\omega = \xi'(\mu) d\mu \) since \( \xi(\mu) \) is invertible.

In terms of the variable \( \omega \),

\[
Gf(x) = \int_{\xi(0)}^{\xi(a)} e^{i\omega x} f(\xi^{-1}(\omega)) \frac{1}{\xi'(\xi^{-1}(\omega))} d\omega.
\]

It follows from Plancherel’s Theorem that

\[
\|Gf\|_{L^2(R^+)}^2 = \frac{1}{2\pi} \int_{\xi(0)}^{\xi(a)} \left| f(\xi^{-1}(\omega)) \frac{1}{\xi'(\xi^{-1}(\omega))} \right|^2 d\omega
\]

\[
= \frac{1}{2\pi} \int_0^a |f(\mu)|^2 \frac{1}{|\xi'(\mu)|} d\mu
\]

\[
\leq C_1 \frac{1}{2\pi} \int_0^a |f(\mu)|^2 d\mu.
\]

The proof is complete. \( \Box \)

The next step is to obtain estimates for the operators \( W_b(t) \) and \( U^+_b(t) \) defined in Proposition 2.2. The first one is a standard energy inequality.

**Lemma 3.3.** Given \( s \geq 0 \), there exists a constant \( C = C_s \) such that

\[
\sup_{t \geq 0} \| [W_b(t)h](\cdot) \|_{H^s_x(R^+)} \leq C\|h\|_{H^s_x(R^+)}
\]

for all \( h \in H^s_x(R^+) \).

Proof. It suffices to establish the estimate for \( U_b(t) \) and to consider only the cases where \( s = n \) is an integer. The analogous result for non-integer values of \( s \) may be obtained by standard interpolation theory. First, notice that

\[
D^n_x \left[ U_b(t)h \right](x) = \frac{1}{2\pi} \int_1^{+\infty} e^{i(\mu^3 - \mu)t} e^{\omega(\mu) x} \omega^n(\mu)(3\mu^2 - 1)
\]

\[
\times \int_0^{\infty} e^{-(\mu^3 - \mu)\zeta^2 h(\zeta)} d\zeta d\mu
\]

\[
= II_1(x, t) + II_2(x, t)
\]

with

\[
(3.3) \quad II_1(x, t) = \frac{1}{2\pi} \int_{2/\sqrt{3}}^{+\infty} e^{i(\mu^3 - \mu)t} e^{\omega(\mu) x} \omega^n(\mu)(3\mu^2 - 1) \int_0^{\infty} e^{-(\mu^3 - \mu)\zeta^2 h(\zeta)} d\zeta d\mu
\]

and

\[
(3.4) \quad II_2(x, t) = \frac{1}{2\pi} \int_1^{2/\sqrt{3}} e^{i(\mu^3 - \mu)t} e^{\omega(\mu) x} \omega^n(\mu)(3\mu^2 - 1) \int_0^{\infty} e^{-(\mu^3 - \mu)\zeta^2 h(\zeta)} d\zeta d\mu,
\]
Lemma 3.4. For any \( x \in \mathbb{R}^+ \), it follows by Lemma 3.1 that

\[
|I_1(x, t)| \leq C \int_{2/\sqrt{3}}^{\infty} e^{-\frac{\sqrt{3}x^2 - 4}{2}} |\omega(\mu)|^n (3\mu^2 - 1) \left| \int_0^{\infty} e^{-\left(\mu^3 - \mu\right)\zeta^2} h(\zeta) d\zeta \right| d\mu,
\]

it follows by Lemma 3.1 that

\[
\sup_{t \geq 0} \|I_1(\cdot, t)\|_{L^2_{\zeta}(\mathbb{R}^+)} \leq C \left( \int_{2/\sqrt{3}}^{\infty} e^{-\frac{\sqrt{3}x^2 - 4}{2}} (1 + \mu)^{2+n} \right)^{1/2} \left( \int_0^{\infty} e^{-\left(\mu^3 - \mu\right)\zeta^2} h(\zeta) d\zeta \right) \left( \int_0^{\infty} e^{-\left(\mu^3 - \mu\right)\zeta^2} h(\zeta) d\zeta \right)^{1/2} \leq C \|h\|_{H^{(n+1)/2}(\mathbb{R}^+)}. \]

As for \( I_2(x, t) \), note that \( \omega(\mu)/i \) is real when \( 1 \leq \mu \leq 2/\sqrt{3} \). Applying Lemma 3.2 directly to \( I_2(x, t) \) yields

\[
\sup_{t \geq 0} \|I_2(\cdot, t)\|_{L^2_{\zeta}(\mathbb{R}^+)} \leq C \left( \int_{1}^{2/\sqrt{3}} (1 + \mu)^{4+2n} \left( \int_0^{\infty} e^{-\left(\mu^3 - \mu\right)\zeta^2} h(\zeta) d\zeta \right)^2 d\mu \right)^{1/2} \leq C_n \|h\|_{L^2(\mathbb{R}^+)}. \]

Consequently

\[
\sup_{t \geq 0} \|\left[U_b(t)h(\cdot)\right]\|_{H^2_{\zeta}(\mathbb{R}^+)} \leq C_n \|h\|_{H^{n+1}(\mathbb{R}^+)}. \]

The proof is complete. \( \square \)

The following inequality comprises a sharp version of the Kato smoothing property (see Kato [37, 43], Kruzhkov and Faminskii [15, 26]) for the semigroup \( W_b(t) \).

Lemma 3.4. For any \( s \geq 0 \), there exists a constant \( C = C_s \) such that

\[
\sup_{x \in \mathbb{R}^+} \left( \int_0^{\infty} \left( J_s^{n+1} [W_b(t)h](x) \right)^2 dt \right)^{1/2} \leq C \|h\|_{H^{s+1}(\mathbb{R}^+)} \quad \text{for all } h \in H^{s+1}(\mathbb{R}^+). \]

Proof. We prove the estimate for \( 0 \leq s < 1 \). The proof for other values of \( s \) is similar. Consider first \( U_b(t)h \). Let \( \eta = \mu^3 - \mu \) for \( \mu \geq 1 \) and, for \( \eta \geq 0 \), let \( \mu = \delta(\eta) \) be the unique real solution of

\[
\eta = \mu^3 - \mu. \]
Note that
\[
D_x [U_b(t)h](x) = \frac{1}{2\pi} \int_1^\infty \omega(\mu) e^{i\mu^3 t - i\mu x} e^{\omega(\mu)x} (3\mu^2 - 1) \int_0^\infty e^{-(\mu^3 - \mu)x} h(\xi)d\xi d\mu.
\]
Using the Plancherel Theorem with respect to \(D_x(U_b(t)h),\) one sees that
\[
\int_0^\infty |D_x [U_b(t)h](x)|^2 dt \leq C \int_0^\infty (1 + \eta)^{2/3} \left| \int_0^\infty e^{-\eta \xi} h(\xi)d\xi \right|^2 d\eta
\]
for any \(x \in \mathbb{R}^+.\) Thus the lemma holds for \(s = 0.\) For \(0 < s < 1,\) since
\[
|J_x^{1+s} [U_b(t)h](x)|^2 = \frac{1}{2\pi} \left| J_x \int_1^\infty \omega(\mu) e^{i\mu^3 t - i\mu x} e^{\omega(\mu)x} (3\mu^2 - 1)
\]
\[
\times \int_0^\infty e^{-i(\mu^3 - \mu)x} h(\xi)d\xi d\mu \right|^2
\]
\[
= \frac{1}{2\pi} \int_0^\infty \tau^{-(2s+1)} \left| \int_1^\infty \omega(\mu) e^{i\mu^3 t - i\mu x} e^{\omega(\mu)x} (e^{\omega(\mu)x} - 1)
\]
\[
\times (3\mu^2 - 1) \int_0^\infty e^{-i(\mu^3 - \mu)x} h(\xi)d\xi d\mu \right|^2 d\tau
\]
\[
= \frac{1}{2\pi} \int_0^\infty \tau^{-(2s+1)} \left| \int_1^\infty \omega(\mu) e^{i\mu^3 t - i\mu x} e^{\omega(\mu)x} (e^{\omega(\mu)x} - 1)
\]
\[
\times \int_0^\infty e^{-i\eta \xi} h(\xi)d\xi d\mu \right|^2 d\tau,
\]
the Plancherel Theorem may be used as before to adduce
\[
\int_0^\infty |J_x^{1+s} [U_b(t)h](x)|^2 dt
\]
\[
\leq C \int_0^\infty \tau^{-(2s+1)} \int_0^\infty \left| \omega(\delta(\eta)) - 1 \right|^2 \left| \int_0^\infty e^{-i\eta \xi} h(\xi)d\xi \right|^2 d\eta d\tau
\]
\[
\leq C \int_0^\infty \int_0^\infty \tau^{-(2s+1)} \left| \omega(\delta(\eta)) - 1 \right|^2 d\tau \left| \int_0^\infty e^{-i\eta \xi} h(\xi)d\xi \right|^2 d\eta
\]
\[
\leq C \int_0^\infty y^{-(2s+1)} \left| e^{-y} - 1 \right|^2 dy \int_0^\infty \left| \omega(\delta(\eta)) \right|^{2(s+1)} \left| \int_0^\infty e^{-i\eta \xi} h(\xi)d\xi \right|^2 d\eta
\]
\[
\leq C \int_0^\infty (1 + \eta)^{2(s+1)/3} \left| \int_0^\infty e^{-i\eta \xi} h(\xi)d\xi \right|^2 d\eta \leq C \|h\|_{H^{1+s/3}(\mathbb{R}^+)}.\]

It is thus proved that the lemma is true for \(0 \leq s < 1.\)

Solutions of the linear KdV equation
\[
u_t + u_x + u_{xxx} = 0,
\]
have the formal property that temporal derivatives are balanced by three times as many spatial derivatives, viz.,

\[ D_t^s \sim D^3_x \]

for \( s > 0 \). The following lemma gives precision to this observation.

**Lemma 3.5.** For any \( s \geq 0 \), there exists a constant \( C = C_s \) such that

\[ \sup_{x \in \mathbb{R}^+} \left| D_x^k [W_b(\cdot)h](x) \right|_{H^\frac{s-k+1}{s}(\mathbb{R}^+)} \leq C \| h \|_{H^\frac{s+1}{s}(\mathbb{R}^+)} \]

for \( k = 0, 1, \ldots, [s] \) and all \( h \in H^{\frac{s}{s}}_0(\mathbb{R}^+) \).

**Proof.** It suffices to show that (3.6) holds for \([U_b(t)h](x)\). A change of variables as in Lemma 3.4 gives

\[
D_x^k [U_b(t)h](x) = \frac{1}{2\pi} \int_1^\infty e^{i(\mu^3-\mu)x} \omega^k(\mu)e^{\omega(\mu)x}(3\mu^2 - 1) \times \int_0^\infty e^{-i(\mu^3-\mu)\xi} h(\xi)d\xi d\mu
\]

\[ = \frac{1}{2\pi} \int_0^\infty e^{i\eta^3} \omega^k(\delta(\eta))e^{\omega(\delta(\eta))x} \int_0^\infty e^{-i\eta^3} h(\xi)d\xi d\eta, \]

where \( \delta(\eta) \) is specified in the last proof. It follows from arguments, by now familiar, that for any \( x \geq 0 \),

\[
\left\| D_x^k [U_b(\cdot)h](x) \right\|_{H^\frac{s-k+1}{s}(\mathbb{R}^+)}^2 \leq C \int_0^\infty (1 + \eta)^{2(s-k+1)} \left| \omega(\delta(\eta)) \right|^{2k} \left| \int_0^\infty e^{-i\eta^3} h(\xi)d\xi \right|^2 d\eta
\]

\[ \leq C \int_0^\infty (1 + \eta)^{2(s+1)} \left| \int_0^\infty e^{-i\eta^3} h(\xi)d\xi \right|^2 d\eta = C \| h \|_{H^\frac{s+1}{s}(\mathbb{R}^+)}.
\]

Here we note that we can take \( t \)-derivatives of \( U_b(t)h \) of any fractional order directly using Fourier transforms and cutoff functions. The proof is completed.

**Lemma 3.6.** For any non-negative integer \( n \), there exists a constant \( C_n \) such that

\[
\left( \int_0^\infty \sup_{t \geq 0} \left| D_x^n [W_b(t)h](x) \right|^2 dx \right)^{1/2} \leq C_n \| h \|_{H^{n+1/3}(\mathbb{R}^+)}
\]

for all \( h \in H^{n+1/3}_0(\mathbb{R}^+) \).

**Proof.** The proof is given in detail for \( U_b(t)h \). As in the proof of Lemma 3.3,

\[
D_x^n [U_b(t)h](x) = II_1(x,t) + II_2(x,t)
\]
where $II_1(x, t)$ and $II_2(x, t)$ are defined in (3.3) and (3.4), respectively. By the inequality (3.9), it follows from Lemma 3.1 that
\[
\left( \int_0^\infty \sup_{t \geq 0} |II_1(x, t)|^2 dx \right)^{1/2} \leq C \left( \int_0^\infty |\omega(\mu)|^{2n} (3\mu^2 - 1)^2 \left| \int_0^\infty e^{-i(\mu^3 - \mu)\xi} h(\xi) d\xi \right|^2 d\mu \right)^{1/2}
\]
\[
\leq C \left( \int_0^\infty (1 + \eta)^{2(n+1)/3} \left| \int_0^\infty e^{-i\eta\xi} h(\xi) d\xi \right|^2 d\eta \right)^{1/2}
\]
\[
= C\|h\|_{H^{(n+1)/3}(R^+)}.
\]
As for $II_2(x, t)$, recall $\omega(\mu)$ is purely imaginary for $1 \leq \mu \leq 2/\sqrt{3}$. If we make the change of variables from $\mu$ to $y$, where
\[
y = \omega(\mu)/i = -\frac{\mu + \sqrt{4 - 3\mu^2}}{2},
\]
in the representation of $II_2(x, t)$, there appears the formula
\[
II_2(x, t) = \frac{1}{2\pi} \int_1^{-1/\sqrt{3}} e^{iy^3 t - i\mu t} e^{\omega(\mu)x} (3\mu^2 - 1) \int_0^\infty e^{-i(\mu^3 - \mu)\xi} h(\xi) d\xi d\mu
\]
\[
= \frac{1}{2\pi} \int_{-1}^{1/\sqrt{3}} e^{iy^3 t - i\mu t} e^{iyx} (3y^2 - 1) \int_0^\infty e^{-i\eta \xi} h(\xi) d\xi dy
\]
\[
= \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{iy^3 t - i\mu t} e^{iyx} \hat{g}(y) dy
\]
where $\mu = \eta(y)$ is the unique real solution of the equation (3.7) in the range $[1, 2/\sqrt{3}]$, $g$ is the inverse Fourier transform of the function
\[
q(y) = \chi(y) \frac{3y^2 - 1}{3\eta^2(y) - 1} \int_0^\infty e^{-i\eta(y) \xi} \psi(\xi) d\xi,
\]
and $\chi$ is the characteristic function of the interval $(-1, -1/\sqrt{3})$. Applying Corollary 2.9 of [1] yields that, for a given $s > 3/4$, there exists a constant $C = C_s$ such that
\[
\left( \int_0^\infty \sup_{t \geq 0} |II_2(x, t)|^2 dx \right)^{1/2} \leq C\|g\|_{H^s(R^+)}.\]
Since
\[
\|g\|_{H^s(R^+)}^2 = \int_{-\infty}^{+\infty} (1 + y^2)^s \left| \chi(y) y^n y^s (3y^2 - 1) \int_0^\infty e^{(y^3 - y)\xi} h(\xi) d\xi \right|^2 dy
\]
\[
= \int_{-1}^{1/\sqrt{3}} (1 + y^2)^s y^{2n} (3y^2 - 1)^2 \left| \int_0^\infty e^{(y^3 - y)\xi} h(\xi) d\xi \right|^2 dy
\]
\[
\leq C_n\|h\|_{L^2(R^+)},
\]
one obtains
\[ \left( \int_0^\infty \sup_{t \geq 0} |II_2(x, t)|^2 \, dx \right)^{1/2} \leq C_n \| h \|_{L^2(R^+)} . \]

The estimate for \( U_b(t) h \) is thus established. The proof is complete.

Next is presented a half-line version of Theorem 2.4 in [11] which reveals a global smoothing effect of Strichartz type for the semigroup \( W_b(t) \). We first consider the operator \( U(t) \) defined by
\[
U(t)\psi(x) = \frac{1}{2\pi} \int_1^{+\infty} \mu e^{i\mu^2 t - i\mu x} \int_{-\infty}^{\infty} e^{-i\mu \xi} \psi(\xi) \, d\mu \, d\xi
\]
for any \( \psi \in L^2(R) \).

**Lemma 3.7.** For any \((\theta, \beta) \in [0, 1] \times [0, 1/2]\) and any \( T > 0 \), there exists a constant \( C_T \) such that
\[
(3.8) \quad \left( \int_0^T \| D^{\theta \beta/2} U(t) \psi \|_{L^p(R^+)}^q \, dt \right)^{1/q} \leq C_T \| \psi \|_{L^2(R)}
\]
for any \( \psi \in L^2(R) \) where
\[
(q, p) = \left( \frac{6}{\theta(\beta + 1)}, \frac{2}{1 - \theta} \right).
\]

Here, by definition, for \( r \geq 0 \),
\[
D^r U(t)\psi(x) = \frac{1}{2\pi} \int_1^{+\infty} \mu^r e^{i\mu^2 t - i\mu x} \int_{-\infty}^{\infty} e^{-i\mu \xi} \psi(\xi) \, d\mu \, d\xi.
\]

**Proof.** Rewrite \( U(t)\psi \) as \( U^+(t)\psi + U^-(t)\psi \) with
\[
U^+(t)\psi(x) = \frac{1}{2\pi} \int_1^{+\infty} e^{i\mu^2 t - i\mu x} e^{i\xi} \int_{-\infty}^{\infty} e^{-i\mu \xi} \psi(\xi) \, d\mu \, d\xi
\]
and
\[
U^-(t)\psi(x) = \frac{1}{2\pi} \int_1^{+\infty} e^{i\mu^2 t - i\mu x} e^{-i\xi} \int_{-\infty}^{\infty} e^{-i\mu \xi} \psi(\xi) \, d\mu \, d\xi.
\]
The estimate (3.8) for \( U^+(t)\psi \) is established in detail. The proof for \( U^-(t)\psi \) is similar. Write \( U^+(t)\psi(x) \) as
\[
U^+(t)\psi(x) = U_1(t)\psi(x) + U_2(t)\psi(x) + U_3(t)\psi(x)
\]
with
\[
U_1(t)\psi(x) = \frac{1}{2\pi} \int_1^{2/\sqrt{T}} e^{i\mu^2 t - i\mu x} e^{i\xi} \int_{-\infty}^{\infty} e^{-i\mu \xi} \psi(\xi) \, d\mu \, d\xi,
\]
\[
U_2(t)\psi(x) = \frac{1}{2\pi} \int_{2/\sqrt{T}}^{+\infty} e^{i\mu^2 t - i\mu x} e^{i\xi} \int_{-\infty}^{\infty} e^{-i\mu \xi} \psi(\xi) \, d\mu \, d\xi
\]
and
\[
U_3(t)\psi(x) = \frac{1}{2\pi} \int_{2/\sqrt{T}}^{+\infty} e^{i\mu^2 t - i\mu x} e^{-i\xi} \int_{-\infty}^{\infty} e^{-i\mu \xi} \psi(\xi) \, d\mu \, d\xi.
\]
To prove estimate (3.8) it suffices to show that

\[
\left( \int_0^T \| D^{\alpha \beta / 2} U_\ell(t) \|_{L^p(R^+)}^q dt \right)^{1/q} \leq C_T \| \psi \|_{L^2(R^+)}
\]

for \( j = 1, 2, 3 \).

For \( U_1(t) \psi \), the argument appearing in the proof of Lemma 3.6 shows this quantity can be written in the form

\[
U_1(t) \psi(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{iy^2 t - iy t} e^{iyx} \int_0^\infty e^{-i\eta y \eta^2(y) - y} \int_0^\infty e^{-i\eta y \eta^2(y)} d\eta d\mu
\]

where \( g \) is the inverse Fourier transform of the function

\[
q(y) = \chi(y) \frac{3y^2 - 1}{3\eta^2(y) - 1} \int_0^\infty e^{-i\eta y \eta^2(y)} d\eta
\]

and \( \chi \) is the characteristic function of the interval \((-1, -1/\sqrt{3})\). Applying Theorem 2.4 of [41] yields

\[
\left( \int_0^\infty \| D^{\alpha \beta / 2} U_1(t) \psi \|_{L^q(R^+)}^q dt \right)^{1/q} \leq C \| g \|_{L^2(R)} \leq C \| \psi \|_{L^2(R^+)}.
\]

For \( U_2(t) \psi \), we have

\[
\| D^{\alpha \beta} U_2(t) \psi \|_{L^2(R^+)} \leq C \int_{-\infty}^{\infty} \frac{1}{\mu - \frac{2}{\sqrt{3}}} \left| \int_0^\infty e^{-i\mu \eta \eta^2(y)} d\eta \right|^{1/2} d\mu
\]

which yields

\[
\left( \int_0^\infty \| D^{\alpha \beta} U_2(t) \psi \|_{L^2(R^+)}^q dt \right)^{1/q} \leq C \| \phi \|_{L^2(R^+)}
\]

for any \( t \geq 0 \). Thus we arrive at

\[
\left( \int_0^T \| D^{\alpha \beta} U_2(t) \psi \|_{L^2(R^+)}^q dt \right)^{1/q} \leq C T \| \psi \|_{L^2(R^+)}.
\]

On the other hand, the inequality in (3.9) with \( j = 3 \) is equivalent by duality to the inequality

\[
\left\| \int_0^\infty D^{\alpha \beta / 2} U_3(t) f(\cdot, t) dt \right\|_{L^q(R^+)} \leq C \left( \int_0^\infty \| f(\cdot, t) \|_{L^p(R^+)}^p dt \right)^{1/p}.
\]

where

\[
\frac{1}{p} + \frac{1}{p'} = \frac{1}{q} + \frac{1}{q'} = 1.
\]
Observe that
\[
\left\| \int_0^\infty D^{\theta/2} U_3(t) f(\cdot, t) dt \right\|_{L^2(R^+)}^2 = \int_0^\infty \int_0^\infty f(\zeta_1, t) \int_0^\infty \int_0^\infty \overline{f(\zeta_2, \tau)} H(\zeta_1, \zeta_2, t, \tau) d\zeta_2 d\tau d\zeta_1 dt
\]
with
\[
H(\zeta_1, \zeta_2, t, \tau) = \int_2^\infty \int_2^\infty e^{\mu_1 t - \mu_1 t_{1} - \mu_2 t_2 + \mu_2 \tau} e^{-\mu_1 \zeta_1 + \mu_2 \zeta_2} \left( \mu_1 \mu_2 \right)^{\theta/2} \times \int_0^\infty e^{(\omega(\mu_1) + \omega(\mu_2)) t} dx d\mu_1 d\mu_2
\]
\[
= \int_2^\infty \int_2^\infty e^{\mu_1 t - \mu_1 t_{1} - \mu_2 t_2 + \mu_2 \tau} e^{-\mu_1 \zeta_1 + \mu_2 \zeta_2} \left( \frac{(\mu_1 \mu_2)^{\theta/2}}{-\omega(\mu_1) - \omega(\mu_2)} \right) d\mu_1 d\mu_2
\]
and, as in (3.5),
\[
\omega(\mu) = -i\mu + \sqrt{3}\mu^2 - 4.
\]
Again appealing to duality, it suffices to show that there is a constant \(C\) such that
\[
\left\| \int_0^\infty \left\| \int_0^\infty \overline{f(\zeta_2, \tau)} H(\zeta_1, \zeta_2, t, \tau) d\zeta_2 \right\|_{L^q(t)}^{q'} dt \right\|_{L^1} \leq C \left( \int_0^\infty \| f(\cdot, t) \|_{L^p(t)}^{q'} dt \right)^{\frac{1}{q'}}.
\]
To this end, first change variables to derive the inequality
\[
\left\| \int_0^\infty \overline{f(\zeta_2, \tau)} H(\zeta_1, \zeta_2, t, \tau) d\zeta_2 \right\|
\]
\[
= \int_0^\infty \overline{f(\zeta_2, \tau)} \times \left( \int_2^\infty d\mu_1 \int_{2/\mu_1}^\infty \mu_1^{-1} \omega(\mu_1) + \mu_1^{-1} \omega(\mu_1 y) \right) dy \right| d\zeta_2
\]
\[
\leq C \int_0^\infty \frac{y^{\theta/2}}{1 + y} \times \left( \int_{2/y}^\infty d\mu_1 \int_0^\infty \mu_1^{-1} \omega(y) \right) dy \right| f(\zeta_2, \tau) d\zeta_2 \right| dy.
\]
It follows from this that

\[
III_1(t, \tau) \equiv \left\| \int_0^\infty \mathcal{I}(\zeta_2; \tau) H(\zeta_1, \zeta_2, t, \tau) d\zeta_2 \right\|_{L^p_{\zeta_1}}
\]

\[
\leq C \left\| \int_0^\infty \frac{y^{\frac{\beta}{2}}}{1 + y} \left( \int_{2/y}^\infty d\mu_1 \int_0^\infty \mu_1^{\beta_1} e^{i\mu_1^2(t-y^3\tau)-i\mu_1(t-y\tau)-i\mu_1(\zeta_1-\zeta_2)} \mathcal{I}(\zeta_2; \tau) d\zeta_2 \right) dy \right\|_{L^p_{\zeta_1}}
\]

\[
\leq C \int_0^\infty \frac{y^{\frac{\beta}{2}}}{1 + y} \left( \int_{2/y}^\infty \int_0^\infty \mu_1^{\beta_1} e^{i\mu_1^2(t-y^3\tau)-i\mu_1(t-y\tau)-i\mu_1(\zeta_1-\zeta_2)} \mathcal{I}(\zeta_2; \tau) d\zeta_2 d\mu_1 \right) dy.
\]

If the inequality

\[
\left\| \int_{2/y}^\infty \int_0^\infty \mathcal{I}(\zeta_2; \tau) \mu_1^{\beta_1} e^{i\mu_1^2(t-y^3\tau)-i\mu_1(t-y\tau)-i\mu_1(\zeta_1-\zeta_2)} d\mu_1 d\zeta_2 \right\|_{L^p_{\zeta_1}} \leq C \left| t - y^3\tau \right|^{-\frac{\beta}{3}} \left| t - y\tau \right|^{-\frac{\beta}{3}} \| f(\cdot, \tau) \|_{L^p_{\zeta_1}}
\]

(3.10)

can be proved, then the preceding inequality gives

\[
III_1(t, \tau) \leq C \int_0^\infty \frac{y^{\frac{\beta}{2}} - \frac{1}{2}}{1 + y} \left| t - y^3\tau \right|^{-\frac{\beta}{3}} \left| t - y\tau \right|^{-\frac{\beta}{3}} \| f(\cdot, \tau) \|_{L^p_{\zeta_1}}
\]

from which it follows that

\[
\left\| \int_0^\infty III_1(\cdot, \tau) d\tau \right\|_{L^q_{\tau}} \leq \int_0^\infty \frac{y^{\frac{\beta}{2}} - \frac{1}{2}}{1 + y} \left\| \int_0^\infty \left| t - y^3\tau \right|^{-\frac{\beta}{3}} \left| t - y\tau \right|^{-\frac{\beta}{3}} \| f(\cdot, \tau) \|_{L^p_{\zeta_1}} d\tau \right\|_{L^q_{\tau}} dy
\]

\[
= C \int_0^\infty \frac{y^{\frac{\beta}{2}} - \frac{1}{2}}{1 + y} y^{\frac{\beta}{2} - \frac{\beta}{3}} \left( \int_0^\infty \left( \int_0^\infty \left| \xi - \tau \right|^{-\frac{\beta}{3}} \| f(\cdot, \tau) \|_{L^p_{\zeta_1}} d\tau \right)^q d\xi \right)^{1/q} dy
\]
provided $q$ is finite. This inequality may be extended using a classical integral inequality (cf. Hardy, Littlewood and Polya [31], Th. 382, p. 288), viz.

$$
\left\| \int_0^{+\infty} III_1(\cdot, \tau) d\tau \right\|_{L_t^q} \leq C \int_0^{+\infty} \frac{y^{\theta + \frac{3}{2} - \theta(\beta + 1)}}{1 + y} dy \left( \int_0^{+\infty} \|f(\cdot, t)\|_{L_{t'}^q}^q dt \right)^{\frac{1}{q}}
$$

$$
= C \int_0^{+\infty} \frac{1}{y^{1/2(1 + y)}} dy \left( \int_0^{+\infty} \|f(\cdot, t)\|_{L_{t'}^q}^q dt \right)^{\frac{1}{q}}
$$

$$
\leq C \left( \int_0^{+\infty} \|f(\cdot, t)\|_{L_{t'}^q}^q dt \right)^{\frac{1}{q}}.
$$

If $q = \infty$, $\theta = 0$, so $p = 2$ and the result follows by a separate, but easier argument.

Thus it remains to establish the estimate (3.10) to complete the proof. To accomplish this it suffices to verify the following claim which yields estimate (3.10) by simply taking

$$
\alpha = \beta, \quad T = t - y\tau, \quad t = t - y^3\tau,
$$

and $\phi = \overline{f(z, \tau)}$ in the claim.

**Claim.** For given $y > 0$, $T \in \mathbb{R}$ and $(\theta, \alpha) \in [0, 1] \times [0, 1/2]$, define

$$
S_{\theta\alpha}(x, t) = \int_{2\sqrt{y}}^{+\infty} \mu^{\alpha\beta} e^{\int_0^t \int_0^r \mu e^{iT} e^{iux} d\mu}
$$

and, for $\phi \in H^{2/1+\theta}$,

$$
L_{\theta\alpha}(t)\phi = S_{\theta\alpha}(\cdot, t) * \phi.
$$

It follows that for any $t > 0$,

$$
\|L_{\theta\alpha}(t)\phi\|_{2/(1-\theta)} \leq C t^{-\theta(\alpha+1)/3} \|\phi\|_{2/(1+\theta)}
$$

where $C$ is independent of $t$, $y$ and $T$.

To see if the claim is true, introduce the analytic family of operators

$$
L_{\alpha+i\beta}(t)\phi = S_{\alpha+i\beta}(\cdot, t) * \phi
$$

$$
= \int_{2\sqrt{y}}^{+\infty} \mu^{\alpha+i\beta} e^{\int_0^t \int_0^r \mu e^{iT} e^{iux} \phi(\zeta) d\zeta} d\mu
$$

for $(\alpha, \beta) \in [0, 1/2] \times R$. First, it is straightforward to determine that

$$
\|L_{i\beta}(t)\phi\|_{L^2(R^+)} \leq C \|\phi\|_{L^2(R^+)}
$$

for a constant $C$ which is independent of $t$, $y$ and $\beta$. Using the argument appearing in the proof of Lemma 2.1 in [39] yields

$$
|S_{\alpha+i\beta}(x, t)| \leq C (1 + |\beta|) t^{-(\alpha+1)/3}
$$

for any $x \geq 0$ and $t > 0$, where the constant $C$ is again independent of $t$, $y$ and $T$. As a result, for $\alpha \in [0, 1/2]$, there obtains

$$
\|L_{\alpha+i\beta}(t)\phi\|_{L^\infty(R^+)} \leq Ct^{-(\alpha+1)/3} \|\phi\|_{L^1(R^+)}.
$$

Estimate (3.11) is obtained by a straightforward complex interpolation (see [53], Chapter V, Theorem 41). The proof is complete.

As a corollary to Lemma 3.7, there follows some related inequalities.
Lemma 3.8. Given $s \geq 0$, there exists a constant $C = C_s$ such that
\[
\left( \int_0^\infty \sup_{x \in \mathbb{R}^+} \left| D_x^{s+1/4} \left[ W(h)x \right] \right|^4 dx \right)^{1/4} \leq C \|h\|_{H^{s+1}(R^+)}
\]
for all $h \in H^{\frac{s}{4}}_0(R^+)$. Here, by definition, for $r \geq 0$,
\[
D^r W(h)x = D^r U(h)x + D^r U(h)x
\]
with
\[
\left| D^r U(h)x \right| = \frac{1}{2\pi} \int_1^\infty e^{i(\mu^2-\mu)t} e^{\omega(\mu)x} (3\mu^2 - 1) \int_0^\infty e^{-i(\mu^2-\mu)\xi} h(\xi) d\xi d\mu.
\]
In particular, for any integer $n \geq 1$, there corresponds a constant $C = C_n$ such that
\[
\left( \int_0^\infty \sup_{x \in \mathbb{R}^+} \left| D_x^n \left[ W(h)x \right] \right|^4 dx \right)^{1/4} \leq C \|h\|_{H^{n+1}(R^+)}
\]
for all $h \in H^{\frac{n}{2}+1}(R^+)$.

Proof. We write $D^r U(h)x$ as
\[
\left( \int_0^\infty \sup_{x \in \mathbb{R}^+} \left| D_x^n \left[ W(h)x \right] \right|^4 dx \right)^{1/4} \leq C \|h\|_{H^{n+1}(R^+)}
\]
where the Fourier transform of $f$ is
\[
\hat{f}(\mu) = |\mu|^n (3\mu^2 - 1) \int_0^\infty e^{-(\mu^2-\mu)\xi} h(\xi) d\xi.
\]
One easily checks that if $h \in H^{\frac{n}{2}}_0(R^+)$, then $f \in L^2(R)$. Thus, applying Lemma 3.7 with $\theta = 1$ and $\beta = 1/2$ to $U(t)f(x)$ yields
\[
\left( \int_0^\infty \sup_{x \in \mathbb{R}^+} \left| D_x^n \left[ W(h)x \right] \right|^4 dx \right)^{1/4} \leq C \|f\|_{L^2(R)} \leq C \|h\|_{H^{n+1}(R^+)}
\]
which gives the inequality required in the lemma using (3.12). The proof is complete. \hfill \square

Attention is now turned to the semigroup $W_c(t)$ defined in Proposition 2.1. As mentioned earlier, the corresponding estimates for $W_c(t)$, which are similar to those in Lemmas 3.3 to 3.8, may be obtained directly from the integral representation appearing in Proposition 2.1. However, as pointed out by a referee, there is a short-cut based on the next observation.

Let a function $\phi$ be defined on the half line $R^+$ and let $\phi^*$ be an extension of $\phi$ to the whole line $R$. The mapping $\phi \rightarrow \phi^*$ can be organized so that it defines a bounded linear operator from $H^s(R^+)$ to $H^s(R)$ for all $s \geq 0$ (see [47]). Henceforth, $\phi^*$ will refer to the result of such an extension operator applied to $\phi \in H^s(R^+)$. Assume that $v = v(x,t)$ is the solution of
\[
v_t + v_x + v_{xxx} = 0, \quad v(x,0) = \phi^*(x)
\]
for $x \in R$, $t \geq 0$. If $g(t) = v(0,t)$, then $v_g = v_g(x,t) = W_h(t)g$ is the corresponding solution of the non-homogeneous boundary-value problem (2.9) with boundary condition $h(t) = g(t)$ for $t \geq 0$. It is clear that for $x > 0$ the function $v(x,t) - v_g(x,t)$ solves the IBVP (2.1), and this in turn leads to a representation of the semigroup.
$W_c(t)$ in terms of $W_b(t)$ and $W_R(t)$, where $W_R(t)$ is the $C_0$-semigroup in the space $L^2(R)$ generated by the operator $A^*$ defined by

$$A^* f = -f' - f'''$$

with domain $\mathcal{D}(A^*) = H^3(R)$ and $v(x, t) = W_R(t)\phi^*(x)$.

**Proposition 3.9.** For a given $s \geq 0$ and any $\phi \in H^s(R^+)$ with $\phi(0) = 0$, if $\phi^*$ is its extension to $R$ as described above, then $W_c(t)\phi$ may be written in the form

$$W_c(t)\phi = W_R(t)\phi^* - W_b(t)g$$

for any $x, t > 0$, where $g$ is the trace of $W_R(t)\phi^*$ at $x = 0$.

To have appropriate estimates of $W_c(t)\phi$, the following trace result related to the semigroup $W_R(t)$ is needed.

**Lemma 3.10.** If $s \geq 0$ is given, then there exists a constant $C$ depending only on $s$ such that

$$\sup_{x \in R} \|W_R(\cdot)\psi(x)\|_{H^{s+1/3}(R)} \leq C \|\psi\|_{H^s(R)}$$

for all $\psi \in H^s(R)$.

**Proof.** Observe that

$$W_R(t)\psi(x) = \int_{-\infty}^{+\infty} e^{i(\mu^3 - \mu)t} e^{i\mu x} \hat{\psi}(\mu) d\mu$$

with

$$I_1(x, t) = \int_{-i\eta}^{i\eta} e^{i(\mu^3 - \mu)t} e^{i\mu x} \hat{\psi}(\mu) d\mu, \quad I_2(x, t) = \int_{-i\eta}^{i\eta} e^{i(\mu^3 - \mu)t} e^{i\mu x} \hat{\psi}(\mu) d\mu,$$

and

$$I_3(x, t) = \int_{-\infty}^{-i\eta} e^{i(\mu^3 - \mu)t} e^{i\mu x} \hat{\psi}(\mu) d\mu.$$ 

Note that the cubic equation

$$\eta = \mu^3 - \mu$$

has only one real solution $\mu = \delta_1(\eta)$ when $1/\sqrt{3} \leq \mu < \infty$. By a change of variables, we may write

$$I_1(x, t) = \int_{-\infty}^{\infty} e^{i\mu x} e^{i\delta_1(\eta) x} \left(3\delta_1^2(\eta) - 1\right)^{-1} \int_{-\infty}^{\infty} e^{-\delta_1(\eta) \xi} \psi(\xi) d\xi d\eta.$$ 

Applying the Plancherel Theorem to $I_1(x, t)$, there results

$$\|I_1(x, \cdot)\|^2_{H^{s+1/3}(R)} \leq C \int_{-\infty}^{\infty} \left|3\delta_1^2(\eta) - 1\right|^{-2} \left(1 + |\eta|\right)^{2(s+1)/3} \left|\hat{\psi}(\delta_1(\eta))\right|^2 d\eta$$

$$\leq C \int_{-\infty}^{\infty} (1 + \mu)^2 |\hat{\psi}(\mu)|^2 d\mu = C \|\psi\|^2_{H^s(R)}$$

for all $x \in R$. 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Similar arguments yield the uniform bounds

\[ \| J_j(x, \cdot) \|_{H^{s+1/3}(R)} \leq C \| \psi \|_{H^s(R)} \]

for \( j = 2, 3 \) and \( x \in R \).

The following estimates for \( W_c(t) \) follow from Proposition 3.9, Lemma 3.10, similar estimates of \( W_R(t) \) obtained in Kenig, Ponce and Vega \([31]\), and the estimates of \( W_b(t) \) established earlier in Lemmas 3.3 to 3.8.

**Lemma 3.11.** For any given \( s \in [0, 7/2] \), there exists a constant \( C \) such that if \( \phi \in H^s_0(R^+) \) for \( 0 \leq s \leq 1 \) or \( \phi \in H^s_b(R^+) \) for \( s > 1 \), then

\[ \sup_{0 \leq t < +\infty} \| W_c(t) \phi \|_{H^s(R^+)} \leq C \| \phi \|_{H^s(R^+)} \]

\[ \sup_{x \in R^+} \int_0^\infty |J_x^{s+1} W_c(t) \phi(x)|^2 \, dt \leq C \| \phi \|_{H^s(R^+)}^2 \]

\[ \sup_{x \in R^+} \| D_x^k W_c(\cdot) \phi(x) \|_{H^{s-k+1/3}(R^+)} \leq C \| \phi \|_{H^s(R^+)} \]

for \( k = 0, 1 \), and

\[ \left( \int_0^\infty \| D^{s+1/4} W_c(t) \phi \|_{L^\infty(R^+)}^4 \, dt \right)^{1/4} \leq C \| \phi \|_{H^s(R^+)} \]

In addition, if \( s > 3/4 \), then

\[ \left( \int_0^\infty \sup_{t \in [0, T]} |W_c(t) \phi(x)|^2 \, dx \right)^{1/2} \leq C(1 + T) \| \phi \|_{H^s(R^+)} \]

We conclude this section with a technical lemma which is needed to handle the non-homogeneous boundary condition.

**Lemma 3.12.** Let \( 0 \leq s \leq 7/2 \) and \( T > 0 \) be given. Let \( f(x, t) = e^{-\tau} h(t) \) where \( h \in H^s(R^+) \). Then there exists a constant \( C \) such that the function \( u \) given by

\[ u(x, t) = \int_0^t W_c(t - \tau) f(\cdot, \tau) \, d\tau \]

obeys the inequalities

\[ \sup_{0 \leq t < +\infty} \| u(\cdot, t) \|_{H^s(R^+)} + \left( \sup_{x \in R^+} \| J_x^{s+1} u(x, t) \|_{L^2(R^+)}^2 \right)^{1/2} \]

\[ + \sum_{k=0}^1 \sup_{x \in R^+} \| D_x^k u \|_{H^{s-k+1/3}(R^+)} \]

\[ + \left( \int_0^\infty \| D^{s+1/4} u(x, t) \|_{L^\infty(R^+)}^4 \, dt \right)^{1/4} + \left( \int_0^\infty \sup_{t \in [0, T]} |u(x, t)|^2 \, dx \right)^{1/2} \]

\[ \leq \begin{cases} 
C \| h \|_{L^2(R^+)} & \text{for } 0 \leq s \leq 2, \\
C \| h \|_{H^{(s-2)/3}(R^+)} & \text{for } 2 < s \leq 7/2.
\end{cases} \]
Proof. Let $\psi(x)$ be an extension of $e^{-x}$ from $R^+$ to $R$ such that $\psi \in H^{6}(R)$. Then we may write $u(x, t)$ as

$$u(x, t) = \int_{0}^{t} [W_{R}(t - \tau)\psi(\cdot)h(\tau)](x)d\tau - \int_{0}^{t} [W_{b}(t)\tilde{g}(\cdot - \tau)](x)d\tau$$

where $\tilde{g}(t)$ is the trace of $W_{R}(t)\psi(\cdot)h(\tau)$ at $x = 0$. By switching the order of application of the linear operator $W_{b}(t)$ and integration with respect to $\tau$, it appears that $u(x, t) = w(x, t) - [W_{b}(t)g](x)$ with

$$w(x, t) = \int_{0}^{t} W_{R}(t - \tau)\psi(\cdot)h(\tau)d\tau$$

and $g(t) = w(0, t)$. Note that $w(x, t)$ solves

$$w_{t}(x, t) = -w_{x}(x, t) - w_{xxx}(x, t) + \psi(x)h(t), \quad w(x, 0) = 0$$

for $x, t \in R$. Applying the estimates of the $x$-derivatives of $w(x, t)$ obtained in [41], it is straightforward to see that

$$\|g(t)\|_{H^{1}(R^{+})} = \|w(0, \cdot)\|_{H^{1}(R^{+})} \leq C\|h\|_{L^{2}(R^{+})}$$

and

$$\|g(t)\|_{H^{2}(R^{+})} = \|w(0, \cdot)\|_{H^{2}(R^{+})} \leq C\|h\|_{H^{1}(R^{+})}. $$

Standard interpolation theory then implies

$$\|g(t)\|_{H^{1+s}(R^{+})} = \|w(0, \cdot)\|_{H^{1+s}(R^{+})} \leq C\|h\|_{H^{s}(R^{+})}$$

for $0 \leq s \leq 1$. The classical estimates for $w$ obtained in [41] together with Lemmas 3.3 to 3.8 for $W_{b}(t)g$ yields the inequality in the lemma.

4. LOCAL WELL-POSEDNESS

Considered in this section is the fully nonlinear initial-boundary-value problem

$$\begin{cases}
\begin{align*}
u_{t} + u_{x} + uu_{x} + u_{xxx} &= 0, & x \geq 0, \\
u(x, 0) &= \phi(x), & u(0, t) = h(t).
\end{align*}
\end{cases}$$

for the KdV equation. Solving (4.1) will be shown to define a continuous mapping from the product space $H^{s}(R^{+}) \times H^{(s+1)/3}(0, T)$, from which the auxiliary data are drawn, to the space $C([0, T]; H^{s}(R^{+}))$ where the solution $u$ resides if $s > 3/4$, at least for small values of $T$. This is a result of local well-posedness. While the arguments leading to our result are a little involved, they follow from the estimates put forward in Section 3 together with standard modern ideas for dealing with nonlinear dispersive wave equations.

The development begins with the introduction of several seminorms and some Banach spaces as in the paper of Kenig, Ponce and Vega [41]. For given $s \geq 0$, $T > 0$ and any function $w \equiv w(x, t) : R^{+} \times [0, T] \rightarrow R$, define

$$\Lambda_{1,s}^{T}(w) \equiv \sup_{0 \leq t \leq T} \|w(\cdot, t)\|_{H^{s}(R^{+})},$$

$$\Lambda_{2,s}^{T}(w) \equiv \left( \sup_{x \in R^{+}} \int_{0}^{T} |J_{x}^{s+1}w(x, t)|^{2}dt \right)^{1/2}.$$
\[ \Lambda_{3,s}^T(w) \equiv \sup_{x \in \mathbb{R}^+} \|w(x, \cdot)\|_{H^{s+1}(0,T)} + \sup_{x \in \mathbb{R}^+} \|D_x w(x, \cdot)\|_{H^{s}(0,T)}, \]

\[ \Lambda_{4}^T(w) \equiv \left( \int_0^T \sup_{x \in \mathbb{R}^+} |D_x w(x,t)|^4 dt \right)^{1/4}, \]

\[ \Lambda_{5}^T(w) = \left( \int_0^\infty \sup_{t \in [0,T]} |w(x,t)|^2 dx \right)^{1/2}. \]

In addition, let
\[ \lambda_{1,s}^T(w) = \max\{\Lambda_{1,s}^T(w), \Lambda_{2,s}^T(w), \Lambda_{3,s}^T(w)\} \]
and
\[ \lambda_{T,s}(w) = \lambda_{1,s}^T(w) + \lambda_{4}^T(w) + \lambda_{5}^T(w). \]

It is convenient to summarize the linear estimates established in Section 3 in terms of these quantities. This reinterpretation is stated as a set of four lemmas.

**Lemma 4.1.** For a given \( s \in [0,7/2] \) and \( T > 0 \), there exists a constant \( C \) depending only on \( s \) such that
\[ \lambda_{1,s}^T(W_c(t)\phi) \leq C\|\phi\|_{H^s(\mathbb{R}^+)} \]
for \( \phi \in H_0^s(\mathbb{R}^+) \) if \( s \leq 1 \) or for \( \phi \in H_0^1(\mathbb{R}^+) \cap H^s(\mathbb{R}^+) \) if \( s > 1 \);
\[ \lambda_{1,s}^T(W_b(t)h) \leq C\|h\|_{H^{(s+1)/3}(\mathbb{R}^+)} \]
for \( h \in H_0^{(s+1)/3}(\mathbb{R}^+) \);
\[ \lambda_{1,s}^T\left( \int_0^t W_c(t-\tau)f(x,\tau)d\tau \right) \leq C \int_0^T \|f(\cdot,\tau)\|_{H^s(\mathbb{R}^+)}d\tau \]
for \( f \in L^1(0,T;H_0^s(\mathbb{R}^+)) \) if \( s \leq 1 \) or for \( f \in L^1(0,T;H_0^1(\mathbb{R}^+) \cap H^s(\mathbb{R}^+)) \) if \( s > 1 \).

**Lemma 4.2.** There exists a constant \( C \) such that for any \( T > 0 \),
\[ \Lambda_{2}^T(W_c(t)\phi) \leq C\|\phi\|_{H^{1/2}(\mathbb{R}^+)} \]
for \( \phi \in H_0^{1/2}(\mathbb{R}^+) \);
\[ \Lambda_{2}^T(W_b(t)h) \leq C\|h\|_{H^{1/2}(0,T)} \]
for \( h \in H_0^{1/2}(\mathbb{R}^+) \);
\[ \Lambda_{4}^T\left( \int_0^t W_c(t-\tau)f(x,\tau)d\tau \right) \leq C \int_0^T \|f(\cdot,\tau)\|_{H^{1/2}(\mathbb{R}^+)}d\tau \]
for \( f \in L^1(0,T;H_0^{1/2}(\mathbb{R}^+)) \).
Lemma 4.3. For any $s > 3/4$ and $T > 0$, there exists a constant $C$ depending only on $s$ such that
\[ \Lambda_s^T (W_c(t)\phi) \leq C(1+T)\|\phi\|_{H^s(\mathbb{R}^+)} \]
for any $\phi \in H^s(\mathbb{R}^+)$ with $\phi(0) = 0$;
\[ \Lambda_s^T (W_b(t)h) \leq C(1+T)\|h\|_{H^{(s+1)/3}(\mathbb{R}^+)} \]
for any $h \in H^{(s+1)/3}(\mathbb{R}^+)$ with $h(0) = 0$;
\[ \Lambda_s^T \left( \int_0^t W_c(t-\tau)f(x,\tau)d\tau \right) \leq C(1+T) \int_0^T \|f(\cdot,\tau)\|_{H^s(\mathbb{R}^+)}d\tau \]
for any $f \in L^1(0,T;H^s(\mathbb{R}^+))$ with $f(0,t) = 0$ for $0 \leq t \leq T$.

Remark 4.1. In the above inequalities, the condition $s > 3/4$ is sharp in the sense that the estimate fails if $s < 3/4$ (cf. [11]).

Lemma 4.4. Let $f(x, t) \equiv e^{-t}h(t)$, and let $T > 0$ be given. For any $s \in [0, T/2]$ and $\epsilon > 0$, there exists a constant $C$ depending only on $s$ such that if $0 \leq s \leq 2$, then
\[ \lambda_{T,s} \left( \int_0^t W_c(t-\tau)f(x,\tau)d\tau \right) \leq C(1+T^{1/2})\|h\|_{L^2(0,T)} \]
for any $h \in L^2([0,T])$; if $2 < s < 7/2$, then
\[ \lambda_{T,s} \left( \int_0^t W_c(t-\tau)f(x,\tau)d\tau \right) \leq C \left( T^{1/2}\|h\|_{L^2(0,T)} + (1+T^{1/2})\|h\|_{H^{s-2}(0,T)} \right) \]
for $h \in H^{s-2}(0,T)$.

Consider the initial-boundary-value problem
\[ \begin{cases} 
  u_t + u_x + u_{xxx} = f, & \text{for } x, t \geq 0, \\
  u(x,0) = \phi(x), & u(0,t) = h(t).
\end{cases} \tag{4.2} \]

The preceding lemmas imply the following estimates for its solution $u$.

Proposition 4.5. Let $s \geq 0$ and $\epsilon > 0$ be given. There exists a constant $C$ depending only on $s$ and on $\epsilon$ when it appears, such that for any $T > 0$,
(i) for $0 \leq s \leq 1/2$,
\[ \lambda_{1,s}^T(u) \leq C \left( \|\phi\|_{H^s(\mathbb{R}^+)} + \|h\|_{H^{(s+1)/3}(\mathbb{R}^+)} + \int_0^T \|f(\cdot,t)\|_{H^s(\mathbb{R}^+)}dt \right); \]
(ii) for $1/2 < s \leq 2$ and $\phi(0) = h(0)$,
\[ \lambda_{1,s}^T(u) \leq C \left( \|\phi\|_{H^s(\mathbb{R}^+)} + \|h\|_{H^{(s+1)/3}(\mathbb{R}^+)} + \int_0^T \|f(\cdot,t)\|_{H^s(\mathbb{R}^+)}dt \right) \]
\[ + C \left( 1 + T^{1/2} \right) \|f(0,\cdot)\|_{L^2(0,T)}; \]
(iii) for \(2 \leq s \leq 3\) and \(\phi(0) = h(0)\),
\[
\lambda_{T,s}^3(u) \leq C \left( \|\phi\|_{H^{s}(R^+)} + \|h\|_{H^{s}(R^+)} + \int_0^T \|f(\cdot, t)\|_{H^{s}(R^+)} dt \right)
+ C \left( 1 + T^{1/2} \right) \|f(0, \cdot)\|_{H^{s}(R^+)}^{s-2} \; ;
\]

(iv) if \(\phi(0) = h(0)\), then
\[
\lambda_{T}^4(u) \leq C \left( \|\phi\|_{H^{3/2}(R^+)} + \|h\|_{H^{3/2}(R^+)} + \int_0^T \|f(\cdot, t)\|_{H^{3/2}(R^+)} dt \right)
+ C \left( |\phi(0)| + T^{1/4} \|f(0, \cdot)\|_{L^2(0,T)} \right) ;
\]

(v) if \(\phi(0) = h(0)\), then
\[
\lambda_{T}^4(u) \leq C \left( \|\phi\|_{H^{4/3}(R^+)} + \|h\|_{H^{4/3}(R^+)} + \int_0^T \|f(\cdot, t)\|_{H^{4/3}(R^+)} dt \right)
+ CT^{1/2} \|f(0, \cdot)\|_{L^2(0,T)} .
\]

Proof. For \(0 \leq s \leq 1/2\), the solution \(u\) of (4.2) is given by
\[
(4.3) \quad u(x, t) = W_\varepsilon(t) \phi(x) + [W_\varepsilon(t) h](x) + \int_0^t W_\varepsilon(t - \tau) f(x, \tau) d\tau,
\]
whereas for \(1/2 < s \leq 3\), by Proposition 2.3, if \(\phi(0) = h(0)\), then its solution \(u\) can be written as
\[
u(x, t) = W_\varepsilon(t) \phi_1(x) + \int_0^t W_\varepsilon(t - \tau) \left( f_1(x, \tau) + e^{-\tau} f(0, \tau) + 2e^{-\tau} h(0) \right) d\tau
+ [W_\varepsilon(t) h_1](x) + e^{-\tau} h(0)
\]
with
\[
\phi_1(x) = \phi(x) - e^{-x} \phi(0), \quad f_1(x, t) = f(x, t) - e^{-x} f(0, t)
\]
and
\[
h_1(t) = h(t) - e^{-t} h(0).
\]
The advertised estimates then follow by combining the estimates in Lemmas 4.1–4.4. \(\square\)

For any \(T > 0\) and \(s\) in the interval \(0 \leq s \leq 3\), let \(Z_T^s\) be the collection of all functions \(u \in C([0, T]; H^s(R^+))\) satisfying
\[
\begin{cases}
\lambda_{T,s}^3(u) < \infty & \text{if } 0 \leq s \leq 1/2; \\
\lambda_{T,s}^3(u) + \lambda_{T}^4(u) < \infty & \text{if } 1/2 < s \leq 3/4; \\
\lambda_{T,s}^3(u) < \infty & \text{if } 3/4 < s \leq 3.
\end{cases}
\]
For $v \in Z_T$, define its norm $\|v\|_{Z_T}$ as

$$
\|v\|_{Z_T} = \begin{cases} 
\lambda^T_{1,s}(v), & \text{if } 0 \leq s \leq 1/2; \\
\lambda^T_{1,s}(v) + \Lambda^T_4(v), & \text{if } 1/2 < s \leq 3/4; \\
\lambda_{T,s}(v), & \text{if } 3/4 < s \leq 3.
\end{cases}
$$

The space $Z_T$ possesses the following property which is one of the keys to establishing the well-posedness of the initial-boundary-value problem under consideration.

**Lemma 4.6.** Let $3/4 < s \leq 3$ and $T > 0$ be given. For any $u, v \in Z_T$, $uv_x \in L^2(0,T;H^s(\mathbb{R}))$ and

$$
(4.4) \quad \|uv_x\|_{L^2(0,T;H^s(\mathbb{R}))} \leq C \|u\|_{Z_T} \|v\|_{Z_T}
$$

where $C$ depends on $s$, but is independent of $T$, $u$ and $v$.

**Proof.** We prove (4.4) for $3/4 < s < 1$. The proof for other values of $s$ is similar. Since

$$
\|uv_x\|_{L^2(0,T;H^s(\mathbb{R}))}^2 = \int_0^T \|u(\cdot,t)v_x(\cdot,t)\|_{L^2(\mathbb{R})}^2 dt \\
+ \int_0^T \|J_x^s(u(\cdot,t)v_x(\cdot,t))\|_{L^2(\mathbb{R})}^2 dt
$$

and it is straightforward to deduce that

$$
\int_0^T \|u(\cdot,t)v_x(\cdot,t)\|_{L^2(\mathbb{R})}^2 dt \leq C \|u\|_{Z_T}^2 \|v\|_{Z_T}^2,
$$

it is only necessary to show that

$$
\int_0^T \|J_x^s(u(\cdot,t)v_x(\cdot,t))\|_{L^2(\mathbb{R})}^2 dt \leq C \|u\|_{Z_T}^2 \|v\|_{Z_T}^2.
$$
To this end, argue as follows:

\[
\int_0^T \left\| J_x^t (u(\cdot, t) v_x(\cdot, t)) \right\|^2_{L^2(R^+)} dt
\]

\[
= \int_0^T \int_0^\infty \tau^{-(2s+1)} \int_0^\infty \left| u(x + \tau, t) v_x(x + \tau, t) - u(x, t) v_x(x, t) \right|^2 dx d\tau dt
\]

\[
\leq 2 \int_0^T \int_0^\infty \tau^{-(2s+1)} \int_0^\infty \left| u(x + \tau, t) - u(x, t) \right|^2 \left| v_x(x + \tau, t) \right|^2 dx d\tau dt
\]

\[
+ 2 \int_0^T \int_0^\infty \tau^{-(2s+1)} \int_0^\infty \left| v_x(x + \tau, t) - v_x(x, t) \right|^2 \left| u(x, t) \right|^2 dx d\tau dt
\]

\[
\leq 2 \int_0^\infty \sup_{0 \leq t \leq T} \left| u(x, t) \right|^2 \int_0^T \int_0^\infty \tau^{-(2s+1)} \left| v_x(x + \tau, t) - v_x(x, t) \right|^2 d\tau dx
\]

\[
+ 2 \int_0^T \int_0^\infty \tau^{-(2s+1)} \int_0^\infty \left| u(x + \tau, t) - u(x, t) \right|^2 dx d\tau dt
\]

\[
\leq 2 \int_0^\infty \sup_{0 \leq t \leq T} \left| u(x, t) \right|^2 dx \sup_{x \in R^+} \int_0^T \int_0^\infty \tau^{-(2s+1)} \left| v_x(x + \tau, t) - v_x(x, t) \right|^2 d\tau dt
\]

\[
+ 2 \int_0^T \int_0^\infty \tau^{-(2s+1)} \int_0^\infty \left| u(x + \tau, t) - u(x, t) \right|^2 dx d\tau dt
\]

\[
\leq C \left\| u \right\|_{L^2_x(R^+)}^2 \left\| v \right\|_{Z^s_T}^2.
\]

The proof is complete. \(\square\)

**Lemma 4.7.** Let \( s \in [0, 3/4] \) and \( T > 0 \) be given. Then for any \( u \in Z^s_T \) and \( v \in Z^s_T \), \( w_x \in L^2(0, T; H^s(R^+)) \) and

\[
(4.5) \quad \left\| (u v)_x \right\|_{L^2(0, T; H^s(R^+))} \leq C \left\| u \right\|_{Z^s_T} \left\| v \right\|_{Z^s_T}
\]

where \( C \) is independent of \( u \) and \( v \).

**Proof.** The proof is similar to the proof of Lemma 4.6. \(\square\)

As in many initial-boundary-value problems, some compatibility conditions are needed for relating the initial data \( \phi \) and the boundary value \( h \). A simple computation shows that if \( u \) is a \( C^\infty \)-smooth solution of (4.1) up to the boundary, then its initial data \( u(x, 0) = \phi(x) \) and its boundary value \( u(0, t) = h(t) \) must satisfy

\[
(4.6) \quad \phi_0(0) = h_0(0)
\]
for \( k = 0, 1, \cdots \), where \( h_k(t) \equiv h^{(k)}(t) \) is the \( k \)-th order derivative of \( h \),

\[
\begin{align*}
\phi_0(x) &= \phi(x), \\
\phi_k(x) &= -\left( \phi''_{k-1}(x) + \phi'_{k-1}(x) + \sum_{j=0}^{k-1} [\phi_j(x)\phi_{k-j-1}(x)]' \right)
\end{align*}
\]

for \( k = 1, 2, \cdots \).

**Definition (s-compatibility).** Given \( T > 0 \) and \( s \geq 0 \), we say that \((\phi, h) \in H^s(R^+) \times H^{(s+1)/3}(0, T)\) is \( s \)-compatible if

\[
\phi_k(0) = h_k(0)
\]

for \( k = 0, 1, \cdots, [s/3] - 1 \) when \( s - 3[s/3] \leq 1/2 \) and for \( k = 0, 1, \cdots, [s/3] \) when \( s - 3[s/3] > 1/2 \).

Here is the local well-posedness result for the problem (4.1) that is the ultimate focus in this section.

**Theorem 4.8.** Let \( T > 0 \) and \( s \in (3/4, 3] \) be given. For a pair of \( s \)-compatible functions \( \phi \in H^s(R^+) \) and \( h \in H^{(s+1)/3}(0, T) \), there exists a \( T^* \in (0, T] \) depending only on \( \|\phi\|_{H^s(R^+)} + \|h\|_{H^{(s+1)/3}(0, T)} \) such that the problem (4.1) admits a unique solution \( u \in Z^s_{T^*} \).

**Remark 4.2.** The proof given below shows that the solution map

\[
(\phi, h) \mapsto u
\]

from \( H^s(R^+) \times H^{(s+1)/3}(0, T) \rightarrow Z^s_{T^*} \) is Lipschitz-continuous. It will be shown later in Section 6 that this map has much stronger regularity; namely, it is real analytic.

**Proof.** For the given \( s \)-compatible pair \((\phi, h)\), let \( 0 < \beta \leq T \) and \( r > 0 \) be two constants (to be determined later) and define

\[
S_{\beta, r} = \{ w \in Z^s_{\beta} : w(0, t) = h(t), \ w(x, 0) = \phi(x), \ \|w\|_{Z^s_{\beta}} \leq r \}.
\]

The set \( S_{\beta, r} \) is a closed subset of the space \( Z^s_{\beta} \). According to Proposition 4.5, for any \( v \in S_{\beta, s} \), the linear problem

\[
\begin{align*}
\begin{cases}
\partial_t u + \partial_x u + \partial_{xxx} u = -v_x, & \text{for } x, t \geq 0, \\
u(x, 0) = \phi(x), & u(0, t) = h(t)
\end{cases}
\end{align*}
\]

has a unique solution \( u \in Z^s_{\beta} \). Thus (4.8) defines a map \( \Gamma \) from \( Z^s_{\beta} \) to \( Z^s_{\beta} \), say

\[
u = \Gamma(v)
\]

for any \( v \in Z^s_{\beta} \). In addition, for any \( \epsilon > 0 \), there exists a constant \( C \) such that

\[
\lambda_{\beta, s}(\Gamma(\nu)) \leq C \left( \|\phi\|_{H^s(R^+)} + \|h\|_{H^{(s+1)/3}(0, T)} \right)
\]

\[
+C \left( \int_0^\beta \|v(\cdot, \tau)v_x(\cdot, \tau)\|_{H^s(R^+)} d\tau + \|v(0, \cdot)\|_{L^2(0, \beta)} \right)
\]
if $3/4 < s \leq 2$ and
\[
\lambda_{\beta,s}(\Gamma(v)) \leq C \left( \int_0^\beta \|v(\cdot, \tau)v_x(\cdot, \tau)\|_{H^r(R^+)} d\tau + \|\phi\|_{H^r(R^+)} \right)
+C \left( (\beta^{1/2} + \beta^{1/4}) \|v(0, \cdot)v_x(0, \cdot)\|_{H^{s-2}(0, \beta)} + \|h\|_{H^{s+1}(0, T)} \right)
\]
if $2 < s \leq 3$. By Lemma 4.6, it is known that
\[
\int_0^\beta \|v(\cdot, \tau)v_x(\cdot, \tau)\|_{H^r(R^+)} d\tau \leq C\beta^{1/2} \lambda_{\beta,s}(v) \lambda_{\beta,s}(v).
\]
In addition, for $3/4 < s \leq 2$, it is clear that
\[
\left( \int_0^\beta |v_x(0, t)v(0, t)|^2 dt \right)^{1/2} = \left( \int_0^\beta |v_x(0, t)h(t)|^2 dt \right)^{1/2}
\leq C \left( \int_0^\beta |v_x(0, t)|^2 dt \right)^{1/2} \|h\|_{H^{s+1/3}(0, T)}
\leq C\beta^{1/4} \lambda_{T,s}(v) \|h\|_{H^{s+1/3}(0, T)}.
\]
If $2 < s \leq 3$, then
\[
\|v_x(0, \cdot)v(0, \cdot)\|_{H^{s-2/3}(0, \beta)} \leq C\beta^{2-s} \|v_x(0, \cdot)v(0, \cdot)\|_{H^{s-1/2}(0, \beta)}
\leq C\beta^{2-s} \lambda_{\beta,s}(v) \lambda_{\beta,s}(v).
\]
Combining the above estimates yields
\[
\lambda_{\beta,s}(\Gamma(v)) \leq C \left( \|\phi\|_{H^r(R^+)} + \|h\|_{H^{s+1/3}(0, T)} + (\beta^{1/4} + \beta^{1/2}) \lambda_{\beta,s}^2(v) \right)
\]
for any $s \in (3/4, 3]$ and $0 < \beta \leq T$. Here $C$ is independent of $\phi$, $h$ and $\beta$. Setting
\[
(4.9) \quad r = 2C \left( \|\phi\|_{H^r(R^+)} + \|h\|_{H^{s+1/3}(0, T)} \right)
\]
and choosing $\beta \in (0, T]$ such that
\[
(4.10) \quad C \left( \beta^{1/4} + \beta^{1/2} \right)r \leq 1/2,
\]
it is seen immediately that
\[
\lambda_{\beta,s}(\Gamma(v)) \leq r \quad \text{for any } v \in S_{\beta,r}.
\]
Thus $\Gamma$ is a map from $S_{\beta,r}$ to $S_{\beta,r}$ if $\beta$ and $r$ are chosen according to (4.9) and (4.10). A similar argument shows that for such $\beta$ and $r$,
\[
\lambda_{\beta,s}(\Gamma(v_1) - \Gamma(v_2)) \leq \frac{1}{2} \lambda_{\beta,s}(v_1 - v_2)
\]
for any $v_1, v_2 \in S_{\beta,r}$. Thus $\Gamma$ is a contraction from $S_{\beta,r}$ to $S_{\beta,r}$. Its unique fixed point is the desired solution of (4.1); it is defined on the temporal interval $[0, \beta]$. \qed

The next step is to extend Theorem 4.8 to the case where $s > 3$. First, the definition of the space $Z^2_T$ is extended to values of $s > 3$. For $s > 3$, write $s$ in the form
\[
s = 3m + s'
\]
with $m = \lceil s/3 \rceil$ or $m = \lceil s/3 \rceil - 1$ and $0 < s' \leq 3$. For a given $T > 0$ and such a value $s$, let $Z^s_T$ be the collection of all functions $u \in C^{m-1}([0,T]; H^3(R^+))$ with $\partial_t^m u \in C([0,T]; H^s(R^+))$ satisfying

$$\|u\|_{Z^s_T} = \|\partial_t^m u\|_{Z^s_T^2} + \sum_{k=0}^{m-1} \|\partial_t^k u\|_{Z^s_T^2} < +\infty.$$ 

**Theorem 4.9.** Let $T > 0$ and $s > 3$ be given with $s = 3m + s'$ where $m = \lceil s/3 \rceil$ and $0 < s' \leq 3$. For any given pair of $s$-compatible functions $(\phi, h) \in H^s(R^+) \times H^{s+1/3}(0,T)$, there exists a $T^* \in (0,T]$ depending only on $\|\phi\|_{H^s(R^+)} + \|h\|_{H^{s+1/3}(0,T)}$ such that $(\ref{boundary-value-problem})$ admits a unique solution $u \in Z^s_T$.

**Proof.** As in the proof of Theorem 4.8, for the given $s$-compatible $(\phi, h) \in H^s(R^+) \times H^{s+1/3}(0,T)$, let $\beta \in (0,T)$ and $r > 0$ be two constants to be determined and let $S_{\beta,r} = \{w \in Z^s_\beta : w(0,t) = h(t), w(x,0) = \phi(x), \|w\|_{Z^s_\beta} \leq r\}.$

The set $S_{\beta,r}$ is a closed subspace of $Z^s_\beta$. Define the map $\Gamma$ from $Z^s_\beta$ to $Z^s_\beta$ by $u = \Gamma(v)$ where $v \in Z^s_{\beta,s}$ and $u$ is the unique solution of the linear problem

$$\begin{cases}
  u_t + u_x + u_{xxx} = -vv_x, & \text{for } x, t \geq 0, \\
  u(x,0) = \phi(x), & u(0,t) = h(t).
\end{cases}$$

As above, it will transpire that if $\beta$ and $r$ are appropriately chosen, then $\Gamma$ is a contraction map from $S_{\beta,r}$ to $S_{\beta,r}$.

The proof of Theorem 4.8 implies that there is a constant $C$ such that

$$\lambda_{\beta,3}(\Gamma(v)) \leq C \left( \|\phi\|_{H^s(R^+)} + \|h\|_{H^{s+1/3}(0,T)} + (\beta^{1/2} + \beta^{1/4}) \lambda_{\beta,3}^2(v) \right).$$

Let $w^{(k)} = \partial_t^k \Gamma(v)$ for $k = 1, 2, \ldots, m$. The function $w^{(k)}$ solves the initial-boundary-value problem

$$\begin{cases}
  w_t^{(k)} + w_x^{(k)} + w_{xxx}^{(k)} = -(\partial_t^k v)v_x, & \text{for } x, t \geq 0, \\
  w^{(k)}(x,0) = \phi_k(x), & w^{(k)}(0,t) = h_k(t),
\end{cases}$$

for $k = 1, 2, \ldots, m$. By Proposition 4.5, there is a constant $C$ such that

$$\lambda_{\beta,3}^k \left( w^{(k)} \right) \leq C \left( \|\phi_k\|_{H^s(R^+)} + \|h_k\|_{H^{s+1/3}(0,T)} + \|\partial_t^k (vv_x)\|_{L^1(0,T; H^s(R^+))} \right)$$

for $k = 1, \ldots, m - 1$. In addition, we know that

$$\lambda_{1,s'}^\beta \left( w^{(m)} \right) \leq C \left( \|\phi_m\|_{H^{s'}(R^+)} + \|h_m\|_{H^{s'+1/3}(0,T)} + \|\partial_t^m (vv_x)\|_{L^1(0,T; H^{s'}(R^+))} \right)$$

if $0 < s' \leq 1/2$;

$$\lambda_{1,s'}^\beta \left( w^{(m)} \right) + \Lambda_4^\beta \left( w^{(m)} \right) \leq C \left( \|\phi_m\|_{H^{s'}(R^+)} + \|h_m\|_{H^{s'+1/3}(0,T)} + \|\partial_t^m (vv_x)\|_{L^1(0,T; H^{s'}(R^+))} + \|\partial_t^m (vv_x)\|_{L^2(0,T)} \right).$$
if $1/2 < s' \leq 3/4$:

$$
\lambda_{\beta,s'}(w^{(m)}) \leq C \left( \| \phi_m \|_{H^{s'(R^+)}} + \| h_m \|_{H^{(s'+1)/3}(0,T)} \right)
+ C \left( \| \partial^m_t (v v_x) \|_{L^1(0,\beta;H^{s'(R^+)}(0,T))} + \| (\partial^m_t (v v_x))(0,t) \|_{L^2(0,\beta)} \right)
$$

if $3/4 < s' \leq 2$; and

$$
\lambda_{\beta,s'}(w^{(m)}) \leq C \left( \| \phi_m \|_{H^{s'(R^+)}} + \| h_m \|_{H^{(s'+1)/3}(0,T)} \right)
+ C \left( \| \partial^m_t (v v_x) \|_{L^1(0,\beta;H^{s'(R^+)}(0,T))} + \| (\partial^m_t (v v_x))(0,t) \|_{H^{(s-2)/3}(0,\beta)} \right)
$$

if $2 < s' \leq 3$. Since $v \in Z_{\beta}^s$, by repeated application of Lemma 4.6, there follows the inequality

$$
\| \partial^k_t (v v_x) \|_{L^1(0,\beta;H^{s'(R^+))}} \leq C \beta^{1/2} \sum_{j=0}^{k} \binom{k}{j} \| (\partial^j_t v \partial^{k-j}_t v) \|_{L^2(0,\beta;H^{s'(R^+))}}
$$

$$
\leq C \beta^{1/2} \sum_{j=0}^{k} \binom{k}{j} \lambda_{\beta,3}(\partial^j_t v) \lambda_{\beta,3}(\partial^{k-j}_t v)
$$

$$
\leq C \beta^{1/2} \| v \|_{Z_{\beta}^3}^2
$$

for $k = 1, \cdots, m - 1$. Similarly, using Lemma 4.6 and Lemma 4.7, it is seen that

$$
\| \partial^m_t (v v_x) \|_{L^1(0,\beta;H^{s'(R^+))}} \leq C \beta^{1/2} \| |v|_{Z_{\beta}^3}^2.
$$

Furthermore, it is straightforward to show that

$$
\| (\partial^m_t (v v_x))(0,t) \|_{L^2(0,\beta)} \leq C \beta^{1/4} \| v \|_{Z_{\beta}^3}^2
$$

when $1/2 < s' \leq 2$, and that

$$
\| (\partial^m_t (v v_x))(0,t) \|_{H^{(s-2)/3}(0,\beta)} \leq C (\beta^{1/2} + \beta^{1/4}) \| v \|_{Z_{\beta}^3}^2
$$

when $2 < s' \leq 3$.

Those estimates, together with (4.11) yield

$$
\| \Gamma(v) \|_{Z_{\beta}^3} \leq C \left( \| (\phi, h) \|_{H^s(R^+) \times H^{(s+1)/3}(0,T)} + (\beta^{1/2} + \beta^{1/4}) \| v \|_{Z_{\beta}^3}^2 \right).
$$

The remainder of the proof is the same as the culmination of the proof for Theorem 4.8. The theorem is thereby proved.

By writing the equation in (4.11) in the form

$$
u_{xxx} = -u_t - u_x - uu_x,$$

one sees that if both $u$ and $w_t$ belong to the space $C([0,T];H^s(R^+))$ for some $s > 1/2$, then $u \in C([0,T];H^{s+3/2}(R^+))$. Thus the following theorem is a direct consequence of Theorem 4.8 and Theorem 4.9.

**Theorem 4.10.** Let $T > 0$ and $s > 3/4$ be given. Then for any $s$-compatible pair $(\phi, h) \in H^s(R^+) \times H^{(s+1)/3}(0,T)$, there exists a $T^* \in (0,T]$ depending only on
\[
\|(\phi, h)\|_{H^s(\mathbb{R}^+) \times H^{s+1/3}(0, T)} \quad \text{such that (4.1)}
\]
with initial data \(\phi\) and boundary data \(h\) admits a unique solution
\[
u \in Z^s_{T^*} \cap C([0, T^*]; H^s(\mathbb{R}^+))
\]
with \(\partial_t^n u \in C([0, T^*]; H^{s-3k}(\mathbb{R}^+))\) for \(k = 0, 1, \cdots, [s/3]\).

5. Global well-posedness

The well-posedness results presented in Section 4 are local in the sense that the length of the time interval \([0, T^*]\) on which the solution exists depends on the quantity \(\|\phi\|_{H^s(\mathbb{R}^+)} + \|h\|_{H^{s+1/3}(0, T)}\). In general, the larger is \(\|\phi\|_{H^s(\mathbb{R}^+)} + \|h\|_{H^{s+1/3}(0, T)}\), the smaller will be \(T^*\). However, if \(T^* = T\) no matter what the size of \(\|\phi\|_{H^s(\mathbb{R}^+)} + \|h\|_{H^{s+1/3}(0, T)}\), the initial-boundary-value problem (4.1) is said to be globally well-posed. With local well-posedness in hand, it is well understood that one need only establish \textit{a priori} global \(H^s(\mathbb{R}^+)\)-estimates for the smooth solution \(u\) of (4.1) to show that (4.1) is globally well-posed.

In this section, aided by the smoothing properties established in Section 3, a range of \textit{a priori} estimates is provided and these are established under the same hypotheses as those used to prove the local well-posedness when \(s \geq 3\), while a slightly stronger assumption on the boundary data \(h\) is employed when \(1 \leq s < 3\). The theory begins with \(H^s(\mathbb{R}^+)\)-bounds in the range \(1 \leq s \leq 3\).

\textbf{Theorem 5.1.} Let \(T > 0\) and \(s \in [1, 3]\) be given. Then there exists a continuous non-decreasing function \(\alpha_s : R^+ \to R^+\) such that for any smooth solution \(u\) of (4.1),
\[
\sup_{0 \leq t \leq T} \|u(\cdot, t)\|_{H^s(\mathbb{R}^+)} \leq \alpha_s \left( \|\phi\|_{H^s(\mathbb{R}^+)} + \|h\|_{H^{s+1/3}(0, T)} \right).
\]

Two important tools will be utilized in the proof of this theorem. One is the smoothing properties of the equation established earlier. These will be used to recover the regularity lost through taking boundary traces. The other is nonlinear interpolation theory as expounded in Tartar [57] and Bona and Scott [8], which is the key to obtaining the estimate (5.1) for \(1 < s < 3\).

Here is a précis of the (real) interpolation theory as it will be used below. Let \(B_0\) and \(B_1\) be two Banach spaces such that \(B_1 \subset B_0\) with continuous inclusion map. Let \(f \in B_0\) and, for \(t \geq 0\), define
\[
K(f, t) = \inf_{g \in B_1} \left\{ \|f - g\|_{B_0} + t\|g\|_{B_1} \right\}.
\]

For \(0 < \theta < 1\) and \(1 \leq p \leq +\infty\), define
\[
[B_0, B_1]_{\theta, p} = B_{\theta, p} = \left\{ f \in B_0 : \|f\|_{\theta, p} = \left( \int_0^\infty K(f, t)^p t^{-\theta p^{-1}} dt \right)^{1/p} < +\infty \right\},
\]
with the usual modification for the case \(p = +\infty\). Then \(B_{\theta, p}\) is a Banach space with norm \(\|\cdot\|_{\theta, p}\). Given two pairs of indices \((\theta_1, p_1)\) and \((\theta_2, p_2)\) as above, then \((\theta_1, p_1) < (\theta_2, p_2)\) means
\[
\begin{cases}
\theta_1 < \theta_2, & \text{or} \\
\theta_1 = \theta_2 & \text{and } p_1 > p_2.
\end{cases}
\]
If \((\theta_1, p_1) < (\theta_2, p_2)\), then \(B_{\theta_2, p_2} \subset B_{\theta_1, p_1}\) and the inclusion map is continuous.
Theorem 5.2. Let $B^1_0$ and $B^1_1$ be Banach spaces such that $B^1_1 \subset B^1_0$ with continuous inclusion mappings, $j = 1, 2$. Let $\lambda$ and $q$ lie in the ranges $0 < \lambda < 1$ and $1 \leq q \leq +\infty$. Suppose $A$ is a mapping such that
\begin{enumerate}[(i)]
  \item $A : B^1_{\lambda,q} \to B^1_0$ and for $f, g \in B^1_{\lambda,q}$,
    \[ \| Af - Ag \|_{B^1_0} \leq C_0(\| f \|_{B^1_{\lambda,q}} + \| g \|_{B^1_{\lambda,q}}) \| f - g \|_{B^1_0} \]
  \item $A : B^1_1 \to B^1_1$ and for $h \in B^1_1$
    \[ \| Ah \|_{B^1_1} \leq C_1(\| h \|_{B^1_{\lambda,q}}) \| h \|_{B^1_1}, \]
\end{enumerate}
where $C_j : R^+ \to R^+$ are continuous non-decreasing functions, $j = 0, 1$. Then if $(\theta, p) \geq (\lambda, q)$, $A$ maps $B^1_{\theta,p}$ into $B^2_{\theta,p}$ and for $f \in B^1_{\theta,p}$
\[ \| Af \|_{B^2_{\theta,p}} \leq C(\| f \|_{B^1_{\lambda,q}}) \| f \|_{B^1_{\theta,p}}, \]
where for $r > 0$, $C(r) = 4C_0(4r)^{1-\theta}C_1(3r)^{\theta}$.

Remark 5.1. This theorem is identical with Theorem 2 of Tartar [57] except that Tartar makes the more restrictive assumption that the constants $C_0$ and $C_1$ depend only on the $B^1_0$ norms of the functions in question. Theorem 5.2 was used by Bona and Scott [8] to provide the original proof of global well-posedness of the pure initial-value problem for the KdV equation on the whole line in fractional order Sobolev spaces $H^s(R)$.

Nonlinear interpolation theory as embodied in Theorem 5.2 will be used to prove the estimate (5.3).

Proof of Theorem 5.1. For $T > 0$ and $1 \leq s \leq 3$, let
\[ V_s^c = \{ (\phi, h) \in H^s(R^+) \times H^{7+3s} \cap (0,T) \mid \phi(0) = h(0) \} \]
with the inherited norm from the product space $H^s(R^+) \times H^{7+3s}(0,T)$. To apply Theorem 5.2, choose
\[ B^1_0 = V_s^1, \quad B^3_0 = V_2^3, \quad B^1_1 = C([0,T]; H^1(R^+)), \quad B^2_1 = C([0,T]; H^3(R^+)). \]
Let $A$ be the solution map for the IBVP (4.1): $u = A(\phi, h)$. For a given $s$ with $1 < s < 3$, choose $p = 2$ and $\theta = (3-s)/2$, so that
\[ B^2_{\theta,p} = C([0,T]; H^s(R^+)) \quad \text{and} \quad B^1_{\theta,p} = V_{s^*}. \]
The following two propositions are needed to assure both the hypotheses (i) and (ii) in Theorem 5.2 are satisfied in the present context.

Proposition 5.3. For a given $T > 0$, there is a $T$-dependent and non-decreasing continuous function $\alpha_T : R^+ \to R^+$ such that any smooth solution $u$ of (4.1) satisfies
\[ \sup_{0 \leq t \leq T} \| u(\cdot, t) \|_{H^1(R^+)} \leq \alpha_T(\| (\phi, h) \|_{V^s_1}). \]

Proposition 5.4. For a given $T > 0$, there is a $T$-dependent and non-decreasing function $\alpha_T : R^+ \to R^+$ such that any smooth solution $u$ of (4.1) satisfies
\[ \sup_{0 \leq t \leq T} \| u(\cdot, t) \|_{H^3(R^+)} \leq \alpha_T(\| (\phi, h) \|_{V^3_1}) \| (\phi, h) \|_{V^3_1}. \]
If Propositions 5.3 and 5.4 are valid, then hypothesis (ii) is assured by (5.3). To see hypothesis (i) is also satisfied, let \( u_1 \) and \( u_2 \) be two smooth solutions of the equation in (4.1) with

\[
  u_j(x, 0) = \psi_j(x), \quad u_j(0, t) = g_j(t)
\]

for \( j = 1, 2 \) and let \( z(x, t) = u_1(x, t) - u_2(x, t) \). Then \( z(x, t) \) solves

\[
  \begin{cases}
    z_t + z_x + (a(x, t)z)_x + z_{xxx} = 0, & x > 0, \quad t > 0, \\
    z(x, 0) = \psi_1(x) - \psi_2(x), & z(0, t) = g_1(t) - g_2(t)
  \end{cases}
\]

where \( a(x, t) = \frac{1}{2} (u_1(x, t) + u_2(x, t)) \). It follows from estimate (5.2) and Theorem 4.9 that \( a \in Z_T^1 \) and

\[
  \|a\|_{Z_T^1} \leq \alpha_T \left( \|(\psi_1, g_1)\|_{V_T^1} + \|(\psi_2, g_2)\|_{V_T^1} \right).
\]

Then, by Proposition 6.1 in the next section, which is proved independently of the present considerations, we have that

\[
  \sup_{0 \leq t \leq T} \|u_1(\cdot, t) - u_2(\cdot, t)\|_{H^1(\mathbb{R}^+)} \leq \alpha_T \left( \|(\psi_1, g_1)\|_{V_T^1} + \|(\psi_2, g_2)\|_{V_T^1} \right) \times \|(\psi_1 - \psi_2, g_1 - g_2)\|_{V_T^1}.
\]

Thus Theorem 5.1 follows by a direct application of Theorem 5.2.

Consideration is turned to proving Proposition 5.3 and Proposition 5.4.

**Proof of Proposition 5.3.** For a smooth solution \( u \) of (4.1), write it in the form \( u = w + v + g(x, t) \) where \( g(x, t) \equiv e^{-x-t}h(0) \), \( v \) solves

\[
  \begin{cases}
    v_t + v_x + v_{xxx} = 0, & x, t \geq 0, \\
    v(x, 0) = 0, & v(0, t) = h^*(t) \equiv h(t) - e^{-t}h(0),
  \end{cases}
\]

and \( w \) solves

\[
  w_t + w_x + w_{xx} + (vw)_x + (gw)_x + w_{xxx} = Y(x, t) - (gv)_x - vv_x
\]

with \( Y(x, t) = 3g(x, t) + g^2(x, t) \) and with the auxiliary conditions

\[
  w(x, 0) = \phi^*(x) \equiv \phi(x) - e^{-x}\phi(0) \quad \text{and} \quad w(0, t) = 0.
\]

By Proposition 4.5 and the third part of Lemma 3.11, there is a \( T \)-dependent constant \( C_T \) such that

\[
  \begin{cases}
    \|v\|_{Z_T^1} \leq C_T \|h\|_{H^{2/3}(0, T)} \quad \text{and} \quad \\
    \left( \int_0^T \sup_{x \in \mathbb{R}^+} |w_{xx}(x, t)|^4 \, dt \right)^{1/4} \leq C_T \|h\|_{H^{5/6}(0, T)}
  \end{cases}
\]
for any \((\phi, h) \in V^1_\phi\). Multiplying both sides of (5.4) by \(2w\), integrating with respect to \(x\) over \((0, \infty)\), and integrating by parts appropriately, there obtains
\[
\frac{d}{dt} \int_0^\infty w^2(x, t)dx + w_x^2(0, t) = -\int_0^\infty v(x, t)v_x(x, t)w(x, t)dx
\]
\[- \int_0^\infty v_x(x, t)w^2(x, t)dx
\]
(5.7) \[+2\int_0^\infty (Y(x, t) - (g(x, t)w(x, t))_x - (g(x, t)v(x, t))_x)w(x, t)dx.
\]
Hölder’s inequality gives
\[
\int_0^t \int_0^\infty |v_x(x, \tau)|w^2(x, \tau)dx d\tau \leq \left( \int_0^t \sup_{x \in R^+} |v_x(x, \tau)|^4 d\tau \right)^{1/4} \left( \int_0^\infty \|w(\cdot, \tau)\|^{8/3}_{L^2(R^+)} d\tau \right)^{3/4}
\]
\[\leq \|v\|_{Z^2_1} \left( \int_0^t \|w(\cdot, \tau)\|^{8/3}_{L^2(R^+)} d\tau \right)^{3/4}
\]
\[\leq \|v\|_{Z^2_1} \sup_{0 \leq \tau \leq t} \|w(\cdot, \tau)\|_{L^2(R^+)} \left( \int_0^t \|w(\cdot, \tau)\|^2_{L^2(R^+)} d\tau \right)^{1/2}
\]
and
\[
\int_0^t \int_0^\infty |v(x, \tau)v_x(x, \tau)w(x, \tau)|dx d\tau \leq \int_0^t \|v(\cdot, \tau)\|^2_{H^1(R^+)} \|w(\cdot, \tau)\|_{L^2(R^+)} d\tau
\]
\[\leq \|v\|^2_{Z^2} \int_0^t \|w(\cdot, \tau)\|_{L^2(R^+)} d\tau.
\]
Similarly, one has
\[
\int_0^t \int_0^\infty |g(x, \tau)w^2(x, \tau)dx d\tau \leq \|\phi\|_{H^1(R^+)} \int_0^t \int_0^\infty w^2(x, \tau)dx d\tau,
\]
\[
\int_0^t \int_0^\infty |Y(x, t)w(x, t)|dx d\tau \leq C_T \|\phi\|^2_{H^1(R^+)} \left( \int_0^t \int_0^\infty w^2(x, \tau)dx d\tau \right)^{1/2},
\]
and
\[
\int_0^t \int_0^\infty |(g(x, \tau)v(x, \tau))_x w(x, \tau)|dx d\tau
\]
\[\leq C_T \|\phi\|_{H^1(R^+)} \|v\|_{Z^2_1} \left( \int_0^t \int_0^\infty w^2(x, \tau)dx d\tau \right)^{1/2}.
\]
Integrating (5.4) with respect to the temporal variable over \([0, t]\) and combining the above inequalities with (5.6) allows one to infer that

\[
\int_0^\infty w^2(x, t)dx + \int_0^t w^2_\tau(0, \tau)d\tau \leq \frac{1}{2} \sup_{0 \leq \tau \leq t} \|w(\cdot, \tau)\|_{L^2(R^+)}^2 \nonumber
\]

\[
+ \alpha_0 + \alpha_1 \int_0^t \|w(\cdot, \tau)\|_{L^2(R^+)}d\tau + \alpha_2 \int_0^t \|w(\cdot, \tau)\|_{L^2(R^+)}^2 d\tau \nonumber
\]

\[
\leq \frac{1}{2} \sup_{0 \leq \tau \leq t} \|w(\cdot, \tau)\|_{L^2(R^+)}^2 + \alpha_0 + \alpha_3 \int_0^t \|w(\cdot, \tau)\|_{L^2(R^+)}^2 d\tau,
\]

for any \(t \in (0, T]\), where \(\alpha_j, j = 0, 1, 2, 3\), are constants depending only on \(T\) and \(\|(\phi, h)\|_{V^1_T}\). Consequently, it transpires that

\[
(5.8) \quad \sup_{0 \leq \tau \leq t} \|w(\cdot, \tau)\|_{L^2(R^+)} + \int_0^t w^2_\tau(0, \tau)d\tau \leq \alpha_T \left( \|(\phi, h)\|_{V^1_T} \right).
\]

Next, multiply both sides of (5.4) by \(-2w_{xx} - w^2\), integrate over \(R^+\) and \((0, t)\) with respect to \(x\) and \(t\), respectively, and integrate by parts appropriately to reach the formula

\[
\int_0^\infty w^2_\tau(x, t)dx + \int_0^t w^2_\tau(0, \tau)d\tau = \int_0^\infty |D_x \phi^*(x)|^2 dx + \frac{1}{3} \int_0^\infty w^3(x, t)dx
\]

\[
-5 \int_0^t \int_0^\infty v^2_\tau(x, \tau)w_\tau(x, \tau)dxd\tau - 2 \int_0^t \int_0^\infty v_{xx}(x, \tau)w(x, \tau)w_\tau(x, \tau)dxd\tau
\]

\[
-2 \int_0^t \int_0^\infty v_{xx}(x, \tau)v(x, \tau)w_\tau(x, \tau)dxd\tau + \frac{2}{3} \int_0^t \int_0^\infty v_\tau(x, \tau)w^3(x, \tau)dxd\tau
\]

\[
+ \int_0^t \int_0^\infty v_\tau(x, \tau)v(x, \tau)w^2(x, \tau)dxd\tau - \int_0^t v(0, \tau)w^2_\tau(0, \tau)d\tau
\]

\[
- \int_0^t v(0, \tau)v_\tau(0, \tau)w_\tau(0, \tau)d\tau - 2 \int_0^t Y(0, \tau)w_\tau(0, \tau)d\tau
\]

\[
+ 2 \int_0^t \int_0^\infty Y_\tau(x, \tau)w_\tau(x, \tau)dxd\tau - \int_0^t \int_0^\infty Y(x, \tau)w^2(x, \tau)dxd\tau
\]

\[
-2 \int_0^t \int_0^\infty g_\tau(x, \tau)w(x, \tau)w_\tau(x, \tau)dxd\tau - 3 \int_0^t \int_0^\infty g(x, \tau)w^3_\tau(x, \tau)dxd\tau
\]

\[
- \int_0^t g(0, \tau)w_\tau^2(0, \tau)d\tau + \frac{2}{3} \int_0^t \int_0^\infty g_\tau(x, \tau)w^3(x, \tau)dxd\tau
\]

\[
-2 \int_0^t \int_0^\infty g_{xx}(x, \tau)v_\tau(x, \tau)w_\tau(x, \tau)dxd\tau
\]

\[
-2 \int_0^t \int_0^\infty g_\tau(x, \tau)v_\tau(x, \tau)w(x, \tau)w_\tau(x, \tau)dxd\tau
\]

\[
-2 \int_0^t \int_0^\infty g(x, \tau)v_{xx}(x, \tau)w_\tau(x, \tau)dxd\tau
\]

\[
(5.9) \quad -2 \int_0^t \left[ g_\tau(0, \tau)v(0, \tau) + g(0, \tau)v_\tau(0, \tau) \right] w_\tau(0, \tau)d\tau.
\]
For any $t \in (0, T]$, the terms on the right-hand side of equation (5.9) may be estimated as follows:

\[
\left| \int_0^t \int_0^\infty v_x(x, \tau)w^3(x, \tau)dx d\tau \right| \\
\leq \int_0^t \|w(\cdot, \tau)\|_{H^1(R^+)}^2 \|v_x(\cdot, \tau)\|_{L^2(R^+)} \|w(\cdot, \tau)\|_{L^2(R^+)} d\tau \\
\leq \|v\|_{L^1} \sup_{0 \leq \tau \leq t} \|w(\cdot, \tau)\|_{L^2(R^+)} \int_0^t \|w(\cdot, \tau)\|_{H^1(R^+)}^2 d\tau;
\]

\[
\left| \int_0^t \int_0^\infty v(x, \tau)v_x(x, \tau)w^2(x, \tau)dx d\tau \right| \\
\leq \int_0^t \|w(\cdot, \tau)\|_{H^1(R^+)}^2 \|v_x(\cdot, \tau)\|_{L^2(R^+)} \|v_x(\cdot, \tau)\|_{L^2(R^+)} d\tau \\
\leq \|v\|_{L^1}^2 \int_0^t \|w(\cdot, \tau)\|_{H^1(R^+)}^2 d\tau;
\]

\[
\left| \int_0^t \int_0^\infty v_x^2(x, \tau)w_x(x, \tau)dx d\tau \right| \\
\leq \int_0^t \|v_x(\cdot, \tau)\|_{L^\infty(R^+)} \|v_x(\cdot, \tau)\|_{L^2(R^+)} \|w_x(\cdot, \tau)\|_{L^2(R^+)} d\tau \\
\leq \sup_{0 \leq \tau \leq t} \|v_x(\cdot, \tau)\|_{L^2(R^+)} \left( \int_0^t \|v_x(\cdot, \tau)\|_{L^\infty(R^+)}^4 d\tau \right)^{1/4} \left( \int_0^t \|w_x(\cdot, \tau)\|_{L^2(R^+)}^{4/3} d\tau \right)^{3/4} \\
\leq C_T \|v\|_{L^1}^2 \left( \int_0^t \|w(\cdot, \tau)\|_{H^1(R^+)}^2 d\tau \right)^{1/2} \\
\leq \left( \int_0^t \|v_{xx}(\cdot, \tau)\|_{L^\infty(R^+)} \|w(\cdot, \tau)\|_{H^1(R^+)}^2 d\tau \right)^{1/4} \left( \int_0^t \|w(\cdot, \tau)\|_{H^{3/2}(R^+)}^{8/3} \right)^{3/4} \\
\leq C_T \|w\|_{H^{5/6}(0, T)} \sup_{0 \leq \tau \leq t} \|w(\cdot, \tau)\|_{H^1(R^+)} \left( \int_0^t \|w(\cdot, \tau)\|_{H^1(R^+)}^{4/3} d\tau \right)^{3/4} \\
\leq C_T \|w\|_{H^{5/6}(0, T)} \sup_{0 \leq \tau \leq t} \|w(\cdot, \tau)\|_{H^1(R^+)} \left( \int_0^t \|w(\cdot, \tau)\|_{H^1(R^+)}^2 d\tau \right)^{1/2};
\]
In a similar vein, one obtains the following inequalities:

\[
\left| \int_0^t \int_0^\infty v(x, \tau) v_{xx}(x, \tau) w_x(x, \tau) dxd\tau \right|
\]

\[
\leq \int_0^t \| v(\cdot, \tau) v_{xx}(\cdot, \tau) \|_{L^2(R^+)} \| w_x(\cdot, \tau) \|_{L^2(R^+)} d\tau
\]

\[
\leq \left( \int_0^t \| v(\cdot, \tau) v_{xx}(\cdot, \tau) \|_{L^2(R^+)}^2 d\tau \right)^{1/2} \left( \int_0^t \| w_x(\cdot, \tau) \|_{L^2(R^+)}^2 d\tau \right)^{1/2}
\]

\[
\leq \int_0^t \| w_x(\cdot, \tau) \|^2_{L^2(R^+)} d\tau + \int_0^t \sup_{0 \leq \tau \leq t} v^2(x, \tau) \int_0^t v_{xx}^2(x, \tau) d\tau dx
\]

\[
\leq \int_0^t \| w_x(\cdot, \tau) \|^2_{L^2(R^+)} d\tau + \sup_{0 \leq \tau \leq t} \int_0^t v^2(x, \tau) d\tau \int_0^\infty \sup_{0 \leq \tau \leq t} v^2(x, \tau) dx
\]

\[
\leq \int_0^t \| w_x(\cdot, \tau) \|^2_{L^2(R^+)} d\tau + \| v \|^2_{L^4}
\]

and

\[
\left| \int_0^\infty w^3(x, t) dx \right| \leq \| w(\cdot, t) \|_{H^1(R^+)} \| w(\cdot, t) \|^2_{L^2}
\]

\[
\leq \frac{1}{4} \| w(\cdot, t) \|^2_{H^1(R^+)} + \| w(\cdot, t) \|^4_{L^2(R^+)}
\]

In a similar vein, one obtains the following inequalities:

\[
\int_0^t \int_0^\infty \left| Y(x, \tau) \right| w^2(x, \tau) dxd\tau \leq C_T \| (\phi, h) \|^2_{L^4} \int_0^t \| w \|^2_{L^2(R^+)} d\tau;
\]

\[
\int_0^t \int_0^\infty \left| Y_x(x, \tau) w_x(x, \tau) \right| dxd\tau \leq C_T \| (\phi, h) \|^2_{L^4} \left( \int_0^t \| w(\cdot, \tau) \|_{H^1(R^+)}^2 d\tau \right)^{1/2};
\]

\[
\int_0^t \int_0^\infty \left| g_x(x, \tau) w^3(x, \tau) \right| dxd\tau
\]

\[
\leq |h(0)| \int_0^t \| w(\cdot, \tau) \|_{H^1(R^+)} \| w(\cdot, \tau) \|^2_{L^2(R^+)} d\tau
\]

\[
\leq \| h \|_{H^{2/3}(0,T)} \sup_{0 \leq \tau \leq t} \| w(\cdot, \tau) \|^2_{L^2(R^+)} \int_0^t \| w(\cdot, \tau) \|_{H^1(R^+)} d\tau;
\]

\[
\int_0^t \int_0^\infty \left| g_{xx}(x, \tau) w(x, \tau) w_x(x, \tau) \right| dxd\tau
\]

\[
\leq C_T \| h \|_{H^{2/3}(0,T)} \sup_{0 \leq \tau \leq t} \| w(\cdot, \tau) \|_{L^2(R^+)} \int_0^t \| w_x(\cdot, \tau) \|_{L^2(R^+)} d\tau;
\]

\[
\int_0^t \int_0^\infty \left| g_x(x, \tau) w_x^2(x, \tau) \right| dx \leq C_T \| h \|_{H^{2/3}(0,T)} \int_0^t \| w_x(\cdot, \tau) \|^2_{L^2(R^+)} d\tau;
\]
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\[
\int_0^t \int_0^\infty |(g(x, \tau)v(x, \tau))_x w^2(x, \tau)| \, dx \, d\tau \leq C_t \|v\|_{L^2(R^+)}^2 \int_0^t \|w(\cdot, \tau)\|_{L^2(R^+)}^2 \, d\tau;
\]

\[
\int_0^t \int_0^\infty |g(x, \tau)v(x, \tau) w_x(x, \tau)| \, dx \, d\tau \leq C_T |h(0)| \left( \int_0^\infty \sup_{0 \leq \tau \leq t} |v_{xx}(x, \tau)|^2 \, dx \right)^{1/2} \left( \int_0^t \int_0^\infty w^2_x(x, \tau) \, dx \, d\tau \right)^{1/2}
\]

and

\[
\int_0^t \int_0^\infty |(g_x v)_x w| \, dx \, d\tau \leq C_T \|v\|_{L^2(R^+)} \int_0^t \|w_x\|_{L^2(R^+)} \, d\tau.
\]

In addition, the integrals corresponding to boundary traces need to be bounded:

\[
\left| \int_0^t v(0, \tau) w^2_x(0, \tau) \, d\tau \right| \leq \sup_{0 \leq \tau \leq t} |v(0, \tau)| \int_0^t w^2_x(0, \tau) \, d\tau \leq \|v\|_{Z^2_1} \int_0^t w^2_x(0, \tau) \, d\tau;
\]

\[
\left| \int_0^t v(0, \tau) v_x(0, \tau) w_x(0, \tau) \, d\tau \right| \leq \|v\|_{Z^2_2} \left( \int_0^t v^2_x(0, \tau) \, d\tau \right)^{1/2} \left( \int_0^t w^2_x(0, \tau) \, d\tau \right)^{1/2} \leq \|v\|_{Z^2_2} \left( \int_0^t w^2_x(0, \tau) \, d\tau \right)^{1/2};
\]

\[
\int_0^t |Y(0, \tau) w_x(0, \tau)| \, d\tau \leq 3 \left( \|h\|_{H^{2,3}(0, T)} + \|h\|_{H^{2,3}(0, \tau)}^2 \right)
\times \left( \int_0^t |w_x(0, \tau)|^2 \, d\tau \right)^{1/2} ;
\]

\[
\int_0^t |g(0, \tau) w^2_x(0, \tau)| \, d\tau \leq |h(0)| \int_0^t |w_x(0, \tau)|^2 \, d\tau
\]

and

\[
\int_0^t |g_x(0, \tau) (v(0, \tau) + v_x(0, \tau)) w_x(0, \tau)| \, d\tau \leq C_T |h(0)| \|v\|_{Z^2_1}
\times \left( \int_0^t |w_x(0, \tau)|^2 \, d\tau \right)^{1/2}.
\]
Combining the above estimates yields the inequality
\[
\|w(\cdot, t)\|_{H^1(R^+)}^2 + \int_0^t w_{xx}(0, \tau) d\tau \\
\leq \frac{1}{2} \sup_{0 \leq \tau \leq t} \|w(\cdot, \tau)\|_{H^1(R^+)}^2 + \alpha_1 + \alpha_2 \int_0^t \|w\|_{H^1(R^+)}^2 d\tau,
\]
valid for any \( t \in [0, T] \), where the \( \alpha_j, j = 1, 2 \), depend only on \( T, \|h\|_{H^{1/3}(R^+)} \) and \( \|h\|_{H^{1/6}(R^+)} \). As before, there obtains from this integral inequality the bound
\[
\sup_{0 \leq t \leq T} \|w(\cdot, t)\|_{H^1(R^+)} + \left( \int_0^T w_{xx}(0, t) dt \right)^{1/2} \leq \alpha_T (\|h\|_{V^1_{L^2}}).
\]
The proof of Proposition 5.3 is complete.

**Proof of Proposition 5.4.** Observing that
\[
u_{xxx} = -u_t - u_x - uu_x,
\]
we are naturally led to search for a global \( L^2 \)-estimate on \( u_t \) instead of attempting to derive a global \( L^2 \)-estimate for \( u_{xxx} \) directly. As observed already in [5, 6], there is a crucial advantage to this approach in terms of the boundary traces that arise in the analysis.

If \( v = u_t \), then \( v \) solves
\[
\begin{align*}
\partial_t v + \partial_x v + \partial_x (uv) + \partial_x^3 v &= 0, & \text{for } x, t \geq 0, \\
v(x, 0) &= \phi_1(x), & v(0, t) &= h_1(t),
\end{align*}
\]
with \( \phi_1(x) = -\phi'(x) - \phi(x)\phi'(x) - \phi'''(x) \) and \( h_1(t) = h'(t) \). We show that
\[
\sup_{t \in [0, T]} \|v(\cdot, t)\|_{L^2(R^+)} \leq \alpha_T (\|u\|_{Z^1_{L^2}} (\|h_1\|_{H^{1/3}(R^+)} + \|\phi_1\|_{L^2(R^+)})
\]
which, together with (5.2), is equivalent to the desired estimate (5.3).

Rewrite \( v \) as \( v = w + z \) with \( w \) solving
\[
\begin{align*}
w_t + w_x + w_{xxx} &= 0, & \text{for } x, t \geq 0, \\
w(x, 0) &= \phi_1(x), & w(0, t) &= h_1(t).
\end{align*}
\]
It follows that \( z \) is a solution to the initial-boundary-value problem
\[
\begin{align*}
\partial_t z + \partial_x z + \partial_x (uz) + \partial_x^3 z &= -(uw)_x, & \text{for } x, t \geq 0, \\
z(x, 0) &= 0, & z(0, t) &= 0.
\end{align*}
\]
By Proposition 4.5, there is a \( T \)-dependent constant \( C_T \) such that
\[
\begin{align*}
\sup_{0 \leq t \leq T} \|w(\cdot, t)\|_{L^2(R^+)} + \sup_{x \geq 0} \left( \int_0^T |w_x(x, t)|^2 dt \right)^{1/2} \\
\leq C_T \left( \|\phi_1\|_{L^2(R^+)} + \|h_1\|_{H^{1/3}(0, T)} \right).
\end{align*}
\]
Since
\[
\int_0^T \int_0^\infty |w_x(x,t)u(x,t)|^2 \, dx \, dt = \int_0^\infty \int_0^T |w_x(x,t)u(x,t)|^2 \, dt \, dx
\]
\[
\leq \int_0^\infty \sup_{0 \leq t \leq T} |u(x,t)|^2 \int_0^T |w_x(x,t)|^2 \, dt \, dx
\]
\[
\leq \sup_{x \geq 0} \int_0^T |w_x(x,t)|^2 \, dt \int_0^\infty \sup_{0 \leq t \leq T} |u(x,t)|^2 \, dx
\]
\[
\leq C_T \|u\|_{L^2(T)}^2 \left( \|\phi_1\|_{L^2(R^+)} + \|h_1\|_{H^{1/3}(0,T)} \right)^2
\]
and
\[
\int_0^T \int_0^\infty |w(x,t)u_x(x,t)|^2 \, dx \, dt \leq \int_0^T \sup_{x \in R^+} |u_x(x,t)|^2 \int_0^\infty |w(x,t)|^2 \, dx \, dt
\]
\[
\leq \sup_{0 \leq t \leq T} \int_0^\infty |w(x,t)|^2 \, dx \int_0^T \sup_{x \in R^+} |u_x(x,t)|^2 \, dt
\]
\[
\leq C_T \|u\|_{L^2(T)}^2 \left( \|\phi_1\|_{L^2(R^+)} + \|h_1\|_{H^{1/3}(0,T)} \right)^2,
\]
it is seen that
\[
(5.14) \quad \left( \int_0^T \|(uw)_x\|_{L^2(R^+)}^2 \, dt \right)^{1/2} \leq C_T \|u\|_{Z_T^1} \left( \|\phi_1\|_{L^2(R^+)} + \|h_1\|_{H^{1/3}(0,T)} \right)
\]
for any \( T > 0 \).

Next multiply both sides of the evolution equation in (5.12) by \( 2z \) and integrate with respect to \( x \) over \( R^+ \). After integration by parts, there appears
\[
\frac{d}{dt} \int_0^\infty z^2(x,t) \, dx + z_x^2(0,t) + \int_0^\infty u_x(x,t)z^2(x,t) \, dx = 2 \int_0^\infty g(x,t)z(x,t) \, dx,
\]
which holds for any \( t \in [0,T] \), where \( g = -(uw)_x \). As a result, it follows that
\[
\frac{d}{dt} \int_0^\infty z^2(x,t) \, dx \leq \int_0^\infty g^2(x,t) \, dx + \left( 1 + \sup_{x \in R^+} |u_x(x,t)| \right) \int_0^\infty z^2(x,t) \, dx.
\]
Using Gronwall’s lemma, it is adduced that
\[
\sup_{0 \leq t \leq T} \int_0^\infty z^2(x,t) \, dx \leq \int_0^t e^{\int_\tau^t \left( 1 + \sup_{y \geq 0} |u_x(y,t)| \right) \, dt} \int_0^\infty g^2(x,s) \, dx \, ds
\]
\[
\leq \alpha_T(\|u\|_{Z_T^1}) \int_0^T \int_0^\infty g^2(x,s) \, dx \, ds,
\]
which, together with (5.13) and (5.14), yields (5.11). The proof is complete.

Next, a global \textit{a priori} bound in \( H^s(R^+) \) is obtained for solutions of (4.11) when \( s > 3 \).

\textbf{Theorem 5.5.} For given \( T > 0 \) and \( s = 3m + s' \) with \( 0 < s' \leq 3 \) and \( m \geq 1 \), there exists a \( T \)-dependent and continuous non-decreasing function \( \alpha_T : R^+ \rightarrow R^+ \) such
that for any smooth solution $u$ of (4.1),
\[
\sup_{0 \leq t \leq T} \|\partial_t^m u(\cdot, t)\|_{H^{s'}(R^+)} + \sum_{k=0}^{m-1} \sup_{0 \leq t \leq T} \|\partial_t^k u(\cdot, t)\|_{H^s(R^+)}
\leq \alpha_T \left( \|\phi, h\|_{H^s(R^+) \times H^{s+1/3}(0, T)} \right).
\]

Proof. We only prove Theorem 5.5 for $m = 1$. The general case follows by induction. Let $v = u_t$. Then $v$ is a solution of
\[
\begin{align*}
\partial_t v + \partial_x v + \partial_x(uv) + \partial_x^2 v &= 0, \quad \text{for } x, t \geq 0, \\
v(x, 0) &= \phi_1(x), \quad v(0, t) = h_1(t).
\end{align*}
\]
(5.15)

The problem (5.15) is linear, but with $u \in Z^2$ as a variable coefficient. Applying the proof of Proposition 5.3, the following estimate emerges for sufficiently regular solutions of (5.15):
\[
\sup_{0 \leq t \leq T} \|v(\cdot, t)\|_{L^2(R^+)} \leq C_T \|u\|_{Z^1} \left( \|\phi_1\|_{L^2(R^+)} + \|h_1\|_{H^{1/3}(0, T)} \right).
\]

Secondly, by using Proposition 6.1 in the next section, which, as mentioned before, is proved independently of the considerations in this section, we also have
\[
\sup_{t \in [0, T]} \|v(\cdot, t)\|_{H^s(R^+)} \leq \alpha_T \left( \|u\|_{Z^1} \right) \left( \|\phi_1\|_{H^s(R^+)} + \|h_1\|_{H^{2/3}(0, T)} \right).
\]
The following estimates hold by interpolation:
\[
\sup_{t \in [0, T]} \|v(\cdot, t)\|_{H^{s'}(R^+)} \leq \alpha_T \left( \|u\|_{Z^1} \right) \left( \|\phi, h\|_{H^{s}(R^+) \times H^{s+1/3}(0, T)} \right)
\]
(5.16)
\[
\leq \alpha_T \left( \|\phi, h\|_{H^{s}(R^+) \times H^{s+1/3}(0, T)} \right)
\]
for any $s'$ with $0 \leq s' \leq 1$. When $s' > 1$, using Proposition 6.1 directly gives
\[
\sup_{t \in [0, T]} \|v(\cdot, t)\|_{H^{s'}(R^+)} \leq \alpha_T \left( \|u\|_{Z^1} \right) \left( \|\phi, h\|_{H^{s}(R^+) \times H^{s+1/3}(0, T)} \right)
\]
\[
\leq \alpha_T \left( \|\phi, h\|_{H^{s}(R^+) \times H^{s+1/3}(0, T)} \right).
\]

Thus (5.15) holds for $m = 1$. As already indicated, the remainder of the proof follows by an induction that is analogous to the argument just presented for the case $m = 1$. 

As an immediate consequence of Theorem 5.1, Theorem 5.5 and the local well-posedness results established in Section 4, the following global well-posedness result for the initial-boundary-value problem (1.1) is obtained.

**Theorem 5.6.** Let $T > 0$ and $s \geq 1$ be given. Then for any $s$-compatible $(\phi, h) \in H^s(R^+) \times H^{s+3s/2}(0, T)$ when $1 \leq s \leq 3$ and for any $s$-compatible $(\phi, h) \in H^s(R^+) \times H^{s+1/3}(0, T)$ when $s > 3$, the problem (1.1) admits a unique solution $u \in Z_s \cap C([0, T]; H^s(R^+))$ with $\partial_t^k u \in C([0, T]; H^{s-k}(R^+))$ for $k = 0, 1, \cdots, \lfloor s/3 \rfloor$. 
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6. Taylor series expansion

Having established local and global well-posedness results, interest naturally turns to related issues. Here we focus on the mapping that takes compatible pairs of initial- and boundary-data into associated solutions and inquire about the regularity of this correspondence. For given \( T > 0 \) and \( s \geq 0 \), let \( X^s_T \) be the collection of all \( s \)-compatible functions \((\phi, h) \in H^s(\mathbb{R}^+) \times H^{(s+1)/3}(0, T)\). By its definition, \( X^s_T \) is a linear vector subspace of \( H^s(\mathbb{R}^+) \times H^{(s+1)/3}(0, T) \) only when \( 0 \leq s \leq 7/2 \). When \( s \) is in this range, we consider \( X^s_T \) as a Banach space with norm induced by that of \( H^s(\mathbb{R}^+) \times H^{(s+1)/3}(0, T) \). For any \( s > 3/4 \), the results established in Sections 4 and 5 show that the initial-boundary-value problem (4.1) defines a nonlinear map \( K_I \) from the space \( X^s_T \) to the space \( Z^s_T \). For \( T > 0 \), let \( D^s_T = D^s_T(K_I) \) denote the domain of the map \( K_I \) in the space \( X^s_T \). An element \( g = (\phi, h) \in X^s_T \) and the associated solution \( u \) of \((4.1)\) with auxiliary data \((\phi, h)\) exists at least on the time interval \([0, T]\). Obviously, \( D^s_T \) is not empty since \( 0 \in D^s_T \).

Because of the global well-posedness of (4.1) for \( s \geq 3 \), it is clear that \( D^s_T = X^s_T \) in this case. From the proofs of the results presented in Section 4, the map \( K_I \) is known to be Lipschitz continuous from \( D^s_T \) to \( Z^s_T \). In this section it is shown that \( K_I \) has far stronger regularity. More precisely, when \( 3/4 < s \leq 7/2 \), for any \( g \in D^s_T \), there exists an \( \eta > 0 \) such that for any \( w \in X^s_T \), we then have \( K_I(g + w) \) has the following Taylor series expansion:

\[
K_I(g + w) = K_I(g) + \sum_{n=1}^{\infty} \frac{K^{(n)}_I(g)|w^n|}{n!} 
\]

where \( K^{(n)}_I(g) \) is the \( n \)-th order Fréchet derivative of \( K_I \) evaluated at \( g \) and the series converges strongly in the space \( Z^s_T \). In other words, the map \( K_I \) is analytic. In case \( s > 7/2 \), the Taylor series expansion does not hold in the form just presented since the space \( X^s_T \) is no longer a vector space. In this situation, consideration is given to an initial-boundary-value problem for a general \( m \)-nonlinear system which includes (4.1) as a special case. It will be shown that the corresponding nonlinear map \( K_I \) is analytic.

To begin, we present a well-posedness result for the linear, variable-coefficient, initial-boundary-value problem

\[
\begin{cases}
\partial_t u + \partial_x u + \partial_x (au) + \partial_x^3 u = \partial_x (fg), & \text{for } x \geq 0, \ 0 \leq t \leq T, \\
u(x, 0) = \phi(x), \quad u(0, t) = h(t),
\end{cases}
\]

(6.1)

for the linearized KdV equation. This result was already used in Section 5 and will also play an important role in establishing analyticity of the map \( K_I \).

**Proposition 6.1.** Let \( T > 0 \) and \( s \in (3/4, 3] \) be given. Suppose that \( a, f, g \in Z^s_T \). Then, for any \((\phi, h) \in X^s_T \), (6.1) admits a unique solution \( u \in Z^s_T \) satisfying

\[
\|u\|_{Z^s_T} \leq \alpha_T \left( \|a\|_{Z^s_T} \left( \|f\|_{Z^s_T} \|g\|_{Z^s_T} + \|(\phi, h)\|_{X^s_T} \right) \right)
\]

(6.2)

where \( \alpha_T : \mathbb{R}^+ \to \mathbb{R}^+ \) is a \( T \)-dependent and continuous non-decreasing function which is independent of \( f, g \) and \((\phi, h)\).
Hence if we choose \( r_g \) at \( D \) analytic from 

\[ u \text{ depends on } T \] 

and 

\[ r \text{ is chosen according to (6.3) and (6.4) which only} \]

where \( u \) is the unique solution of

\[
\begin{align*}
  u_t + u_x + u_{xxx} &= -(av)_x + (fg)_x, & x \geq 0, 0 \leq t \leq T, \\
  u(x, 0) &= \phi(x), & u(0, t) = h(t).
\end{align*}
\]

Applying Lemmas 4.1–4.6, one can show that there is a constant \( C \) depending on \( r \) and \( T \), but independent of \( v \), such that

\[
\lambda_{\beta,s}(\Gamma(v)) \leq C \left( \|g\|_{Z_T^s} f \|f_{Z_T^s} + \|\phi, h\|_{X_T^s} \right) + C(\beta^{1/4} + \beta^{1/2})\lambda_{T,s}(a)\lambda_{\beta,s}(v).
\]

Hence if we choose \( r \) so that

\[
(6.3) \quad r = 2C \left( \|g\|_{Z_T^s} f \|f_{Z_T^s} + \|\phi, h\|_{X_T^s} \right),
\]

then there is a unique choice \( \beta \) for which

\[
(6.4) \quad rC(\beta^{1/4} + \beta^{1/2})\lambda_{T,s}(a) = 1/2.
\]

If we define \( \beta = \min\{T, \tilde{\beta}\} \), then

\[
\lambda_{\beta,s}(\Gamma(v)) \leq r
\]

for any \( v \in S_{\beta,r} \). Moreover, for any \( v_1, v_2 \in S_{\beta,r} \),

\[
\lambda_{\beta,r}(\Gamma(v_1) - \Gamma(v_2)) \leq \frac{1}{2} \lambda_{\beta,r}(v_1 - v_2).
\]

With such a choice of \( r \) and \( \beta \), \( \Gamma \) is a contraction map from \( S_{\beta,r} \) to \( S_{\beta,r} \). Its unique fixed point is the desired solution of (6.1) on the temporal interval \( 0 \leq t \leq \beta \).

However, since the value of \( \beta \) is chosen according to (6.3) and (6.4) which only depends on \( \|a\|_{Z_T^s}, \|g\|_{Z_T^s} \) \( f \) and \( \|f\|_{Z_T^s} \), a standard iteration extends the solution to the entire interval \( 0 \leq t \leq T \). The proof is complete.

The major step in the present development is to show that for \( T > 0 \) and

\[
s \in (3/4, 3], \quad D_T^s \text{ is an open set in the space } X_T^s \text{ and that the nonlinear map } K_T \text{ is analytic from } D_T^s \text{ to } Z_T^s.
\]

The following formal calculation is instructive. If \( K_T \) is an analytic mapping from \( D_T^s \) to \( Z_T^s \), then, for \( n = 0, 1, 2, \cdots \), its \( n \)-th order Fréchet derivative \( K_T^{(n)}(g) \) at \( g \in D_T^s \) exists and is the symmetric, \( n \)-linear map from the \( n \)-fold product \( X_T^s \times \cdots \times X_T^s \) to \( Z_T^s \) given as

\[
K_T^{(n)}(g)[w_1, \cdots, w_n] = \left\{ \frac{\partial^n}{\partial \xi_1 \cdots \partial \xi_n} K_T \left( g + \sum_{k=1}^{n} \xi_k w_k \right) \right\}_{\xi_1=0, \cdots, \xi_n=0}
\]

for any \( w_1, w_2, \cdots, w_n \in X_T^s \). The homogeneous polynomial \( K_T^{(n)}(g)[w^n] \) of degree \( n \) induced by \( K_T^{(n)}(g) \) evaluated at \( w^n = (w, w, \cdots, w) \) \((n\text{-components})\) is

\[
K_T^{(n)}(g)[w^n] = \left\{ \frac{d^n}{d \xi^n} K_T(g + \xi w) \right\}_{\xi=0}
\]
where \( w = (w_\phi, w_h) \in X^*_T \). If we define \( y_n \) by
\[
y_n = K^{(n)}_I (g)[w^n],
\]
then it is formally ascertained that \((y_1, y_2, \cdots, y_n)\) solves the system
\[
\begin{aligned}
\partial_t y_1 + \partial_x y_1 + \partial_x (w y_1) + \partial^3_x y_1 &= 0, & \text{for } x \geq 0, 0 \leq t \leq T, \\
y_1(x, 0) &= w_\phi(x), & y_1(0, t) &= w_h(t),
\end{aligned}
\]
and
\[
\begin{aligned}
\partial_t y_k + \partial_x y_k + \partial_x (w y_k) + \partial^3_x y_k &= -\frac{1}{2} \sum_{j=1}^{k-1} \binom{k}{j} \partial_x (y_j y_{k-j}), \\
y_k(x, 0) &= 0, & y_k(0, t) &= 0,
\end{aligned}
\]
for \( x \geq 0, 0 \leq t \leq T \) and \( 2 \leq k \leq n \), where \( u = K_I (g) \equiv y_0 \) and \( w = (w_\phi, w_h) \in X^*_T \).

On the other hand, for any \( g = (\phi, h) \in D^T_s \), let \( u = K_I (g) \) and consider solving the linear system (6.5)–(6.6). It follows from Proposition 6.1 that the system (6.5)–(6.6) may be used to define a homogeneous polynomial of degree \( n \) which maps \( X^*_T \) to \( Z^*_T \) as described in the following proposition.

**Proposition 6.2.** Let \( T > 0, \ 3/4 < s \leq 3 \) and \( g \in D^T_s = D^T_s (K_I) \) be given and let \( u = K_I (g) \). Then the system (6.5)–(6.6) defines a homogeneous polynomial \( K^{(n)}_I (g)[w^n] \) of degree \( n \) from \( X^*_T \) to \( Z^*_T \). Moreover, there exists a constant \( c_3 \) such that
\[
\|y_n\|_{Z^*_T} \leq c_3 n! \|w\|_{X^*_T}^n
\]
for any \( n \geq 2 \), where \( c_3 = c_3 (T, \|u\|_{Z^*_T}) \), and it may be that \( c_3 \to +\infty \) as \( T \to +\infty \) or as \( \|u\|_{Z^*_T} \to +\infty \), but in any case \( c_3 \to 0 \) if \( T \to 0 \), or if \( \|u\|_{Z^*_T} \to 0 \).

**Proof.** The proof is a straightforward consequence of Lemmas 4.1–4.6 and Proposition 6.1 (see [64], Prop. 3.3 for details).

For \( w \in X^*_T \), define a Taylor polynomial \( P_n(w) \) of degree \( n \) by
\[
P_n(w) = \sum_{k=0}^{n} \frac{K^{(k)}_I (g)[w^k]}{k!} = K_I (g) + \sum_{k=1}^{n} \frac{y_k}{k!},
\]
and a Taylor series by
\[
P(w) = \sum_{k=0}^{\infty} \frac{K^{(k)}_I (g)[w^k]}{k!}.
\]

**Proposition 6.3.** Let \( T > 0 \) and \( 3/4 < s \leq 3 \) be given. For any \( g = (\phi, h) \in D^T_s \), there exists an \( \eta > 0 \) depending only on \( \|K_I (g)\|_{Z^*_T} \) such that the formal Taylor series (6.7) is uniformly convergent in the space \( Z^*_T \) with respect to \( w \in X^*_T \) with \( \|w\|_{X^*_T} \leq \eta \). Moreover, if \( v = P(w) \), then \( v \in Z^*_T \) solves the problem
\[
\begin{aligned}
v_t + v_x + v v_x + v_{xxx} &= 0, & \text{for } x \geq 0, t \in (0, T], \\
v(x, 0) &= \phi(x) + w_\phi(x), & v(0, t) &= h(t) + w_h(t).
\end{aligned}
\]
Proof. It is readily seen that the sequence \( \{P_n(w)\}_{n=0}^{\infty} \) of Taylor polynomials is Cauchy in \( Z_+^s \) uniformly for \( w \) in the ball of radius \( \eta \) in \( X_+^s \) for suitable \( \eta \). Indeed, because of Proposition 6.2, it transpires that for \( m \geq n \geq 0 \),

\[
\|P_n(w) - P_m(w)\|_{Z_+^s} = \left\| \sum_{k=n}^{m} \frac{y_k}{k!} \right\|_{Z_+^s} \leq \sum_{k=n}^{m} \frac{\|y_k\|_{Z_+^s}}{k!} \leq \sum_{k=n}^{m} c_\eta^k \|w\|^k_{X_+^s}.
\]

If \( \eta \) is chosen so that

\begin{equation}
\eta \leq 1/(2c_\eta),
\end{equation}

then for \( w \in X_+^s \) with \( \|w\|_{X_+^s} \leq \eta \), one has

\[
\|P_n(w) - P_m(w)\|_{Z_+^s} \leq \sum_{k=n}^{m} \frac{1}{2^k}
\]

which goes to zero uniformly as \( n, m \to \infty \).

Since \( \{P_n(w)\}_{n=0}^{\infty} \) is a Cauchy sequence in the space \( Z_+^s \), it makes sense to define \( v = P(w) \) as its limit as \( n \to \infty \). Then \( v \in Z_+^s \) and \( v \) solves the initial-boundary-value problem (6.10). To see this, note first that

\[
v(x, 0) = \sum_{k=0}^{\infty} \frac{y_k(x, 0)}{k!} = u(x, 0) + y_1(x, 0) = \phi(x) + w_\phi(x),
\]

\[
v(0, t) = \sum_{k=0}^{\infty} \frac{y_k(0, t)}{k!} = u(0, t) + y_1(0, t) = h(t) + w_\phi(t).
\]

Moreover, since the series \( P(w) \) is absolutely convergent in the Banach algebra \( Z_+^s \), it follows that

\[
v^2 = \left( u + \sum_{k=1}^{\infty} \frac{y_k}{k!} \right)^2 = u^2 + 2 \sum_{k=1}^{\infty} \frac{uy_k}{k!} + \left( \sum_{k=1}^{\infty} \frac{y_k}{k!} \right)^2
\]

\[
= 2 \left( \frac{1}{2} u^2 + \sum_{k=1}^{\infty} \frac{uy_k}{k!} + \frac{1}{2} \sum_{k=1}^{\infty} \frac{1}{k!} \sum_{n=0}^{k-1} \binom{k}{n} y_n y_{n-k} \right).
\]

In consequence, we have

\[
\partial_t v + \frac{1}{2} \partial_x (v^2) + \partial_x^3 v = \partial_t u + \sum_{k=1}^{\infty} \frac{\partial_t y_k}{k!} + \partial_x^3 u
\]

\[
+ \sum_{k=1}^{\infty} \frac{\partial_x^3 y_k}{k!} + \frac{1}{2} \partial_x (u^2) + \sum_{k=1}^{\infty} \left\{ \frac{\partial_x (uy_k)}{k!} + \frac{1}{2k} \sum_{n=0}^{k-1} \binom{k}{n} \partial_x (y_n y_{n-k}) \right\}
\]

\[
= \left( \partial_t u + \frac{1}{2} \partial_x (u^2) + \partial_x^3 u \right) + \left( \partial_t y_1 + \partial_x (uy_1) + \partial_x^3 y_1 \right) +
\]

\[
+ \sum_{k=2}^{\infty} \frac{1}{k!} \left\{ \partial_t y_k + \partial_x (uy_k) + \frac{1}{2} \sum_{n=0}^{k-1} \binom{k}{n} \partial_x (y_n y_{n-k}) + \partial_x^3 y_k \right\}
\]

\[
= 0.
\]

The proof is complete. \( \square \)
The following theorem is now readily adduced.

**Theorem 6.4** (Analyticity). For any $T > 0$ and $3/4 < s \leq 3$ the nonlinear problem (4.1) establishes a map $K_I$ from the space $X^s_T$ to the space $Z^s_T$ having as its domain $D^s_T$ a non-empty open subset of $X^s_T$. The map $K_I$ is analytic from $D^s_T$ to $Z^s_T$ in the sense that for any $\phi \in D^s_T$, there exists an $\eta > 0$ such that for any $w \in X^s_T$ with $\|w\|_{X^s_T} \leq \eta$, the Taylor series expansion

$$K_I(\phi + w) = \sum_{n=0}^{\infty} \frac{K_I^{(n)}(\phi)[w^n]}{n!}$$

converges in the space $Z^s_T$. Moreover, the convergence is uniform with regard to $w$ in the aforementioned ball in $X^s_T$.

**Remarks.**
1. The above theorem holds also for $3 < s < 7/2$. Since its proof is similar to that for the system discussed below, a separate discussion is not included.
2. Since $0 \in D^s_T$, there exists an $\eta > 0$ depending on $T$ such that for any $g = (\phi, h) \in X^s_T$ with $\|g\|_{X^s_T} \leq \eta$, the problem (4.1) has a unique solution $u \in Z^s_T$ defined at least on the time interval $(0, T)$. Moreover, according to (6.1) and Proposition 6.2, $\eta \to \infty$ as $T \to 0$. The local well-posedness of the problem (4.1) thus follows as a corollary to Theorem 5.1. This provides an alternative approach to the well-posedness of (4.1): show first the analyticity of the map $K_I$ by establishing the solvability of the $n$-linear system (6.6). One advantage of this approach is that it clearly shows the solution of the nonlinear problem (4.1) can be obtained by solving a sequence of linear problems.
3. We know already that (4.1) is globally well-posed in the space $X^s_T$ when $s \geq 3$. In case $3/4 < s < 3$, only local well-posedness has been proved in $X^s_T$ and the needed a priori estimates are not available. Of course, global well-posedness is valid for $1 \leq s < 3$, but slightly stronger conditions on the boundary data are needed than is implied by membership in $X^s_T$. This raises the question of whether the corresponding solutions blow up in finite time or exist globally in the space $H^s(R^+ \setminus \{0\})$. As an application of the analyticity of the map $K_I$, a partial answer to this question is forthcoming. For $(\phi, h) \in X^s_\infty$, the corresponding solution $u$ of (4.1) exists globally in the space $H^s(R^+ \setminus \{0\})$ if and only if $(\phi, h) \in D^s_T$ for all $T > 0$. On the other hand, it follows from our theory that for any $T > 0$, $D^s_T$ is a dense subset of the space $X^s_T$. The Baire Category Theorem thus implies that initial-data and boundary-data that yield globally defined solutions comprise a dense $G_\delta$-set in $X^s_\infty$.

Attention is turned to the case $s > 3$. As pointed out earlier, if $s > 7/2$, then $X^s_T$ is not a linear space because of the nonlinear compatibility condition imposed by membership in this class. One way to deal with this fact of life is to realize (4.1) as a specialization of a system of equations. This formulation is useful also for $3 < s \leq 7/2$, and so it is pursued here in the entire range $s > 3$.

As in Section 4, for any $s > 3$, write $s = 3m + s'$ where $m > 0$ is an integer and $0 < s' \leq 3$. For $T > 0$, define the space $Z^s_T$ as

$$Z^s_T = Z^3_T \times Z^3_T \times \cdots \times Z^3_T \times Z^s_T$$
Then for any
\begin{equation}
\label{6.12}
\begin{aligned}
\ddot{u}_t + \ddot{u}_x + \ddot{u}_{xxx} &= -F(\ddot{u})_x, & x &\geq 0, 0 \leq t \leq T, \\
\ddot{u}(x, 0) &= \ddot{\phi}(x), & \ddot{u}(0, t) &= \ddot{h}(t),
\end{aligned}
\end{equation}
where
\[\ddot{u} = (u_0, u_1, \ldots, u_m)^T, \quad \ddot{\phi} = (\phi_0, \phi_1, \ldots, \phi_m)^T, \quad \ddot{h} = (h_0, h_1, \ldots, h_m)^T\]
and
\[F(\ddot{u}) = \frac{1}{2} \left( u_0^2, 2u_0u_1, \ldots, \sum_{k=0}^{m} \binom{m}{k} u_k u_{m-k} \right)^T,\]
and the superscript \(T\) connotes the transpose of the relevant vector. The pair \((\ddot{\phi}, \ddot{h})\) is said to be \(s\)-compatible if
\[\phi_j(0) = h_j(0)\]
for \(j = 0, 1, \ldots, m - 1\) when \(s' \leq 1/2\) and for \(j = 0, 1, \ldots, m\) when \(s' > 1/2\). By Theorem 4.8, for any \(s\)-compatible \((\phi, h) \in X^s_T\), the initial-boundary-value problem \((4.1)\) has a unique solution \(u \in L^s_T\). If we let \(\phi_0 = \phi\), then \(\phi_1, \phi_2, \ldots, \phi_m\) may be obtained recursively via \((4.7)\). For \(k = 0, 1, \ldots, m\), let \(h_k = h^{(k)}\), and \(u_k = \partial^ku\). If \(\phi = (\phi_0, \ldots, \phi_m), \ddot{h} = (h_0, \ldots, h_m)\) and \(\ddot{u} = (u_0, \ldots, u_m)\), then \((\ddot{\phi}, \ddot{h}) \in X^s_T\) and \(\ddot{u}\) is a solution of \((6.12)\). In this sense, \((4.1)\) is a special case of the system \((6.12)\).

**Theorem 6.5.** Let \(T > 0\) and \(s > 3\) be given with \(s = 3m + s'\) and \(0 < s' \leq 3\). Then for any \(s\)-compatible \((\phi, h) \in L^s_T\), the system \((6.12)\) admits a unique solution \(u \in Z^s_T\).

**Proof.** Observe that the nonlinear system \((6.12)\) consists of initial-boundary-value problems for \(m + 1\) scalar equations. Among them, the first one is the initial-boundary-value problem \((4.1)\) which only involves \(u_0\). The second one involves only \(u_0\) and \(u_1\). If \(u_0\) is considered known, then the second equation is linear in \(u_1\), and so on. Thus we may solve the nonlinear system by solving for \(u_0\) in the first equation, then using this determination of \(u_0\) in the second equation and solving the corresponding linearized problem to obtain \(u_1\) and so forth. Using Theorem 4.8 and Proposition 6.1, we obtain inductively \(u_k \in Z^s_T\) for \(k = 0, 1, \ldots, m - 1\). The equation for \(u_m\) has the form
\begin{equation}
\label{6.13}
\begin{aligned}
\partial_t u_m + \partial_x u_m + \partial_x(a u_m) + \partial^3_x u_m &= f, & x &\geq 0, 0 \leq t \leq T, \\
u_m(x, 0) &= \phi_m(x), & u_m(0, t) &= h_m(t),
\end{aligned}
\end{equation}
where
\[f = -\frac{1}{2} \partial_x \left( \sum_{k=1}^{m-1} \binom{m}{k} u_k u_{m-k} \right)\]
and the coefficient $a = u_0$ is known. By Proposition 6.1, for any $s'$-compatible $(\phi_m, h_m) \in X^{s'}_T$, (6.13) possesses a unique solution $u_m \in Z^s_T$. The proof is complete.

By Theorem 6.5, for given $T > 0$, the system (6.12) defines a map $K_I$ from the space $X^s_T$ to $Z^s_T$ where $s = 3m+s'$ with $m \geq 1$ and $s' \neq 1/2$. The map $K_I$ is analytic from $X^s_T$ to $Z^s_T$. To establish this, consider the linearized system corresponding to (6.12), namely

$$\begin{align*}
\partial_t \tilde{w} + \partial_x \tilde{w} + \partial_x (J(\tilde{v}) \tilde{w}) + \partial^2_x \tilde{w} = \partial_x \tilde{f}, & \quad \text{for } x \geq 0, \; 0 \leq t \leq T, \\
\tilde{w}(x, 0) = \tilde{\phi}(x), & \quad \tilde{w}(0, t) = \tilde{h}(t),
\end{align*}$$

where $J$ is the Jacobian of $F$ at $\tilde{u} = \tilde{a}$ given by

$$J(\tilde{a}) = \left. \frac{\partial F(\tilde{u})}{\partial \tilde{u}} \right|_{\tilde{u} = \tilde{a}} = \left( \sum_{j=0}^{k} \binom{k}{j} (\delta(i,j) a_{k-j} + a_j \delta(i,k-j)) \right),$$

and

$$\delta(i,j) = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{if } i \neq j, \end{cases}$$

and

$$\tilde{f} = (b_0 v_0, b_1 v_1, \ldots, b_m v_m)^\tau.$$

**Proposition 6.6.** Let $T > 0$ and $s > 3$ be given and let

$$\tilde{b} = (b_0, b_1, \ldots, b_m)^\tau, \quad \tilde{v} = (v_0, v_1, \ldots, v_m)^\tau.$$ 

Suppose $\tilde{a}, \tilde{b}, \tilde{v} \in Z^s_T$. Then for any $(\tilde{\phi}, \tilde{h}) \in X^s_T$, (6.14) admits a unique solution $\tilde{w} \in Z^s_T$. Moreover,

$$\|\tilde{w}\|_{Z^s_T} \leq \alpha_T \left( \|\tilde{a}\|_{Z^s_T} \right) \left( \|\tilde{\phi}\|_{X^s_T} + \|\tilde{b}\|_{Z^s_T} \|\tilde{v}\|_{Z^s_T} \right)$$

where $\alpha_T: R^+ \to R^+$ is a $T$-dependent and continuous non-decreasing function.

**Proof.** The proof is very similar to that of Proposition 6.1 and is therefore omitted. \hfill \Box

For given $\tilde{u} = K_I \left( \tilde{\phi}, \tilde{h} \right)$ with $(\tilde{\phi}, \tilde{h}) \in Z^s_T$, consider the linear systems

$$\begin{align*}
\partial_t \tilde{y}_1 + \partial_x \tilde{y}_1 + \partial_x (J(\tilde{u}) \tilde{y}_1) + \partial^2_x \tilde{y}_1 = 0, & \quad \text{for } x \geq 0, \; 0 \leq t \leq T, \\
\tilde{y}_1(x, 0) = \tilde{w}(x), & \quad \tilde{y}_1(0, t) = \tilde{w}(t),
\end{align*}$$

and for $x \geq 0, \; 0 \leq t \leq T$,

$$\begin{align*}
\partial_t \tilde{y}_n + \partial_x \tilde{y}_n + \partial_x (J(\tilde{u}) \tilde{y}_n) + \partial^2_x \tilde{y}_n = F_n(\tilde{y}_1, \ldots, \tilde{y}_{n-1}), & \quad \text{for } x \geq 0, \; 0 \leq t \leq T, \\
\tilde{y}_n(x, 0) = 0, & \quad \tilde{y}_n(0, t) = 0,
\end{align*}$$

for $2 \leq n \leq N$, where

$$F_n = (f_{n,0}, f_{n,1}, \ldots, f_{n,m})^\tau.$$
with
\[ f_{n,k} = -\frac{1}{2} \partial_x \left( \sum_{j=0}^{k} \sum_{i=1}^{n-1} \binom{n}{i} y_{i,j} y_{n-i,k-j} \right) \]
for \( k = 0, 1, \ldots, m. \)

**Proposition 6.7.** Given \( T > 0, s > 3 \) and \( \tilde{g} = (\tilde{\phi}, \tilde{h}) \in X_T^s, \) let \( \tilde{u} = K_I((\tilde{\phi}, \tilde{h})). \)
Then the system (6.15)-(6.16) defines a homogeneous polynomial \( K_I^{(N)}(\tilde{g})[\tilde{u}^n] \) of degree \( n \) from \( X_T^s \) to \( Z_T^n. \) Moreover, there exists a constant \( C \) such that
\[ \| \tilde{g}_n \|_{Z_T^n} \leq C^n n! \| \tilde{u} \|_{X_T^n}^n \]
for any \( n \geq 2, \) where \( C = C(T, \| \tilde{u} \|_{Z_T^n}), \) and it may be that \( C \to +\infty \) as \( T \to \infty \) or \( \| \tilde{u} \|_{Z_T^n} \to \infty, \) but in any case \( C \to 0 \) if \( \| \tilde{u} \|_{Z_T^n} \to 0 \) or if \( T \to 0. \)

**Proof.** This follows from Proposition 6.6 by direct computation. \qed

For \( \tilde{w} \in X_T^s, \) define a Taylor polynomial \( P_N(\tilde{w}) \) of degree \( n \) by
\[ P_n(\tilde{w}) = \sum_{k=0}^{N} \frac{K_I^{(k)}(\tilde{g})[\tilde{w}^k]}{k!} = K_I(\tilde{g}) + \sum_{k=1}^{N} \tilde{y}_k \frac{\tilde{w}^k}{k!}, \]
and a formal Taylor series by
\[ P(\tilde{w}) = \sum_{k=0}^{\infty} \frac{K_I^{(k)}(\tilde{g})[\tilde{w}^k]}{k!}. \]

Arguing as in the proof of Proposition 6.3 gives the following result.

**Proposition 6.8.** For any \( \tilde{g} = (\tilde{\phi}, \tilde{h}) \in D_s^T = D_s^T(K_I), \) there exists a \( \eta > 0 \) depending only on \( \| K_I(\tilde{g}) \|_{Z_T^n} \) such that the formal Taylor series (6.18) is uniformly convergent in the space \( Z_T^n \) for \( \tilde{w} \in X_T^s \) with \( \| \tilde{w} \|_{X_T^n} \leq \eta. \) Moreover, if \( \tilde{v} = P(\tilde{w}), \) then \( \tilde{v} \in Z_T^n \) solves the problem
\[ \begin{cases} 
\partial_t \tilde{v} + \partial_x \tilde{v} + \partial_x (F(\tilde{v})\tilde{v}) + \partial_x^3 \tilde{v} = 0, & \text{for } x \geq 0, 0 \leq t \leq T, \\
\tilde{v}(x,0) = \tilde{\phi} + \tilde{w}_x, & \tilde{v}(0,t) = \tilde{h} + \tilde{w}_x 
\end{cases} \]
for \( 0 \leq t \leq T. \)

As a direct consequence of Proposition 6.8, we arrive at the following satisfactory result.

**Theorem 6.9 (Analyticity).** For any \( T > 0 \) and \( s > 3 \) the nonlinear problem (6.15) establishes a map \( K_I \) from the space \( X_T^s \) to the space \( Z_T^n. \) The map \( K_I \) is analytic from \( X_T^s \) to \( Z_T^n \) in the sense that for any \( \tilde{\phi} \in X_T^s, \) there exists a \( \eta > 0 \) such that for any \( \tilde{h} \in X_T^s \) with \( \| \tilde{h} \|_{X_T^n} \leq \eta, \) the Taylor series expansion
\[ K_I(\tilde{\phi} + \tilde{h}) = \sum_{n=0}^{\infty} \frac{K_I^{(n)}(\tilde{\phi})[\tilde{h}^n]}{n!} \]
converges in the space \( Z_T^n. \) Moreover, the convergence is uniform with regard to \( h \) in the aforementioned ball in \( X_T^n. \)
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