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Abstract. We treat systems of real diagonal forms $F_1(x), F_2(x), \ldots, F_R(x)$ of degree $k$, in $s$ variables. We give a lower bound $s_0(R, k)$, which depends only on $R$ and $k$, such that if $s \geq s_0(R, k)$ holds, then, under certain conditions on the forms, and for any positive real number $\epsilon$, there is a nonzero integral simultaneous solution $x \in \mathbb{Z}^s$ of the system of Diophantine inequalities $|F_i(x)| < \epsilon$ for $1 \leq i \leq R$. In particular, our result is one of the first to treat systems of inequalities of even degree. The result is an extension of earlier work by the author on quadratic forms. Also, a restriction in that work is removed, which enables us to now treat combined systems of Diophantine equations and inequalities.

1. Introduction

1.1. Statement of main result. In 1980, Schmidt [17] proved a far-reaching result about systems of Diophantine inequalities of odd degree. Given any odd positive integers $d_1, \ldots, d_R$, Schmidt showed that there exists a positive integer $s_1 = s_1(d_1, \ldots, d_R)$, depending only on $d_1, \ldots, d_R$, with the following property: given any positive integer $s \geq s_1$ and any real forms, or homogeneous polynomials, $G_1(x), \ldots, G_R(x)$, in $s$ variables, of respective degrees $d_1, \ldots, d_R$, and given any positive number $\epsilon$, there always exists a nonzero integral vector $y \in \mathbb{Z}^s$ satisfying the system

\begin{equation}
|G_1(y)| < \epsilon, |G_2(y)| < \epsilon, \ldots, |G_R(y)| < \epsilon.
\end{equation}

So, in other words, as long as the forms are all of odd degree, and are defined in enough variables in terms only of the degrees, then there is a nonzero integral solution of the inequalities (1.1). Many particular classes of systems of the type (1.1) have been studied.

For Diophantine inequalities of even degree, the situation is much different. There is no such general result as above for integral solutions of Diophantine inequalities of even degree, and in fact there are few results at all for inequalities of even degree. (However, results are known if one allows solutions in algebraic integers in purely imaginary number fields. See Theorem 11.1 of [22].) In this article, we present one of the first results concerning systems of Diophantine inequalities of even degree, while at the same time removing a restriction from an earlier paper by the author, on quadratic Diophantine inequalities [10]. We are now able to remove...
the restriction by combining the powerful ideas of Bentkus and Götze \[3\] with the techniques of Nadesalingam and Pitman \[16\], and by adapting our previous work in \[10\] and \[11\] to treat the minor arcs properly.

To state our first result, we require some notation and definitions. We shall be working with systems of diagonal forms \(F_i(x)\) given by
\[
F_i(x) = \lambda_{1i}x_1^k + \lambda_{2i}x_2^k + \ldots + \lambda_{si}x_s^k \quad (1 \leq i \leq R).
\]
For systems of forms \(F_i\) as in \((1.2)\), we define the coefficient matrix of the system \(F\) to be the matrix
\[
A = (\lambda_{ij})_{1 \leq i \leq R, \ 1 \leq j \leq s}
\]
For \(1 \leq j \leq s\), we denote the \(j^{th}\) column of \(A\) by \(\lambda_j\).

Now suppose that \(J\) is a subset of the set of indices \(\{1, 2, \ldots, s\}\). We define \(A_J\) to be the submatrix of \(A\) consisting of the columns \(\lambda_j\) with \(j \in J\), and we define \(r(A_J)\) to be the rank of the matrix \(A_J\). Finally, if \(x \in \mathbb{R}^s\) satisfies \(F_i(x) = 0\) for \(1 \leq i \leq R\) and the matrix
\[
\left(\frac{\partial F_i}{\partial x_j}\right)_{1 \leq i \leq R, \ 1 \leq j \leq s}
\]
is of full rank, then we say that \(x\) is a nonsingular solution of the system \(F\).

Now, for integers \(R\) and \(k\) and any real number \(u\), we define the functions
\[
m_0(R, k, u) = \begin{cases} 
\min \left\{ (4R^2 + 4R + 1, 384 \log 16R + 5) \quad & \text{if } k = 2 \\
\frac{hk \log 2k}{k} + uk \log(R \log 2k) \quad & \text{if } k \text{ is odd and } k \geq 3 \\
\frac{4k^2 \log 3Rk^2}{k} \quad & \text{if } k \geq 3,
\end{cases}
\]
and
\[
n_0(k, u) = \begin{cases} 
5 \quad & \text{if } k = 2 \\
\min \left\{ 2k + 1, k(\log k + \log \log k + 2) + \frac{uk \log \log k}{\log k} \right\} \quad & \text{if } k \geq 3.
\end{cases}
\]
We can now state our first result.

**Theorem 1.1.** Suppose that \(k\) is an integer with \(k \geq 2\) and that \(R\) is a positive integer. There are absolute real positive constants \(\tilde{C}_1\) and \(\tilde{C}_2\) for which the following property holds:

Suppose that \(\ell\) is an integer satisfying
\[
\ell \geq \max \left( m_0(R, k, \tilde{C}_1), n_0(k, \tilde{C}_2) \right).
\]
Suppose that \(s\) is an integer satisfying \(s \geq \ell R\). For \(1 \leq i \leq R\), suppose that \(F_i(x)\) is a real diagonal form of degree \(k\), as in \((1.2)\). Let \(A\) be the coefficient matrix of the system \(F\), as in \((1.3)\). Assume that the following two conditions are satisfied:

(i) Either \(k\) is odd, or there exists a real nonsingular solution \(y\) of the system \(F_i(y) = F_2(y) = \cdots = F_R(y) = 0\).

(ii) For every subset \(J \subseteq \{1, 2, \ldots, s\}\), one has \(|J| \leq s - \ell(R - r(A_J))\).

Fix any positive real number \(\epsilon\). Then there is a nonzero integral solution \(x \in \mathbb{Z}^s\) of the system
\[
|F_i(x)| < \epsilon \quad \text{for } \quad 1 \leq i \leq R.
\]
For general even \( k \), Theorem 1.1 is one of the first results of its kind to our knowledge. We note that at least some conditions similar to (i) and (ii) are necessary, as may be seen by considering the examples given after Theorem 2 of [7].

For odd \( k \), we note that Theorem 1.1 is not very much of an improvement beyond that given by Nadesalingam and Pitman [16], and could presumably be obtained by combining their methods with results of Vaughan [19], [20] and work of Wooley [23]. We also observe that, following the method of Section 7.2 of [16], we could remove condition (ii) for odd \( k \) if we chose to do so.

As well, our method of proof shows that under the conditions of Theorem 1.1, we can give a lower bound of the expected order of magnitude, \( P^s-R_k \), for the number of solutions of (1.7) in a box of size \( P \), for all sufficiently large \( P \). This was not previously known, even in the special case of systems of inequalities of odd degree. We emphasize that when using our methods, condition (ii) is necessary to obtain this lower bound. Presumably, one could also give an asymptotic formula for the number of solutions, by combining with the methods of [12].

Note that we have excluded the case \( k = 1 \) from the statement of the theorem. In this case, our knowledge is much better. For \( k = 1 \), if one has \( s \geq R + 1 \), a nonzero solution of (1.7) may be found using a box principle, whether or not condition (ii) holds. (See the Lemma in [4].) For \( k = 1 \), one can also find many solutions of (1.7) in a box of size \( P \). (See Lemma 1 of [9].)

1.2. Combined systems of Diophantine equations and inequalities. We note now that it would actually be fairly routine to give at least one result on inequalities of even degree; one could simply generalize the work in [10] by combining those techniques with the methods in [11]. However, such a generalization would exclude many important classes of systems of inequalities, for example those in which some of the forms are integral. We were forced to exclude such systems in [10] because of the methods we used. In our current work, we are able to treat these formerly excluded systems. We give some background to more fully explain.

In [10], we considered simultaneous systems of diagonal quadratic Diophantine inequalities. For a positive integer \( R \), define, for \( 1 \leq i \leq R \), the real quadratic forms

\[
Q_i(x) = \lambda_{i1}x_1^2 + \lambda_{i2}x_2^2 + \ldots + \lambda_{is}x_s^2.
\]

It was proved in [10] that for every positive real number \( \epsilon \), under certain conditions on the system of forms \( Q_1, Q_2, \ldots, Q_R \), there is an integral vector \( x \in \mathbb{Z}^s \setminus \{0\} \) such that one has

\[
|Q_i(x)| < \epsilon \quad (1 \leq i \leq R).
\]

In that paper, one of the conditions we assumed was the following. (See condition (iii) of Theorem 3 of [10].)

For each choice of \( (\beta_1, \beta_2, \ldots, \beta_R) \in \mathbb{R}^R \setminus \{0\} \), there is at least

\[
(1.8) \quad \text{one coefficient of } \beta_1 Q_1 + \beta_2 Q_2 + \ldots + \beta_R Q_R \text{ that is irrational.}
\]

This condition allowed us to use a modification of the remarkable work of Bentkus and Götze [3], but excludes certain important systems from consideration. The restriction (1.8) rules out systems in which one or more of the forms is an integral form, and also any system in which any nontrivial linear combination of the forms...
is an integral form. The central new contribution of this paper is in removing the condition (1.8).

We now state a more technical and more general version of Theorem 1.1. We require more notation. For a real vector $\beta = (\beta_1, \ldots, \beta_R) \in \mathbb{R}^R$ and a system $G$ of forms $G_1(x), G_2(x), \ldots, G_R(x)$, we define the form

$$ (\beta \cdot G)(x) = \beta_1 G_1(x) + \beta_2 G_2(x) + \ldots + \beta_R G_R(x). $$

Also, for real numbers $x$, we define

$$ e(x) = e^{2\pi ix}. $$

**Theorem 1.2.** Suppose that $k$ is an integer with $k \geq 2$ and that $r$ and $R$ are integers with $R \geq 1$ and $0 \leq r \leq R$. Then there are absolute positive real constants $\tilde{C}_1$ and $\tilde{C}_2$ with the following property:

Define $n_0(k, u)$ as in (1.3). Suppose that $\ell$ is an integer satisfying

$$ \ell \geq n_0(k, \tilde{C}_2). $$

Let $s$ be an integer with $s \geq \ell R$. Also suppose, for $1 \leq i \leq R$, that

$$ F_i(x) = \lambda_{i1} x_1^k + \lambda_{i2} x_2^k + \ldots + \lambda_{is} x_s^k $$

is a diagonal form with real coefficients. Let $A$ be the coefficient matrix of the system $F$, as in (1.3).

Assume that the following four conditions are satisfied:

(i) Either $k$ is odd, or there exists a real nonsingular solution $y$ of the system $F_1(y) = F_2(y) = \ldots = F_R(y) = 0$.

(ii) For every subset $J \subseteq \{1, 2, \ldots, s\}$, one has $|J| \leq s - \ell(R - r(A_J))$.

(iii) The forms $F_1, F_2, \ldots, F_r$ have integer coefficients; also, if $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_R) \in \mathbb{R}^R$ and $\alpha \cdot F$ is a rational form, then $\alpha_{r+1} = \alpha_{r+2} = \ldots = \alpha_R = 0$.

(iv) If $r \geq 1$ holds, then there is a positive real constant $c(F)$ such that one has

$$ \mathcal{G} = \sum_{q=1}^{\infty} \sum_{a(a_1, \ldots, a_q)=1} q^{-s} \prod_{j=1}^{s} \sum_{q=1}^{q} \sum_{a_i=1}^{q} \left( \sum_{i=1}^{r} \lambda_{ij} a_i \right) \geq c(F). $$

Fix any positive real number $\epsilon$. Then there is a nonzero integral solution $x \in \mathbb{Z}^s$ of the system

$$ F_i(y) = 0 \quad \text{for} \quad 1 \leq i \leq r, $$

$$ |F_i(y)| < \epsilon \quad \text{for} \quad r + 1 \leq i \leq R. $$

Moreover, if we define $m_0(r, k, u)$ as in (1.3), and we assume that the condition $\ell \geq m_0(r, k, \tilde{C}_1)$ holds, then we may omit condition (iv) from our assumptions.

Some discussion of the condition (iii) is warranted here, since it is the most important distinction between Theorems 1.1 and 1.2. In Theorem 1.1 we consider systems of inequalities (1.7). Now, if one chooses $\epsilon < 1$, and $F_1(x)$, say, is actually an integral form, then the system (1.7) reduces to the system

$$ F_i(y) = 0, $$

$$ |F_i(y)| < \epsilon \quad \text{for} \quad 2 \leq i \leq R. $$
So, in this case, the system of $R$ inequalities actually reduces to a system of one equation and $R - 1$ inequalities. A similar reduction occurs if some nontrivial real linear combination of the forms $F_i$, say $\alpha_1 F_1 + \alpha_2 F_2 + \ldots + \alpha_R F_R$, is an integral form. In these situations, one might say that there is actually an equation hidden in the system of inequalities. The condition (iii) ensures that there are actually $r$ equations in the system and $R - r$ “true” inequalities. It is helpful to ensure that there are not any more “hidden” equations because it turns out that one requires more variables to treat the system if there are more equations present. One may think of Theorem 1.2 more or less, as the sub-case of Theorem 1.1 in which there are exactly $r$ equations present in a system of $R$ inequalities. We note that the second clause of condition (iii) is vacuous if $r = R$ holds.

One might question if, in condition (iii), the term $\alpha \cdot F$ could be replaced by the term $\alpha_1 F_1 + \alpha_2 F_2 + \ldots + \alpha_R F_R$, to give a slightly weaker condition asserting that $r$ equations are “hidden” in the system. It turns out that one can not, as may be seen by considering the example

\[
F_1(x) = 2x_1^k + 3x_2^k + a_3 x_3^k + \ldots + a_s x_s^k, \\
F_2(x) = \left(2 + \sqrt{2}\right)x_1^k + \left(3 + \sqrt{2}\right)x_2^k + \left(a_3 + \sqrt{2}\right)x_3^k \\
+ \left(a_4 + \sqrt{2}\right)x_4^k + \ldots + \left(a_s + \sqrt{2}\right)x_s^k,
\]

where $a_3, a_4, \ldots, a_s$ are any integers. Here, for $r = 1$ and $R = 2$, condition (iii) does not hold, since $\left(1/\sqrt{2}\right)(F_2 - F_1)$ is an integral form, and thus the system (1.10) is equivalent in this case, for small $\epsilon$, to the system

\[
F_1(x) = \frac{1}{\sqrt{2}}(F_2(x) - F_1(x)) = 0;
\]
on the other hand, for any nonzero real number $\alpha_2$, the form $\alpha_2 F_2$ is not a rational form since the ratio $\left((3 + \sqrt{2}) / (2 + \sqrt{2})\right)$ is irrational; so this system does not satisfy the suggested replacement condition. So the putative replacement condition is not strong enough.

We now discuss condition (iv). The term $S$ is the so-called singular series, and condition (iv) simply states that it is bounded below by a positive constant, a necessary precondition when using the Hardy-Littlewood method. As the last sentence of Theorem 1.2 states, we could have omitted the condition from our assumptions in favor of a lower bound for $\ell$. However, since the consideration of the singular series is not our central focus in this work, we have chosen to include condition (iv) so that our result can be improved immediately and transparently if improvements arise concerning the singular series and the $p$-adic problem. This should certainly be possible in the case $k = 2$, for example. Also, we wish to clearly indicate that the condition $\ell \geq m_0(r, k, \tilde{C}_1)$ is needed only because of the $p$-adic problem.

1.3. Related results. We now compare our work with other results. For even $k$, Theorem 1.1 is an analogue of a result of Davenport and Lewis, concerning systems of Diophantine equations of even degree. (See Theorem 2 of [7].) They assume that
a system of diagonal equations

\[ F_1(x) = F_2(x) = \cdots = F_R(x) = 0, \]

of even degree \( k \), with \( k > 2 \), has a real nonsingular solution and also that for \( 1 \leq S \leq R \), every set of \( S \) independent integral linear combinations of \( F_1, \ldots, F_R \) contains at least

\[ 48RSk^2 \log(3Rk^2) \]

variables that appear explicitly. Under these conditions, the system of equations has a nonzero integral solution. We note that if one replaces the quantity in (1.11) by \( SL \), and restricts to integral forms, then one can show that their second condition is equivalent to condition (ii) of Theorem 1.1.

Nadesalingam and Pitman [16] proved that any \( R \) real diagonal Diophantine inequalities of odd degree \( k \), with \( k \geq 13 \), in \( s \) variables with

\[ s \geq 3R^2k^2 \log(3Rk) \]

have a nonzero solution. We note that they do not require any condition that is similar to condition (ii) of Theorem 1.1. Also, we observe that they could certainly have used their methods to obtain similar results, although with a different lower bound for \( s \), in the cases \( k < 13 \), but in order to streamline the presentation they did not do so.

Finally, we note that Brüdern and Cook [5] have given a result on systems of diagonal Diophantine inequalities of odd degree. Under certain conditions on the coefficient matrix of the system, they show that there is a nonzero solution of the system of inequalities. They require an assumption similar to condition (ii) of Theorem 1.1 and also a condition that is stronger than (1.8). The number of variables they require is on the order of \( Rn0(k, \tilde{C}_2) \). We also note that they can find a lower bound of the expected order of magnitude for the number of solutions of their system in a box of size \( P \) for a sequence of positive \( P \) tending to infinity, although not for all large \( P \), as our treatment provides.

1.4. Methods used. The general strategy of the proof is to combine the method of Bentkus and Götze [3], which is very effective for Diophantine inequalities, with the techniques that Nadesalingam and Pitman [16] use to treat combined systems of Diophantine equations and inequalities. We remark that the techniques of Nadesalingam and Pitman are themselves a combination of the Hardy-Littlewood method and the Davenport-Heilbronn method. Using the techniques of Nadesalingam and Pitman allows us to treat those systems of inequalities that contain “hidden” equations. For those who are familiar with their argument, we note that we do not have a so-called residual set in our proof, as in their paper.

One other crucial result is needed, and this involves showing that, on the minor arcs, our exponential sums are smaller than the trivial bound. In previous work on these types of problems, including [10], [11], and essentially also [3], such a result was achieved by splitting the minor arcs into two regions and handling each separately. In this paper, we handle both of these regions together, which is not only cleaner, but also seems to be necessary here.

I would like to thank Scott Parsell for showing me how to improve Lemma 6.1. I would also like to thank Michael Knapp and Professor Wooley for indicating to me how to prove part of Lemma 8.5.
2. Deduction of Theorem 1.1 from Theorem 1.2

The bulk of this paper is dedicated to proving Theorem 1.2. In this section, however, we demonstrate how Theorem 1.2 implies Theorem 1.1. To this end, we consider a system \( F \) of real diagonal forms \( F_1, F_2, \ldots, F_R \) as in Theorem 1.1.

We give a definition first. Suppose that \( G_1, G_2, \ldots, G_R \) and \( H_1, H_2, \ldots, H_R \) are two systems of forms. If there exists a set of \( R \) linearly independent real vectors \( \beta_1, \beta_2, \ldots, \beta_R \in \mathbb{R}^R \) such that
\[
H_i(x) = \beta_i \cdot G \quad \text{for} \quad 1 \leq i \leq R,
\]
then we say that the system \( H \) is equivalent to the system \( G \), which we denote by \( G \sim H \). It is easy to check that this is in fact an equivalence relation. We observe as well that if \( G \) is, in particular, a system of diagonal forms, and \( G \sim H \) holds, then \( H \) is also a system of diagonal forms.

For any system of forms \( G \), we define \( z(G) \) to be the number of forms among \( G_1, G_2, \ldots, G_R \) that are integral, that is, whose coefficients are all integers. Now for our system of forms \( F \), we define
\[
r = r(F) = \max_{G \sim F} z(G).
\]
In other words, \( r(F) \) is simply the maximum number of forms that are integral in any system \( G \) equivalent to \( F \). We clearly have \( 0 \leq r \leq R \).

Now suppose that \( G \) is a system equivalent to \( F \) and that \( G \) has \( r \) integral forms. So there exist \( R \) real linearly independent vectors \( \beta_1, \beta_2, \ldots, \beta_R \in \mathbb{R}^R \) such that \( G_i = \beta_i \cdot F \) for \( 1 \leq i \leq R \), and also the system \( G \) contains \( r \) integral forms. By relabeling if necessary, we may assume that \( G_1, G_2, \ldots, G_r \) are integral forms. We now show that conditions (i)-(iv) of Theorem 1.2 hold for this system \( G \). Then we will apply Theorem 1.2 to \( G \), and we will see that the nonzero solution of the system \( G \) is also, under certain conditions, a solution of the system \( F \).

Since \( F \) is equivalent to \( G \), if the coefficient matrix of \( F \) is \( A \), then the coefficient matrix of \( G \) is \( TA \) for the nonsingular \( R \times R \) matrix \( T \) with rows \( \beta \). Thus, for any subset \( J \subseteq \{1, 2, \ldots, s\} \), we have
\[
r((TA)_J) = r(TA_J) = r(A_J).
\]
The system \( F \) has a nonsingular solution \( x \) if and only if there is a subset \( J \) of \( \{1, 2, \ldots, s\} \) with \( |J| = R \) satisfying \( r(A_J) = R \) and \( \prod_{j \in J} x_j \neq 0 \). Thus the existence of a real nonsingular solution for \( G \) follows from the existence of such a solution for \( F \). So condition (i) holds for \( G \). By (2.1), it is easy to see that condition (ii) holds for the coefficient matrix of \( G \), because it holds for the coefficient matrix of \( F \).

Now we turn to showing that condition (iii) of Theorem 1.2 holds for the system \( G \). To this end, suppose that \( \alpha' = (\alpha'_1, \alpha'_2, \ldots, \alpha'_R) \in \mathbb{R}^R \) is a real vector such that \( \alpha' \cdot G \) is a rational form. We need to show that \( \alpha'_{r+1} = \alpha'_{r+2} = \cdots = \alpha'_R = 0 \) holds. This holds vacuously if \( r = R \). For \( r < R \), clearing denominators, we see that there is a nonzero integer \( n \) such that, defining \( \alpha = n \alpha' \), we have
\[
\alpha \cdot G = n \alpha' \cdot G \in \mathbb{Z}[x].
\]
Since \( n \) is nonzero, to prove that \( \alpha'_{r+1} = \alpha'_{r+2} = \cdots = \alpha'_R = 0 \) holds, it is enough to prove that we have \( \alpha_{r+1} = \alpha_{r+2} = \cdots = \alpha_R = 0 \). So suppose that this is not the case. Letting \( e_1, e_2, \ldots, e_R \) be the standard unit basis for \( \mathbb{R}^R \), we then have that \( e_1, e_2, \ldots, e_r, \alpha \) are \( r + 1 \) linearly independent.
vectors in \( \mathbb{R}^R \). We may thus extend this set to a basis, say \( \gamma_1, \gamma_2, \ldots, \gamma_R \) of \( \mathbb{R}^R \), with \( \gamma_i = e_i \) for \( 1 \leq i \leq r \), and \( \gamma_{r+1} = \alpha \). Then the system of forms 
\( \gamma_1 \cdot G, \gamma_2 \cdot G, \ldots, \gamma_R \cdot G \) is equivalent to \( G \), and thus in turn to \( F \). But its first \( r+1 \) forms are integral. This contradicts the definition of \( r(F) \), and thus we must in fact have 
\( \alpha_{r+1} = \alpha_{r+2} = \cdots = \alpha_R = 0 \).

Thus condition (iii) holds for \( G \).

Now, since \( \ell \) satisfies (1.6), we have \( \ell \geq m_0 \left( R, k, \tilde{C}_1 \right) \), and thus we certainly have \( \ell \geq m_0 \left( r, k, \tilde{C}_1 \right) \), whence by the final sentence of Theorem 1.2, condition (iv) is unnecessary. Since we have also seen that conditions (i)-(iii) of Theorem 1.2 hold, we may apply Theorem 1.2 to the system \( G \).

Before doing so, we give some more notation. For a vector \( x = (x_1, x_2, \ldots, x_s) \in \mathbb{R}^s \), define
\[
|\mathbf{x}| = \max_{1 \leq j \leq s} |x_j|.
\]
For an \( R \times s \) matrix \( M = (m_{ij})_{1 \leq i \leq R, 1 \leq j \leq s} \), we define
\[
\|M\| = \max_{1 \leq i \leq R, 1 \leq j \leq s} |m_{ij}|.
\]
We note that the notation differs slightly from that used by some other authors, for example Nadesalingam and Pitman \[16\]. Similarly, for a system \( F \) as in (1.2), we define
\[
\|F\| = \max_{1 \leq i \leq R, 1 \leq j \leq s} |\lambda_{ij}|.
\]
Defining the matrix \( T \) as above, we certainly have \( \det(T) \neq 0 \) and \( \|T\| \neq 0 \); so we may apply Theorem 1.2 to the system \( G \) with \( \epsilon \) replaced by the quantity \( (|\det(T)|\epsilon) / (R^R \|T\|^{R-1}) \). We obtain a nonzero integral solution \( \mathbf{x} \in \mathbb{Z}^s \) of the system 
\[
|G_i(\mathbf{x})| < \frac{|\det(T)|\epsilon}{R^R \|T\|^{R-1}} (1 \leq i \leq R).
\]
By Cramer’s rule and Hadamard’s rule, it follows that \( \mathbf{x} \) is also a solution of the system (1.7), whence Theorem 1.1 follows.

We now turn to the proof of Theorem 1.2 which comprises the rest of the paper.

3. Initial Reductions

In this section, we reduce the problem of proving Theorem 1.2 to the consideration of a system of forms as in Theorem 1.2 but under a few more restrictions. This will make our application of the Hardy-Littlewood method easier. We first note that by considering the forms \( \epsilon^{-1} F_i \), it is enough to consider only the case 
\( \epsilon = 1 \).

We can also assume that we have 
\( \|F\| \geq 1 \).
If this were not the case, then \((1,0,0,\ldots,0)\) would be a solution of the system (1.10) and we would be done.
We now quote a lemma, which seems to have been first used in this field by Low, Pitman and Wolff. (See Lemma 1 of [13].) It is actually a special case of a result on matroids, apparently due originally to Edmonds [8]. A proof can also be found in Aigner. (See Proposition 6.45 of [1].)

**Lemma 3.1.** Let A be an $R \times s$ matrix over a field K and let w be a positive integer. The matrix A has an $R \times Rw$ partitionable submatrix (that is, A includes w disjoint $R \times R$ submatrices that are nonsingular over K) if and only if the following condition is satisfied:

\[
|J| \leq s - w(R - r(A_J)) \quad \text{for all subsets } J \subseteq \{1, 2, \ldots, s\}.
\]

To be clear, by including w disjoint $R \times R$ nonsingular submatrices, we mean that there is some permutation of the columns so that the first R columns form a nonsingular matrix, as do the second R columns, and so on.

Note that the condition (3.1) is exactly condition (ii) of Theorem 1.2 in the case $w = \ell$. Thus we may apply the lemma to the coefficient matrix A of the system F, with the choice $w = \ell$. Therefore, A has an $R \times R\ell$ partitionable submatrix. By relabeling variables if necessary, we may write

\[
A = \begin{bmatrix} A_1 & A_2 & \cdots & A_\ell & \lambda_{\ell+1} & \lambda_{\ell+2} & \cdots & \lambda_s \end{bmatrix},
\]

where $A_v$ is an $R \times R$ submatrix for $1 \leq v \leq \ell$ and where

\[
\Delta_v = |\det(A_v)| \neq 0 \quad \text{for } 1 \leq v \leq \ell.
\]

Now consider the system F in the case that k is odd. We show that F has a real nonsingular solution. Since A has the form (3.2), and (3.3) holds, one can see that F is equivalent to a system G with coefficient matrix B such that the left-hand $R \times 2R$ submatrix of B has the form

\[
\begin{bmatrix} I & B_2 \end{bmatrix};
\]

here I is the $R \times R$ identity matrix, and $B_2$ is a nonsingular $R \times R$ matrix. We can find real numbers $z_{R+1}, z_{R+2}, \ldots, z_{2R}$ satisfying

\[
B_2 \begin{bmatrix} z_{R+1} \\ z_{R+2} \\ \vdots \\ z_{2R} \end{bmatrix} = \begin{bmatrix} -1 \\ -1 \\ \vdots \\ -1 \end{bmatrix}.
\]

Now let $z_j = 1$ for $1 \leq j \leq R$, and let $z_j = 0$ for $j > 2R$. Then for $1 \leq j \leq s$, define $x_j = z_j^{1/k}$, which is always real, since k is odd. Setting $x = (x_1, x_2, \ldots, x_s)$, one can observe that $G_i(x) = 0$ for $1 \leq i \leq R$. Now the left-hand $R \times R$ matrix of

\[
\left( \frac{\partial G_i}{\partial x_j} \right)_{1 \leq i \leq R, 1 \leq j \leq s}
\]

has determinant $k^R x_1^{k-1} x_2^{k-1} \cdots x_R^{k-1}$, which is nonzero. Thus the system G has a real nonsingular solution, whence, as in Section 2, the system F does as well.

Thus, whether k is odd or even, we know that there is a nonsingular solution of the system

\[
F_i(x) = 0 \quad (1 \leq i \leq R).
\]

We now show that there is a real nonsingular solution whose components are all positive. As noted above, there is a subset $J = \{j_1, j_2, \ldots, j_R\} \subseteq \{1, 2, \ldots, s\}$ with
\( |J| = R \) and a real vector \( x \in \mathbb{R}^s \) such that we have \( \det(A_J) \neq 0 \) and \( \prod_{j \in J} x_j \neq 0 \).

Now, for \( 1 \leq i \leq R \), we define the linear form
\[
(3.4) \quad L_i(y) = L_i(y_1, y_2, \ldots, y_s) = \sum_{j=1}^s \lambda_{ij} y_j.
\]

On setting \( z_j = x_j^k \) for \( 1 \leq j \leq s \), we see that there is a real vector \( z = (z_1, \ldots, z_s) \in \mathbb{R}^s \) such that \( z_j \neq 0 \) holds for \( j \in J \), and we have
\[
(3.5) \quad L_i(z) = 0 \quad \text{for} \quad 1 \leq i \leq R.
\]

Now, if \( k \) is even, then for each \( j \), we may if necessary replace \( z_j \) by \( -z_j \), and replace the coefficients \( \lambda_{ij} \) by \( -\lambda_{ij} \) for \( 1 \leq i \leq R \), and consider the resulting system. In this manner, we may ensure that we have a solution \( z \) of (3.5) with \( z_j \geq 0 \) for \( 1 \leq j \leq s \) and \( z_j > 0 \) for \( j \in J \). Note that conditions (ii) and (iii) of Theorem 1.2 and conditions (3.2) and (3.3) are unaffected. Condition (iv) is also unaffected, since the sum \( \sum_{x=1}^q e \left( J k \sum_{i=1}^r \lambda_{ij} a_i \right) \) is always real for odd \( k \) with \( \lambda_{ij} \in \mathbb{Z} \), which may be seen by substituting \( -x \) for \( x \) in the sum.

Now suppose that \( z_{j_0} = 0 \) for some \( j_0 \) satisfying \( 1 \leq j_0 \leq s \). We clearly have \( j_0 \notin J \). Since we have assumed \( \|F\| \geq 1 \), and thus certainly have \( \|F\| \neq 0 \), we may fix a positive real number \( \gamma \) with
\[
|\gamma| \leq \frac{|\det(A_J)| \min_{j \in J} |z_j|}{2R^{|J|} \|F\|^{|J|}}.
\]

Since \( A_J \) is nonsingular, there is a real vector \( w = (w_1, \ldots, w_R) \) such that we have
\[
A_J w = -\gamma \lambda_{j_0}.
\]

By Cramer’s rule and Hadamard’s rule, we certainly have
\[
|w_i| \leq \frac{R^{|J|} \|F\| \gamma}{|\det(A_J)|} \leq \frac{1}{2} \min_{j \in J} |z_j| \quad \text{for} \quad 1 \leq i \leq R.
\]

Now define
\[
z'_j = \begin{cases} 
z_j + w_i & \text{for } j = j_i \in J \\
\gamma & \text{for } j = j_0 \\
z_j & \text{for } j \notin J \cup \{j_0\}.
\end{cases}
\]

Writing \( z' = (z'_1, z'_2, \ldots, z'_s) \), we have
\[
L_i(z') = L_i(z) = 0 \quad \text{for} \quad 1 \leq i \leq R.
\]

Also, we have \( z'_j > 0 \) for \( j \in J \cup \{j_0\} \). All of the other components of \( z' \) are equal to the respective components of \( z \); so we have replaced our real nonsingular solution by a real nonsingular solution that has one more positive component and that still satisfies the condition \( z_j > 0 \) for \( j \in J \). Repeating this process as many as \( (s - R) \) times, we can find a nonsingular real solution \( z = (z_1, \ldots, z_s) \) with \( z_j > 0 \) for \( 1 \leq j \leq s \).

Thus, scaling if necessary, we may choose a real number \( \delta \) and real numbers \( z_1, z_2, \ldots, z_s \) that satisfy
\[
0 < \delta \leq z_j \leq \frac{1}{2} \quad \text{for} \quad 1 \leq j \leq s, \quad \text{and}
\]
\[
L_i(z) = 0 \quad \text{for} \quad 1 \leq i \leq R.
\]
To sum up, in this section, we have demonstrated that to prove Theorem 1.2, it is enough to consider a system of forms $F_1, F_2, \ldots, F_R$ as in Theorem 1.2 with the added assumptions that $\|F\| \geq 1$ holds, that the coefficient matrix $A$ of the system satisfies the conditions (3.2) and (3.3), and that there is a real vector $z$ satisfying (3.6). In sections 4 – 9 we prove Theorem 1.2 under these additional assumptions.

4. The Davenport-Heilbronn Method: The Setup

Now we proceed with the proof of Theorem 1.2 under the additional assumptions we made above. We shall essentially use the Hardy-Littlewood method, in an involved form. We combine the methods of Bentkus and Götze [3] with those of Nadesalingam and Pitman [16].

We note that throughout the paper, implicit constants in the notation $o()$ and $O()$ and $\ll$ and $\gg$ may depend on $R, s, k, \delta, \ell$, the coefficients of the forms $F_1, \ldots, F_R$, and the real vector $z$.

We consider the number of solutions of the system

$$F_i(y) = 0 \quad \text{for} \quad 1 \leq i \leq r,$$

$$|F_i(y)| < 1 \quad \text{for} \quad r + 1 \leq i \leq R.$$  

(4.1)

In the usual fashion, we use a real-valued, even kernel function $K : \mathbb{R} \to \mathbb{R}$ to give a lower bound for the number of integral solutions of the system (4.1) in a certain range. Define such a function $K$, for any real number $\alpha$, by

$$K(\alpha) = \left(\frac{\sin \pi \alpha}{\pi \alpha}\right)^2.$$  

(4.2)

By Lemma 14.1 of [2], for any real number $u$, the function $K$ satisfies the identity

$$\psi(u) = \int_{-\infty}^{\infty} e(\beta u)K(\beta)d\beta = \begin{cases} 0 & \text{if } |u| \geq 1 \\ 1 - |u| & \text{if } |u| < 1. \end{cases}$$  

(4.3)

The function $K$ satisfies, for real numbers $\beta$, the bound

$$|K(\beta)| \ll \min(1, |\beta|^{-2}).$$  

(4.4)

We will also use the identity

$$\int_{0}^{1} e(\alpha n) d\alpha = \begin{cases} 1 & \text{if } n = 0 \\ 0 & \text{if } n \in \mathbb{Z} \setminus \{0\}. \end{cases}$$  

(4.5)

Now for positive real numbers $P$ and $Q$ satisfying $Q \leq P$, we define the so-called $Q$-smooth numbers to be the set

$$\mathcal{A}(P, Q) = \{x \in \mathbb{Z} \text{ with } 1 \leq x \leq P \text{ such that } p|x \implies p \leq Q\}.$$  

Fix a positive real number $\eta$, to be chosen later, so that it will satisfy the requirements of Lemmas 5.5 and 6.1. Then for real numbers $\alpha$ and $P$ with $P \geq 1$, we define the exponential sum $g(\alpha)$ over the smooth numbers by

$$g(\alpha) = g(\alpha, P) = \sum_{x \in \mathcal{A}(P, P^\eta)} e(\alpha x^k).$$  

(4.6)

Also, for $1 \leq j \leq s$, and real vectors $\alpha \in \mathbb{R}^{R}$, we define the linear forms

$$\Lambda_j(\alpha) = \sum_{i=1}^{R} \lambda_{ij}\alpha_i \quad \text{and} \quad \Lambda_j^{(r)}(\alpha) = \sum_{i=1}^{r} \lambda_{ij}\alpha_i.$$  

(4.7)
Then we also define, for $\alpha \in \mathbb{R}^R$ and real numbers $P$ with $P \geq 1$, and for $1 \leq j \leq s$, the functions

$$g_j(\alpha) = g_j(\alpha, P) = g(\Lambda_j(\alpha), P).$$

We define as well

$$W = [0, 1]^r \times \mathbb{R}^{R-r}.$$

Now let $N(P)$ be the number of solutions of the system (4.1) with $x_j \in A(P, P^\eta)$ for $1 \leq j \leq s$. By using the property (4.3) of the function $K(\alpha)$ and the identity (4.5), one can see that we have

$$N(P) \geq \sum_{x_j \in A(P, P^\eta)} \int_W e\left(\sum_{i=1}^{R} \alpha_i F_i(x)\right) \left(\prod_{i=r+1}^{R} K(\alpha_i)\right) d\alpha;$$

observe that this last remark is justified by the fact that the integral converges absolutely, which follows from (4.4), whence we may write the integral as a product of $R$ integrals. By pulling the sums into the integral, we may rewrite the above bound in the form

$$N(P) \geq \int_W \prod_{j=1}^{s} g_j(\alpha) \prod_{i=r+1}^{R} K(\alpha_i) d\alpha.$$

Thus, to prove Theorem 1.2 it is enough to show that the right-hand side of (4.9) is at least 2.

To this end, we give a dissection of the region of integration $W$ into three subsets. Roughly speaking, we expect that the main contribution to the integral in (4.9) comes from the region where the first $r$ components of $\alpha$ are “close” to rational numbers with small denominators and the last $R - r$ components of $\alpha$ are very small in absolute value. We will show that the contribution to the integral in (4.9) from this region, the so-called major arcs, is positive and “large”, and we will also show that the contribution to the integral from the other regions is smaller, and thus the integral over all of $W$ is positive.

For notational ease, we set

$$(4.10) \quad B = \frac{1}{4(R+1)}.$$

We now define, for positive integers $q$ and integral vectors $\mathbf{a} = (a_1, a_2, \ldots, a_r) \in \mathbb{Z}^r$, and real numbers $P$ with $P \geq 2$, the region $\mathcal{M}(q, \mathbf{a})$, or $\mathcal{M}(q, \mathbf{a}, P)$, by

$$\mathcal{M}(q, \mathbf{a}) = \left\{ \alpha \in [0, 1]^r \times \left[ -(\log P)^B P^{-k}, (\log P)^B P^{-k} \right]^{R-r} : \left\| \alpha_i - \frac{a_i}{q} \right\| \leq (\log P)^B P^{-k} \text{ for } 1 \leq i \leq r \right\};$$

$$(4.11)$$

here $\|x\|$ denotes the distance from the real number $x$ to the nearest integer. We define the major arcs to be the region

$$(4.12) \quad \mathcal{M} = \mathcal{M}(P) = \bigcup_{1 \leq q \leq (\log P)^B} \bigcup_{\mathbf{a} \pmod{q}} \mathcal{M}(q, \mathbf{a}, P),$$
where by \(a \pmod{q}\) we mean that \(a\) runs over vectors \(a \in \mathbb{Z}^r\) such that one has \(1 \leq a_i \leq q\) for \(1 \leq i \leq r\).

In section 4, we will prove the existence of a function \(T(P)\), with \(T(P) \geq 1\) and \(\lim_{P \to \infty} T(P) = \infty\), and satisfying a certain property. The function will depend on \(B\) and the coefficients of the forms \(F_i\). We define the minor arcs to be the region
\[(4.13) \quad m = m(P) = ([0, 1]^r \times [-T(P), T(P)]^{R-r}) \setminus M(P).\]

Finally, we define the trivial arcs to be the set
\[(4.14) \quad t = t(P) = \{\alpha \in W : |\alpha| > T(P)\}.

5. AN ANALOGUE OF WEYL’S INEQUALITY

In this section, we give an analogue of Weyl’s inequality. For any real number \(T\) with \(T \geq 1\), define the region
\[(5.1) \quad m_T = m_T(P) = ([0, 1]^r \times [-T, T]^{R-r}) \setminus M(P).\]

We now state the central lemma of this section.

**Lemma 5.1.** Fix a positive real number \(T\) with \(T \geq 1\). Define the forms \(F_i(x)\) as in (4.2) for \(1 \leq i \leq R\), the region \(m_T(P)\) as above, and \(g_j(\alpha, P)\) for \(1 \leq j \leq s\) as in (4.8). Suppose that the coefficient matrix \(A\) associated with the system \(F\) has rank \(R\). Suppose also that the irrationality condition (iii) of Theorem 1.2 holds. Then one has
\[(5.2) \quad \lim_{P \to \infty} \sup_{\alpha \in m_T(P)} \prod_{j=1}^s |g_j(\alpha, P)|^{1/p^s} = 0.

Observe that trivially one has \(\prod_{j=1}^s |g_j(\alpha, P)| \leq P^s\); so we are only seeking a slight improvement over the trivial bound. We also note that the central ideas of the proof stem from the work of Bentkus and Götze [3].

In order to prove Lemma 5.1 we first need to give another lemma, which is essentially a combination of two analogues of Weyl’s inequality for exponential sums over smooth numbers. We first quote these two analogues, essentially due to Vaughan and Wooley, as they are presented in [5] as Lemmas 3 and 4, respectively.

**Lemma 5.2.** Let \(\alpha\) and \(P\) be real numbers with \(P \geq 2\). Define \(g(\alpha) = g(\alpha, P)\) as in (4.9). Fix a positive real number \(\gamma\). Then for sufficiently small \(\eta\), there is a positive real number \(\gamma\) that depends only on \(k\) such that either one has \(|g(\alpha, P)| \leq P^{1-\gamma}\), or there are relatively prime integers \(a\) and \(q\) with \(q \geq 1\) that satisfy
\[g(\alpha, P) \ll q^r P \left(q + P^k |q\alpha - a| \right)^{-1/(2k)} (\log P)^3.\]

**Lemma 5.3.** Let \(\alpha\) and \(P\) be real numbers with \(P \geq 3\). Define \(g(\alpha) = g(\alpha, P)\) as in (4.10) with \(0 < \eta < 1/2\). Fix positive real numbers \(\alpha\) and \(\eta\). Suppose that \(a\) and \(q\) are relatively prime integers with \(1 \leq q \leq (\log P)^A\) and \(|q\alpha - a| \leq (\log P)^A P^{-k}\). Then one has
\[g(\alpha, P) \ll_{A,\epsilon} q^r P \left(q + P^k |q\alpha - a| \right)^{-1/k}.\]
We now state the combination of these lemmas.

**Lemma 5.4.** Define $\gamma = \gamma(k)$ as in Lemma 5.2. Fix positive real numbers $\theta$ and $B'$. Suppose that $P$ is a real number with $P \geq 3$, and that $\mu$ is a real number with

$$\mu > \max \left( (\log P)^{-B'}, P^{-\gamma} \right).$$

Define $g(\alpha) = g(\alpha, P)$ as in (4.6), with $\eta$ sufficiently small, and suppose that one has

$$|g(\alpha, P)| \geq \mu P.$$  

Then there exists a positive integer $q$ and an integer $a$ with $(a, q) = 1$ and

$$q \ll B', \theta \mu^{-k-\theta} \text{ and } |q\alpha - a| \ll B', \theta \mu^{-k-\theta} P^{-k}.$$  

**Proof.** It is clearly enough to assume that we have $\theta \leq 1/2$. We apply Lemma 5.2 with the choice $\epsilon = \theta/(2k)$. By (5.3) and (5.4), there exist relatively prime integers $a$ and $q$ with $q \geq 1$ such that one has

$$\mu P \leq |g(\alpha, P)| \ll q^{\theta/(2k)} P \left( q + P^k |q\alpha - a| \right)^{-1/(2k)} (\log P)^3.$$  

It follows that

$$q^{1-\theta} \ll \mu^{-2k} (\log P)^{6k} \text{ and } P^k |q\alpha - a| \ll q^{\theta} \mu^{-2k} (\log P)^{6k}.$$  

By (5.3) and the condition $\theta \leq 1/2$, we certainly have

$$q \ll (\log P)^{\frac{2k(B'+3)}{1-\theta}} \text{ and } |q\alpha - a| \ll (\log P)^{\frac{4k(B'+3)}{1-\theta}} P^{-k}.$$  

Now we may apply Lemma 5.3, for large $P$, choosing $A = 5k (B' + 3)/(1 - \theta)$, say, and $\epsilon = \theta/(2k)$. We obtain

$$\mu \ll q^{\theta/(2k)} \left( q + P^k |q\alpha - a| \right)^{-1/k}.$$  

It follows that one has

$$q \ll \mu^{-k} q^{\theta/2} \text{ and } P^k |q\alpha - a| \ll \mu^{-k} q^{\theta/2}.$$  

Thus, since $\mu \leq 1$ must hold, we have

$$q \ll \mu^{-2k} \ll \mu^{-k-\theta} \text{ and } |q\alpha - a| \ll \mu^{-k+\frac{2k}{1-\theta}(k+\theta)} P^{-k} \ll \mu^{-k-k\theta} P^{-k}.$$  

Thus the proof of Lemma 5.4 is complete.  

Now we are able to give the proof of Lemma 5.1.

**Proof.** Suppose for the sake of contradiction that the condition (5.2) does not hold. Then there exist a positive real number $\epsilon$, an increasing sequence of positive real numbers $P_n$ with $\lim_{n \to \infty} P_n = \infty$, and a sequence of real vectors $\alpha_n \in \mathfrak{m}_T(P_n)$ with

$$\prod_{j=1}^s |g_j(\alpha_n, P_n)| > \epsilon P_n^s.$$  

We may clearly assume that we have $\epsilon < 1$. By trivial estimates, we have

$$|g_j(\alpha_n, P_n)| > \epsilon P_n \text{ for } 1 \leq j \leq s.$$  

Now we apply Lemma 5.4 to the sums $g_j(\alpha_n, P_n) = g(\lambda_j(\alpha_n), P_n)$ for all sufficiently large choices of $n$. For sufficiently large $n$, we have the bounds $\epsilon \geq P_n^{-\gamma}$ and
\[ \epsilon > (\log P_n)^{-1} \], and also \( P_n \geq 3 \). Thus we may apply Lemma 5.4 with \( \mu = \epsilon \) and \( \theta = 1/k \) and \( B^r = 1 \). Therefore, there are constants \( c_1 \) and \( c_2 \) that depend only on \( k \) such that for large \( n \) and for \( 1 \leq j \leq s \), there are integers \( q_{nj} \) and \( a_{nj} \) that satisfy

\[ 1 \leq q_{nj} \leq c_1 \epsilon^{-k-1} \quad \text{and} \quad |\Lambda_j(\alpha)q_{nj} - a_{nj}| \leq c_2 \epsilon^{-k-1} P_n^{-k}. \]

It follows from these bounds and the definition (5.1) of \( \alpha \)

\[ 1 \leq a_{nj} \leq c_1 \epsilon^{-k-1} \quad \text{and} \quad |\Lambda_j(\alpha)q_{nj} - a_{nj}| \leq c_2 \epsilon^{-k-1} P_n^{-k}. \]

for all \( j \) with \( 1 \leq j \leq s \), and all large \( n \).

For fixed \( \epsilon \) and \( T \), we thus have that \( |a_{nj}| \) and \( q_{nj} \) are uniformly bounded. So there are only finitely many possible \( (2s) \)-tuples

\[ (q_{n1}, q_{n2}, \ldots, q_{ns}, a_{n1}, a_{n2}, \ldots, a_{ns}). \]

Therefore one such \( (2s) \)-tuple, say \((q_1, \ldots, q_s, a_1, \ldots, a_s)\), occurs infinitely often. Thus there is some subsequence, say \( \{\tilde{n}_m\} \), with

\[ (q_{\tilde{n}_m1}, \ldots, q_{\tilde{n}_ms}, a_{\tilde{n}_m1}, \ldots, a_{\tilde{n}_ms}) = (q_1, \ldots, q_s, a_1, \ldots, a_s) \]

for all \( m \in \mathbb{Z}^+ \).

Since the sequence \( \{\alpha_{\tilde{n}_m}\} \) is contained within the compact set \([0,1]^r \times [-T,T]^R-r\), there is a further subsequence \( \{\alpha_{n_m}\} \) and a vector \( \alpha_0 \in [0,1]^r \times [-T,T]^R-r \) such that

\[ \lim_{m \to \infty} \alpha_{n_m} = \alpha_0. \]

Our goal in the remainder of the lemma is to show that for sufficiently large values of \( m \), we have \( \alpha_{n_m} \in \mathcal{M}(P_{n_m}) \), which contradicts our original assumption.

By (5.5) and the defining property of the subsequence \( \{\tilde{n}_m\} \), we have

\[ |\Lambda_j(\alpha_{n_m})q_{j} - a_{j}| \leq c_2 \epsilon^{-k-1} P_n^{-k} \]

for \( 1 \leq j \leq s \) and for all \( m \in \mathbb{Z}^+ \).

Taking the limit of both sides of (5.6) as \( m \) goes to infinity, we obtain

\[ \Lambda_j(\alpha_0) = \frac{a_j}{q_j} \quad \text{for} \quad 1 \leq j \leq s. \]

Because condition (iii) of Theorem 1.2 holds, denoting \( \alpha_0 = (\alpha_{01}, \alpha_{02}, \ldots, \alpha_{0R}) \) we must have

\[ \alpha_{0(r+1)} = \alpha_{0(r+2)} = \cdots = \alpha_{0R}. \]

Therefore we have

\[ \Lambda_j^{(r)}(\alpha_0) = \frac{a_j}{q_j} \quad \text{for} \quad 1 \leq j \leq s. \]

Now, by (5.6) and (5.7), we have

\[ |\Lambda_j(\alpha_{n_m} - \alpha_0)| = |\Lambda_j(\alpha_{n_m}) - \frac{a_j}{q_j} + \frac{a_j}{q_j} - \Lambda_j(\alpha_0)| \leq c_2 \epsilon^{-k-1} P_n^{-k} \]

for \( 1 \leq j \leq s \) and for all \( m \in \mathbb{Z}^+ \). Now, because \( \Lambda \) has full rank, we may assume by relabeling variables if necessary that the submatrix \( A_1 \), defined as in (5.2), is nonsingular. Because of this and because the bound (5.9) holds, in particular, for \( 1 \leq j \leq R \), we must have \( |\alpha_{n_m} - \alpha_0| \leq c_3(\epsilon)P_n^{-k} \) for some constant \( c_3 = c_3(\epsilon) \) and for all \( m \in \mathbb{Z}^+ \). Therefore, by (5.8), we must have

\[ \alpha_{n_m} \in [0,1]^r \times [-c_3 \epsilon^{-k-1} P_n^{-k}, c_3 \epsilon^{-k-1} P_n^{-k}]^{R-r} \quad \text{for} \quad m \in \mathbb{Z}^+. \]
If \( r = 0 \) holds, then for \( m \) sufficiently large, one must have \( \alpha_{n_m} \in \mathcal{M}(P_{n_m}). \) But this contradicts our original assumption that the sequence \( \alpha_n \) satisfies \( \alpha_n \in \mathfrak{m}_r(P_n), \) whence the equality (5.2) must hold.

So we may assume for the remainder of the proof that \( 0 < r \leq R \) holds. Then, using (5.6) and (5.10), for \( m \in \mathbb{Z}^+ \) and for \( 1 \leq j \leq s, \) we have

\[
|\Lambda_{j}^{(r)}(\alpha_{n_m}) - \frac{a_j}{q_j}| = \left| \Lambda_{j}(\alpha_{n_m}) - \frac{a_j}{q_j} - \sum_{i=r+1}^{R} \lambda_{ij} \alpha_{n_m-i} \right| \ll \epsilon^{-k-1} P_{n_m}^{-k}.
\]

Since \( A_1 \) is nonsingular, there is an \( r \times r \) submatrix, say \( A_0, \) of \( A_1 \) that is nonsingular. We assume for ease of notation that \( A_0 \) is the upper left-hand \( r \times r \) submatrix of \( A_1, \) noting that the other cases all follow in the same fashion as this case. For any real vector \( \alpha = (\alpha_1, \ldots, \alpha_R), \) write \( \alpha' = (\alpha_1, \ldots, \alpha_r). \) By (5.11), we have

\[
A_0^T \alpha'_{n_m} = \begin{bmatrix}
\frac{a_1}{q_1} & w_{m1} \\
\frac{a_2}{q_2} & w_{m2} \\
\vdots & \vdots \\
\frac{a_r}{q_r} & w_{mr}
\end{bmatrix}.
\]

for some real vector \( w_m = (w_{m1}, \ldots, w_{mr}) \) with \( |w_m| \ll \epsilon^{-k-1} P_{n_m}^{-k}. \) Since we have assumed that \( A_0 \) is nonsingular, we may use Cramer’s rule to find \( b = (b_1, \ldots, b_r) \) with

\[
A_0^T b = \begin{bmatrix}
\frac{a_1}{q_1} \\
\frac{a_2}{q_2} \\
\vdots \\
\frac{a_r}{q_r}
\end{bmatrix}.
\]

Since \( A_0^T \) has integral entries, one may see that \( b_i \) has the form \( b_i = d_i/q \) for \( 1 \leq i \leq r, \) where \( d_i \) is an integer, and \( q \) is a positive integer that satisfies

\[
q \leq (q_1 q_2 \cdots q_r) \det (A_0^T) \leq c_4(F) \epsilon^{-r(k+1)},
\]

where the last bound follows from (5.5).

We may assume, by reducing if necessary, that we have \( (d_1, d_2, \ldots, d_r, q) = 1. \) By Cramer’s rule again, we may find \( v_m \in \mathbb{R}^r \) with \( A_0^T v_m = w_m, \) where we have

\[
|v_m| \leq c_5(F) \epsilon^{-k-1} P_{n_m}^{-k}.
\]

Write \( d = (d_1, \ldots, d_r), \) and if \( d_i = 0 \) for some \( i, \) define \( d_i \) to be \( q \) instead. Then we have

\[
\alpha'_{n_m} \equiv \frac{1}{q} d + v_m \pmod{1} \quad \text{for} \quad m \in \mathbb{Z}^+.
\]

Now fix any choice of \( m \) large enough so that we have

\[
(\log P_{n_m})^B \geq \max (c_3(F), c_4(F), c_5(F)) \epsilon^{-r(k+1)}.
\]

Then by (5.10) we have

\[
\alpha_{n_m} \in [0, 1]^r \times \left[ -(\log P_{n_m})^B P_{n_m}^{-k}, (\log P_{n_m})^B P_{n_m}^{-k} \right]\mathbb{Z}^r
\]

for this choice of \( m. \) Now write \( \hat{d} = (d_1, d_2, \ldots, d_r, 0, 0, \ldots, 0), \) where there are \( R-r \) zeros here, and define \( \hat{v}_m \) similarly. Then, setting

\[
\mathbf{u} = \hat{v}_m + (0, 0, \ldots, 0, \alpha_{n_m(r+1)}, \ldots, \alpha_{n_m R}),
\]

we have

\[
\alpha_{n_m} \equiv \frac{1}{q} \hat{d} + \mathbf{u} \pmod{1},
\]
where \((d_1, d_2, \ldots, d_r, q) = 1\) and where, by combining (5.13) with (5.10), (5.12) and (5.13), we have
\[
1 \leq q \leq (\log P_{nm})^B \quad \text{and} \quad |u| \leq (\log P_{nm})^B P_{nm}^k.
\]
Thus, recalling definition (4.11), we have \(\alpha_{nm} \in \mathcal{M}(q, d, P_{nm})\) for our particular choice of \(m\) and, in fact, recalling (4.12), we also have \(\alpha_{nm} \in \mathcal{M}(P_{nm})\). As in the case \(r = 0\), this is a contradiction, whence the equality (5.2) must in fact hold. This completes the proof of Lemma 5.1. \(\square\)

At this point, we make an observation about the lemma for those familiar with earlier arguments of this type. We note that in previous work by the author ([10], [11]), the analogue of our Lemma 5.1 was proved with two different methods, for two subregions of the region \(\mathfrak{m}_T(P)\). If we were to proceed by analogy with earlier arguments, we would instead have to treat a region \(\mathfrak{m}_{T,T_0}(P)\), say, in place of \(\mathfrak{m}_T(P)\), for positive real numbers \(T_0\) with \(T_0 \leq T\). The new region would be defined by
\[
\mathfrak{m}_{T,T_0}(P) = \mathfrak{m}_T(P) \cap \{\alpha : |\alpha| \geq T_0\}.
\]
Essentially by combining the arguments used for each region in previous proofs, we are able to dispense with the requirement \(|\alpha| \geq T_0\).

Having done most of the work, we can now give a lemma that essentially says that \(\prod_{j=1}^s |g_j(\alpha, P)|\) is small for \(\alpha \in \mathfrak{m}\). The idea of using such a lemma is due originally to Bentkus and Götze [3].

**Lemma 5.5.** Define the forms \(F_i(x)\) as in (1.2) for \(1 \leq i \leq R\) and the exponential sums \(g_j(\alpha, P)\) for \(1 \leq j \leq s\) as in (4.13), with \(\eta\) sufficiently small. Suppose that the coefficient matrix \(A\) associated with the system \(F\) has rank \(R\). Suppose also that the irrationality condition (iii) of Theorem 1.2 holds. Then there exists a function \(T(P)\) that depends only on \(B, \eta\) and the coefficients of the forms \(F_1, F_2, \ldots, F_R\), that satisfies \(T(P) \geq 1\) and
\[
(5.15) \quad \lim_{P \to \infty} T(P) = \infty,
\]
and such that if we define \(\mathfrak{m}(P)\) as in (4.13) with this choice of \(T(P)\), then one has
\[
\sup_{\alpha \in \mathfrak{m}(P)} \prod_{j=1}^s |g_j(\alpha, P)| = o(P^s).
\]

**Proof.** The lemma is very similar to Lemma 6 of [10] and Lemma 4 of [11], and the proof follows in a similar fashion. \(\square\)

We note that this lemma (and Lemma 5.1) holds for any positive choice of \(B\), but that the function above that is \(o(P^s)\) depends on \(B\). We have stated this lemma in a general fashion in the hopes that it may be useful for future workers.

We observe that one could ensure that the function that is \(o(P^s)\) depends only on \(B, \eta\) and \(2R - r\) of the coefficients. This follows, with some effort, after finding a subset \(J \subseteq \{1, 2, \ldots, s\}\) with \(|J| = 2R - r\) such that the conditions \(\Lambda_j(\alpha) \in \mathbb{Q}\) for \(j \in J\), taken together, imply that \(\alpha_{r+1} = \cdots = \alpha_R = 0\). This can be proved, although our method of proof, at least, is not straightforward.
In the remainder of the paper, we fix a function $T(P)$ that satisfies the conclusions of the above lemma. We note that this is the special function we referred to above in section 4 and is used to define the minor arcs and trivial arcs.

We observe at this point that we could obtain corresponding results which are very similar to Lemmas 5.1 and 5.5 if the exponential sums $g_j$ were replaced by exponential sums over a complete interval. The only major change needed would be to use Lemma 2 of [11] in place of our Lemma 5.4.

6. The Minor Arcs

In this section, our goal is to show that the contribution from the minor arcs to the integral in (4.9) is $o\left(P^{s-Rk}\right)$. We first give a lemma, which is essentially a restatement of results due to Vaughan [19], [20], and results due to Wooley [23].

**Lemma 6.1.** Suppose that $k$ is an integer with $k \geq 2$. Define $g(\alpha)$ as in (4.6), with $\eta$ sufficiently small. Then there is an absolute positive constant $C'$ such that if $t$ is a real number satisfying either

(i) $t \geq \min \left(2^k, k\log k +\log k + 2 + \frac{C'k\log\log k}{\log k}\right)$ for $k \geq 3$,

or

(ii) $t > 4$ for $k = 2$,

then one has

$$\int_0^1 |g(\alpha)|^t \ll \eta P^{t-k}.$$  

We observe that one could certainly improve on the lemma in certain cases, but we choose to use only the above bounds for our results.

**Proof.** If the first bound of condition (i) holds, then the result is Lemma 6 of [11], which is essentially due to Vaughan [19], [20]. If on the other hand, the second bound of condition (i) holds, then we may essentially quote Lemma 7 of [11], which itself follows almost immediately from work of Wooley [23]. We note that the 3 in Lemma 7 of [11] has been replaced by a 2 here; I am grateful to Scott Parsell for showing me the technique one uses to make this improvement.

In the case in which (ii) holds, we give a proof for completeness. Define $\epsilon = t - 4$.

We need only prove that one has

$$\int_0^1 |g(\alpha)|^{4+\epsilon} \, d\alpha \ll P^{2+\epsilon}.$$  

Clearly, we may assume that $\epsilon \leq 1$ holds. For convenience, we write $G = \frac{2}{\epsilon}$.

Define

$$\mathcal{N} = \left\{ \alpha \in [0, 1] : |g(\alpha)| > P (\log P)^{-G} \right\}.$$

Also, for positive integers $m$, define

$$\mathcal{N}_m = \left\{ \alpha \in \mathcal{N} : 2^{-m-1}P \leq |g(\alpha)| \leq 2^{-m}P \right\}.$$
Now for $\alpha \in \mathfrak{N}_m$, we apply Lemma 5.4 with the choice $B' = G$. Thus, for large $P$ and any positive real number $\delta$, there exist coprime integers $a$ and $q$ with $q \geq 1$, and

$$q \ll 2^{m(2+\delta)} \quad \text{and} \quad \left| \alpha - \frac{a}{q} \right| \ll q^{-1}2^{m(2+\delta)}P^{-2}.$$

Thus we have

$$\int_{\mathfrak{N}_m} |g(\alpha)|^{4+\epsilon} d\alpha \ll \sum_{q \ll 2^{m(2+\delta)}} \sum_{a=1}^{q} (2^{-m}P)^{4+\epsilon} q^{-1}2^{m(2+\delta)}P^{-2} \ll P^{2+\epsilon}2^{-m(2-2\delta)}.$$

It follows for $\delta < \epsilon/2$ that

$$\int_{\mathfrak{N}_m} |g(\alpha)|^{4+\epsilon} d\alpha \ll \sum_{m=0}^{\infty} P^{2+\epsilon}2^{-m(2-2\epsilon)} \ll P^{2+\epsilon}.$$

On the other hand, one has

$$\int_{[0,1] \setminus \mathfrak{N}_m} |g(\alpha)|^{4+\epsilon} d\alpha \ll \left( \sup_{\alpha \in [0,1] \setminus \mathfrak{N}_m} |g(\alpha)|^\epsilon \right) \int_{[0,1]} |g(\alpha)|^4 d\alpha.$$

But $\int_{[0,1]} |g(\alpha)|^4 d\alpha$ is less than or equal to the number of solutions of the equation

$$x_1^2 + x_2^2 = x_3^2 + x_4^2$$

with $1 \leq x_i \leq P$ for $1 \leq i \leq 4$. This is bounded by a constant multiple of $P^2 \log P$, a well-known result, which can be proved by elementary means. Thus from (6.3) and the definition of $\mathfrak{N}_m$, we have

$$\int_{[0,1] \setminus \mathfrak{N}_m} |g(\alpha)|^{4+\epsilon} d\alpha \ll \left( P(\log P - G) \right)^\epsilon P^2 \log P \ll P^{2+\epsilon} (\log P)^{-1},$$

by our choice of $G$. Combining this bound with (6.2) completes the proof of Lemma 6.1.

We note that (6.1) is an example of what one might call an “exact Hua inequality”. In most work using the Hardy-Littlewood method, one uses bounds of the type (6.1) where one only needs to show that for any $\epsilon > 0$, the left side of (6.1) can be bounded by $P^{\ell-k+\epsilon}$. Dispensing with this $\epsilon$ is crucial for our work. The use of such an inequality stems from the work of Bentkus and Götze [3].

For the remainder of the paper, we now fix a choice of $\eta$ so that Lemmas 5.5 and 6.1 hold for this choice. Now we turn to what is essentially our analogue of Hua’s inequality. It is very similar to Lemma 8 of [10].

**Lemma 6.2.** There is an absolute positive real constant $\tilde{C}_2$ with the following property:

Assume that the forms $F_1, F_2, \ldots, F_R$ are as in Theorem 1.2 with coefficient matrix $A$ satisfying (3.2) and (3.3). Assume that $\ell$ is a positive integer satisfying

$$\ell \geq 5$$

and

$$\ell \geq \min \left( 2^k + 1, k(\log k + \log \log k + 2) + \frac{\tilde{C}_2k\log \log k}{\log k} \right) \quad \text{for} \quad k = 2, \quad \text{and} \quad \ell \geq \min \left( 2^k + 1, k(\log k + \log \log k + 2) + \frac{\tilde{C}_2k\log \log k}{\log k} \right) \quad \text{for} \quad k \geq 3.$$
Define the exponential sums $g_j(\alpha, P)$ as in (1.8), and define the function $K$ as in (1.2). Let $d(P)$ be a nonnegative real-valued function, and let $n$ be any subset of the region

$$d = \{ \alpha \in W \text{ with } |\alpha| \geq d(P) \}.$$  

Also, define

$$h(n, P) = \sup_{\alpha \in n} P^{-s} \prod_{j=1}^{s} |g_j(\alpha, P)|.$$  

Then there is a positive real number $\nu$ that depends only on $k$ such that one has

$$\int_{n} \prod_{j=1}^{s} |g_j(\alpha, P)| \prod_{i=r+1}^{R} |K(\alpha_i)| d\alpha \ll (h(n, P))^\nu \min (1, d(P)^{-1}) P^{s-Rk}.$$  

Proof. Observe first that for any real number $\epsilon$ with $0 < \epsilon < 1$, one has

$$\int_{n} \prod_{j=1}^{s} |g_j(\alpha, P)| \prod_{i=r+1}^{R} |K(\alpha_i)| d\alpha \ll \left( \sup_{\alpha \in n} \prod_{j=1}^{s} |g_j(\alpha, P)| \right)^\epsilon \int_{n} \prod_{j=1}^{s} |g_j(\alpha, P)|^{1-\epsilon} \prod_{i=r+1}^{R} |K(\alpha_i)| d\alpha.$$  

It follows from trivial estimates that one has

$$\int_{n} \prod_{j=1}^{s} |g_j(\alpha, P)| \prod_{i=r+1}^{R} |K(\alpha_i)| d\alpha \ll (h(n, P)P^s)^\epsilon (P^{s-\ell R})^{1-\epsilon} \int_{n} \prod_{j=1}^{R} |g_j(\alpha, P)|^{1-\epsilon} \prod_{i=r+1}^{R} |K(\alpha_i)| d\alpha.$$  

We may certainly choose a positive real number $\epsilon$ so that we have

$$\ell(1-\epsilon) > 4 \quad \text{if} \quad k = 2.$$  

Defining $C'$ as in Lemma 6.1 and choosing $\tilde{C}_2$ to be sufficiently large, we may ensure that we have

$$\ell \geq \min \left( 2^k + 1, k (\log k + \log \log k + 2) + \frac{C'k \log \log k}{\log k} + 1 \right) \quad \text{if} \quad k \geq 3.$$  

Thus we may choose a positive real number $\epsilon$, small enough (in terms only of $k$ and $C$) so that we have

$$\ell(1-\epsilon) \geq \min \left( 2^k, k (\log k + \log \log k + 2) + \frac{C'k \log \log k}{\log k} \right) \quad \text{if} \quad k \geq 3.$$  

In each of the cases, we denote our particular choice of $\epsilon$ by $\nu$. Now one can join the proof of Lemma 8 of [11] after equation (66), and then follow the remainder of that proof with only slight adjustments. The bounds (6.4) and (6.5) are the crucial bounds that we need to apply Lemma 6.1. We omit the details. \qed

Now we can wrap up our work on the minor arcs. We have the following lemma.
Lemma 6.3. Suppose that we are in the setting of Theorem 1.2 and that the
coefficient matrix $A$ of the system $F$ satisfies the conditions (3.2) and (3.3). Choose
a function $T(P)$ as in Lemma 5.5. Define the exponential sums $g_j(\alpha)$ as in (4.8),
with $\eta$ sufficiently small, the region $m$ as in (4.13), and the function $K$ as in (4.2). Then one has

$$\int_r^R \prod_{j=1}^s |g_j(\alpha)| \prod_{i=r+1}^R |K(\alpha_i)| d\alpha = o\left( P^{s-Rk} \right).$$

Proof. We simply apply Lemma 6.2 with the choices $n = m$ and $d(P) = 0$. We have $h(m, P) = o(1)$ by Lemma 5.5 Thus the proof of Lemma 6.3 is complete. □

7. The Trivial Arcs

In this section we show that the contribution from the trivial arcs to the integral
in (4.9) is $o\left( P^{s-Rk} \right)$, which is now easy to do, having done the necessary work
above. We have the following lemma.

Lemma 7.1. Suppose that we are in the setting of Theorem 1.2 and that the
coefficient matrix $A$ of the system $F$ satisfies (3.2) and (3.3). Choose a function
$T(P)$ as in Lemma 5.5. Define the exponential sums $g_j(\alpha)$ as in (4.8) with
$\eta$ sufficiently small, the region $t$ as in (4.14), and the function $K$ as in (4.2). Then one has

$$\int_t^s \prod_{j=1}^s |g_j(\alpha)| \prod_{i=r+1}^R |K(\alpha_i)| d\alpha = o\left( P^{s-Rk} \right).$$

Proof. We apply Lemma 6.2 with the choices $n = t$ and $d(P) = T(P)$. We have $h(m, P) = O(1)$ by trivial estimates. Thus we obtain

$$\int_t^s \prod_{j=1}^s |g_j(\alpha)| \prod_{i=r+1}^R |K(\alpha_i)| d\alpha \ll (T(P))^{-1} P^{s-Rk},$$

which by (5.15) of Lemma 5.5 is $o\left( P^{s-Rk} \right)$. Thus the proof of Lemma 7.1 is complete. □

8. The Major Arcs

We now treat the major arcs. Our goal is to show that for large $P$ we have

$$\int_{M} \prod_{j=1}^s |g_j(\alpha)| \prod_{i=r+1}^R |K(\alpha_i)| d\alpha \gg_F P^{s-Rk}.$$

8.1. Approximation on the major arcs. We start our treatment of the major arcs by approximating the functions $g_j(\alpha)$ by auxiliary functions. We need some notation before we do so. We define Dickman’s function $\rho$ by the conditions

$$\begin{align*}
\rho(u) &= 0 \quad \text{for } u \leq 0, \\
\rho(u) &= 1 \quad \text{for } 0 < u \leq 1, \\
wp'(u) &= -\rho(u-1) \quad \text{for } u > 1, \\
\rho &\text{ is continuous for } u > 0, \\
\rho &\text{ is differentiable for } u > 1.
\end{align*}$$

(8.1)
Also, for real numbers $\beta$, define the function
\begin{equation}
\omega(\beta) = \frac{1}{k} \int_0^{p^k} x^{(1/k)-1} \rho \left( \frac{\log x}{k \log P} \right) e(\beta x) dx.
\tag{8.2}
\end{equation}
For real vectors $\beta \in \mathbb{R}^R$, define $\Lambda_j(\beta)$ as in (4.7), and write
\begin{equation}
\omega_j(\beta) = \omega(\Lambda_j(\beta)) \quad \text{for} \quad 1 \leq j \leq s.
\tag{8.3}
\end{equation}
Also, for integers $q$ and $a$ with $q \geq 1$, define
\begin{equation}
S(q, a) = \sum_{x=1}^q e \left( \frac{ax^k}{q} \right). \tag{8.4}
\end{equation}

We now collect some results, given by Br"udern and Cook \[5\], in the following lemma.

**Lemma 8.1.** Define $g(\alpha)$ as in (4.6) and $\omega(\beta)$ as in (8.2). Suppose that $a$ and $q$ are integers with $q \geq 1$, and that $\beta$ is a real number. Then one has
\begin{equation}
g \left( \frac{a}{q} + \beta \right) = q^{-1} S(q, a) \omega(\beta) + O \left( \frac{P}{\log P} (q + P^{k|\beta|}) \right)
\end{equation}
and
\begin{equation}
\omega(\beta) \ll \min \left( P, |\beta|^{-1/k} \right).
\end{equation}

**Proof.** The first result is simply equation (29) of \[5\]. The second result is essentially the third centered equation on page 135 of \[5\]. \hfill \Box

We note that, as remarked by Br"udern and Cook, $a$ and $q$ are not required to be relatively prime. We now state the central lemma of the section, which is very similar to Lemma 4.4 of \[10\].

**Lemma 8.2.** Suppose that we are in the setting of Theorem 1.2 and that the coefficient matrix $A$ of the system $F$ satisfies (3.2) and (3.3), and that there is a real vector $z$ satisfying (3.6). Define the so-called singular series $S$ by
\begin{equation}
S = \prod_{r=1}^{s} \sum_{\substack{q=1 \\ q \equiv 0 \pmod{q} \\ (a_1, \ldots, a_r, q) = 1}} q^{-s} \prod_{j=1}^{s} S \left( q, \Lambda_j^{(r)}(a) \right) \quad \text{for} \quad 1 \leq r \leq R,
\tag{8.5}
\end{equation}
and the singular integral $I(P)$ by
\begin{equation}
I(P) = \int_{\mathbb{R}^R} \left( \prod_{j=1}^{s} \omega_j(\beta) \right) \left( \prod_{i=r+1}^{R} K(\beta_i) \right) d\beta.
\tag{8.6}
\end{equation}

Fix any positive real number $\epsilon$. Then if $P$ is a sufficiently large positive real number, we have
\begin{equation}
\int_{\mathcal{M}} \left( \prod_{j=1}^{s} g_j(\alpha) \right) \left( \prod_{i=r+1}^{R} K(\alpha_i) \right) d\alpha - S \ll P^{s-Rk} \left( (\log P)^{2B(R+1)-1} + (\log P)^{B(2-k+\epsilon)} \right),
\end{equation}
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Proof. There are three steps of the proof. One first approximates each function \( g_j(\alpha) \) by terms of the form \( q^{-1} S \left( q, \Lambda_j^{(r)}(\alpha) \right) \omega_j(\beta) \) on each of the major arcs, then one extends the integration over each major arc to all of \( \mathbb{R}^R \), and then one extends the sum over \( q \) to all positive integers \( q \). The argument closely follows the proof of Lemma 4.4 of [16]. One major difference involves the use of the approximations given in Lemma 8.1. Since we are using exponential sums over smooth numbers, we need to use these approximations instead of more standard results for exponential sums over complete intervals. Finally, we observe that the only condition we really need on \( \ell \) for the purposes of this lemma is the bound \( \ell \geq 2k + 1 \). □

Now we turn to consideration of the singular series \( \mathcal{S} \) and the singular integral \( T(P) \). In particular, we shall show that we have \( \mathcal{S} \gg 1 \) and also that we have \( T(P) \gg P^{s-Rk} \) for sufficiently large \( P \). We first treat the singular series.

8.2. The singular series. We give some definitions. Suppose that \( G_1, G_2, \ldots, G_r \) are \( r \) integral diagonal forms in \( s \) variables with coefficient matrix \( B \), where \( B \) has entries \( d_{ij} \). In Section 8.2, we consider integral forms, and of course we assume that \( r \geq 1 \) holds throughout this section.

We then define the singular series \( \mathcal{S}(G) \) associated with this system of \( r \) forms by

\[
\mathcal{S} = \mathcal{S}(G) = \sum_{q=1}^{\infty} \sum_{a \pmod{q}} q^{-s} \prod_{j=1}^{s} S(q, M_j(a)) ,
\]

where we set

\[
M_j(a) = \sum_{i=1}^{r} d_{ij} a_i \quad \text{for} \quad 1 \leq j \leq s .
\]

We return to the notation of the rest of the paper for a moment. Observe that the definition of \( \mathcal{S} \) given here coincides with the definition (8.5) in the case \( r = R \). Moreover, in general, when \( 1 \leq r \leq R \) holds, the first singular series is exactly the latter singular series, where the latter is associated with the first \( r \) forms \( F_1, \ldots, F_r \). Note also that the first singular series is independent of the \( R-r \) forms \( F_{r+1}, \ldots, F_R \).

Suppose that \( p \) is a prime and \( n \) is a positive integer. Then we say that an integral vector \( x = (x_1, x_2, \ldots, x_s) \) is a solution of rank \( r \pmod{p} \) of the system of congruences

\[
G_1(x) \equiv G_2(x) \equiv \cdots \equiv G_r(x) \equiv 0 \pmod{p^n}
\]

if there is a subset \( J \subseteq \{1, 2, \ldots, s\} \) with \( |J| = r \) such that one has \( p \nmid \det(B_j) \) and \( p \nmid \prod_{j \in J} x_j \). Also, for any prime \( p \) and any positive integer \( n \), we define \( M(p^n, G) \) to be the number of solutions \( x \pmod{p^n} \) of the system (8.8).

Now we shall define the concept of a normalized system of forms. We follow Low, Pitman and Wolff [13] closely, but we need a slightly more general notion. We essentially want to define a notion of a system such that a related system, which results after setting all but some subset of \( tr \) of the variables equal to zero, is normalized in the original sense of Low, Pitman and Wolff.
Suppose that the coefficient matrix $B$ contains $t$ disjoint nonsingular $r \times r$ submatrices $B_1, B_2, \ldots, B_t$. To be clear, by this we mean that there is some permutation of the columns of $B$ so that the first $r$ columns form a nonsingular submatrix, the second $r$ columns form a nonsingular submatrix, and so on, through the $t^{th}$ set of $r$ columns. We define

$$\Delta = \Delta(G) = \prod_{v=1}^{t} |\det (B_v)|.$$  

Now let $j = (j_1, j_2, \ldots, j_{tr})$ be the ordered $(tr)$-tuple such that the particular matrix $[B_1 B_2 \ldots B_t]$ is the submatrix of $B$ consisting of the columns of $B$ indexed in order by $j_1, j_2, \ldots, j_{tr}$; that is, we define $j$ so that for $1 \leq v \leq t$ and $1 \leq h \leq r$, the $j_{v(r-1)+h}^{th}$ column of $B$ is the $h^{th}$ column of $B_v$. Observe that the definition of $\Delta$ depends on $j$. Also set

$$J = \{j_1, j_2, \ldots, j_{tr}\}.$$

Suppose that $p$ is a prime dividing $\Delta$. Here we define, following [13] closely, a $p$-operation on the forms $G_1, \ldots, G_r$ as a transformation that produces integral forms $H_1, \ldots, H_r$, and has the following steps:

(i) Pre-multiply $B$ by an integral unimodular matrix $U$ with entries in the set $\{0, 1, \ldots, p - 1\}$;

(ii) Next, multiply at most $tr - r$ of the columns of $UB_j$ by $p^k$ and multiply any of the columns of $UB_{\{1, \ldots, s\} \setminus J}$ by $p^k$;

(iii) Then divide $g$ of the rows by $p$, where we have $1 \leq g \leq r$.

As discussed in [13], step (i) corresponds to adding linear combinations of some of the forms to one or more of the other forms. Step (ii), on the other hand, corresponds to writing $x_j = py_j$ in each column $j$ that one multiplies by $p^k$, and then trying to solve the new inequalities in the variables $y_j$. Step (iii) corresponds to dividing $g$ of the $r$ equations by $p$. One can check, as in [13], that a $p$-operation is possible for all primes $p$ that divide $\Delta$.

Note that for the resulting system $H$, we have

$$\Delta(H) = p^m \Delta(G)$$

for some integer $m$. We say that such a $p$-operation is permissible if one has $m < 0$.

Observe that, upon performing permissible $p$-operations for any of the primes $p$ dividing $\Delta(G)$, we can find a system $H$ that can be obtained from the original system $G$ via a finite sequence of permissible $p$-operations and such that $\Delta(H)$ is minimal. If $G$ is a system of $r$ integral forms as above, such that $\Delta(G)$ cannot be reduced by any permissible $p$-operations, then we say that $G$ is a $(j, t)$-normalized system. Finally, if $G$ is a system of $r$ integral forms in exactly $tr$ variables, then we simply say that $G$ is a normalized system. We note that, in this case, our definition clearly agrees with the definition given for a normalized system in [13].

We make one other observation. Suppose that, as above, the coefficient matrix $B$ of a system $G$, in $s$ variables with coefficients $d_{ij}$, contains $t$ disjoint nonsingular $r \times r$ submatrices $B_1, B_2, \ldots, B_t$, and define $j$ and $J$ as above. Then, we define the system $G^*_i$ in $tr$ variables, by defining, for $y \in \mathbb{Z}^{tr}$ and for $1 \leq i \leq r$, the forms

$$G^*_i(y) = \sum_{n=1}^{tr} d_{ijn} y^n.$$  

(8.9)
Note that this is simply the system obtained by setting all variables with indices \( j \notin J \) equal to 0, and subsequently reordering the variables. Observe that the coefficient matrix \( B^* \), say, of the system \( G^* \) has the form

\[
B^* = \begin{bmatrix}
B_1 & B_2 & \ldots & B_t
\end{bmatrix}.
\]

Suppose now that a system \( H \) can be obtained from the system \( G \) after a finite sequence of permissible \( p \)-operations, and suppose that \( H \) is \((j,t)\)-normalized. Then consider the system \( H^* \), defined as in (8.9). We can see that the same \( p \)-operations (restricted to the columns \( j \in J \)) allow one to obtain \( H^* \) from the system \( G^* \); after all, the variables of \( G^* \) are a subset of those that appear in \( G \). Each operation is certainly still permissible, since the definition of \( \Delta \) involves only the columns \( j \in J \).

If one could reduce \( \Delta(H^*) \) via a permissible \( p \)-operation, then we could simply extend step (ii) and multiply all of the columns of \( U B_{\{1,\ldots,s\}\setminus J} \) by \( p^k \). This would give a permissible \( p \)-operation for the system \( H \), which contradicts our assumption that \( H \) is \((j,t)\)-normalized. So if \( H \) is \((j,t)\)-normalized, then it follows that \( H^* \) is normalized, and moreover, if \( H \) results from \( G \) after a finite sequence of permissible \( p \)-operations, then \( H^* \) results from \( G^* \) from the same sequence of \( p \)-operations.

We can now state the following lemma, which is a step towards bounding the singular series below. We do slightly more than we need to, in the hope that it will be useful for future workers. For this reason, we state the lemma in a self-contained manner.

**Lemma 8.3.** Suppose that \( r, k \) and \( s \) are positive integers with \( k \geq 2 \), and suppose for \( 1 \leq i \leq r \) that

\[
D_i(x) = d_{i1}x_1^k + d_{i2}x_2^k + \ldots + d_{is}x_s^k
\]

is an integral diagonal form of degree \( k \). Suppose that \( s \) satisfies \( s \geq tr \), where \( t \) is an integer satisfying

\[
t \geq 2k + 1.
\]

Suppose that the coefficient matrix \( C \) of the system \( D \) contains \( t \) disjoint nonsingular \( r \times r \) submatrices \( C_1, C_2, \ldots, C_t \), and define

\[
\Delta(D) = \prod_{v=1}^{t} |\det(C_v)|.
\]

Also, define the singular series \( \mathcal{S}(D) \) as in (8.7). Suppose that the following property, which we denote by \( P(t,k,r) \), holds:

Given any system of \( r \) integral diagonal forms \( G_1, G_2, \ldots, G_r \) of degree \( k \) in \( tr \) variables, with coefficient matrix \( B \) which consists of \( t \) disjoint nonsingular \( r \times r \) submatrices and such that the system \( G \) is normalized, then for every prime \( p \) and every positive integer \( n \), there is a solution \( x \) of rank \( r \) (mod \( p \)) of the system of congruences

\[
G_1(x) \equiv G_2(x) \equiv \cdots \equiv G_r(x) \equiv 0 \pmod{p^n}.
\]

Then the series \( \mathcal{S}(D) \) converges absolutely and one has

\[
\mathcal{S}(D) \gg_D 1.
\]

If one also has

\[
t \geq kr + k + 1,
\]
then there exists a constant $c(k, r, s)$ that depends only on $k$, $r$, and $s$, such that one has

$$\mathcal{S}(D) \geq c(k, r, s) (\Delta(D))^{-3s}.$$ 

Proof. We first give some more notation. For any prime $p$, define $\gamma = \gamma(k, p)$ by choosing $\tau$ to satisfy $p^\tau \parallel k$, and setting

$$\gamma = \begin{cases} 1 & \text{if } \tau = 0 \\ \tau + 1 & \text{if } \tau > 0 \text{ and } p > 2 \\ \tau + 2 & \text{if } \tau > 0 \text{ and } p = 2. \end{cases}$$

Also, for any prime $p$, we define

$$\chi_D(p) = \lim_{n \to \infty} \frac{M(p^n, D)}{p^{n(s-r)}}.$$ 

As in Chapter 5 of [6], and using also Lemma 2.10 of [15], one may see that this limit exists, that $S(D)$ converges absolutely, and that $S(D)$ is equal to an absolutely convergent product, that is, we have

$$S(D) = \prod_p \chi_D(p).$$

(8.11)

(We note that it is in this argument that one uses the condition $t \geq 2k + 1$, and that the rate at which the product converges depends on $D$.)

Now define $D^*$ as in (8.9), and define $j$ and $J$ as in the discussion above. We may find a $(j, t)$-normalized system $G$, which can be obtained from $D$ after a finite sequence of permissible $p$-operations. As we have noted above, $G^*$ is then a normalized system, which one obtains from $D^*$ after (essentially) the same permissible $p$-operations.

Since property $P(t, k, r)$ holds, there is, for all $p$ and $n$, a solution $w$ of rank $r$ (mod $p$) of the system of congruences $G^*(w) \equiv 0$ (mod $p^n$). By the way $G^*$ was defined, one can see that if $y = (y_1, y_2, \ldots, y_s)$ is defined by

$$y_j = \begin{cases} w_j & \text{if } j \in J \\ 0 & \text{if } j \notin J \end{cases}$$

then we have that $y$ is a solution of rank $r$ (mod $p$) of the system of congruences $G(y) \equiv 0$ (mod $p^n$). In particular, this holds for $n = \gamma$. We may thus apply Lemma 6 of [13] to the system $G$, whence we have

$$M(p^n, G) \geq p^{(s-r)(n-\gamma)} \quad \text{for } n > \gamma.$$ 

(8.12)

From this fact we will deduce a lower bound for $M(p^n, D)$.

To this end, suppose for some positive integer $n$ that $y \in \mathbb{Z}^s$ is a solution of the congruences

$$G_1(y) \equiv G_2(y) \equiv \cdots \equiv G_r(y) \equiv 0 \pmod{p^n}.$$ 

Recall that the system $G$ resulted from $D$ after a finite sequence of permissible $p$-operations. Let $H$ be a system such that $G$ arises from $H$ after a single permissible $q$-operation. Let $I$ be the subset of $\{1, 2, \ldots, s\}$ consisting of the columns affected by step (ii) of this $q$-operation, that is, let $I$ consist of the indices such that the
corresponding columns in step (ii) are multiplied by \( q^h \). Then define the vector 
\[ x = (x_1, x_2, \ldots, x_s) \] 
by setting
\[ x_j = \begin{cases} qy_j & \text{if } j \in I \\ y_j & \text{if } j \notin I. \end{cases} \]

We show that one has
\[ H_1(x) \equiv H_2(x) \equiv \cdots \equiv H_s(x) \equiv 0 \pmod{p^n}. \]

To see this, let \( H^{(i)} \) and \( H^{(ii)} \) be the systems that result after steps (i) and (ii) of the \( q \)-operation, respectively. We certainly have \( H^{(ii)}(y) \equiv 0 \pmod{p^n} \); indeed, some of these forms are congruent to 0 \pmod{p^n}. Then observe that we have \( H^{(ii)}(y) = H^{(i)}(x) \), whence \( H^{(i)}(x) \equiv 0 \pmod{p^n} \) holds. Since the matrix \( U \) is unimodular, so that in particular its determinant is not divisible by \( p \), one has that (8.13) holds. Thus any solution \( y \) of \( G(y) \equiv 0 \pmod{p^n} \) gives rise to a solution \( x \) of \( H(x) \equiv 0 \pmod{p^n} \). If \( q \neq p \) holds, we therefore have
\[ M(p^n, H) \geq M(p^n, G). \]

If \( q = p \) holds, we might have some reduction in the number of solutions, because multiplication by \( p \) in \( \mathbb{Z}/p^n\mathbb{Z} \) has kernel of size \( p \), but we certainly have
\[ M(p^n, H) \geq \frac{M(p^n, G)}{p^{s-r}}. \]

So, by repeating this analysis for each permissible \( q \)-operation, one can see that if \( G \) is a \((j, t)\)-normalized system arising from the system \( F \) after a finite sequence of permissible \( q \)-operations, then one has
\[ M(p^n, D) \geq \frac{M(p^n, G)}{p^{m(s-r)}} \quad \text{if} \quad p^m \| \Delta(D). \]

Now the limit \( \chi_G(p) \) exists; this follows in much the same way as the corresponding fact for \( D \). It follows that we have
\[ \chi_D(p) \geq \frac{\chi_G(p)}{p^{m(s-r)}} \quad \text{if} \quad p^m \| \Delta(D). \]

It follows from (8.12) and the definition of \( \chi_G(p) \) that for all primes \( p \) we have
\[ \chi_D(p) \geq p^{-(\gamma + \text{ord}_p(\Delta(D)))(s-r)}. \]

Since the product \( \prod_p \chi_D(p) \) is absolutely convergent, there is a constant \( c(D) \), which may depend on \( D \), such that we have
\[ \prod_{p > c(D)} \chi_D(p) \geq \frac{1}{2}. \]

Thus, using also (8.11), we have
\[
\mathcal{S}(D) \geq \frac{1}{2} \prod_{p \leq c(D)} \chi_D(p) \geq \frac{1}{2} \prod_{p \leq c(D)} p^{-(\gamma + \text{ord}_p(\Delta(D)))(s-r)}
\]
\[
\geq \frac{1}{2} (\Delta(D))^{-s} \prod_{p \leq c(D)} p^{-\gamma(s-r)} \gg_D 1.
\]
Now suppose that we have \( t \geq kr + k + 1 \). One can prove as in chapter 5 of [6] that for primes \( p \), one has

\[
(8.16) \quad \chi_D(p) = 1 + \sum_{n=1}^{\infty} S(p^n),
\]

where for positive integers \( n \), we define

\[
S(p^n) = p^{-ns} \sum_{a \mod p^n} \prod_{j=1}^{s} S(p^n, M_j(a)).
\]

Now suppose that \( p \nmid \Delta(D) \). Suppose for \( 1 \leq v \leq t \) that \( C_v \) consists of the columns \( j_{v_1}, j_{v_2}, \ldots, j_{v_t} \), in that order. Then for \( a \) satisfying \( (a_1, \ldots, a_r, p) = 1 \), there must exist some \( j \in \{j_{v_1}, \ldots, j_{v_t}\} \) such that \( p \nmid M_j(a) \), since we have \( p \nmid \det(C_v) \). Thus for any prime \( p \) with \( p \nmid \Delta(D) \), and any positive integer \( n \), by the standard estimate \( S(p^n, a) \ll p^{n(1-(1/k))} \), which holds for \( (a, p) = 1 \), we have

\[
S(p^n) \ll p^{-ns} \sum_{a \mod p^n} p^{ns-(nt/k)} \ll p^{n(r-(t/k))}.
\]

Combining this last bound with (8.16) and using \( t \geq kr + k + 1 \) yields

\[
\chi_D(p) - 1 \ll \sum_{n=1}^{\infty} p^{n(r-(t/k))} \ll p^{-1/(k)} \quad \text{for} \quad p \nmid \Delta(D).
\]

So there is a constant \( C \) that depends only on \( k, r \) and \( t \) such that one has

\[
(8.17) \quad |\chi_D(p) - 1| \leq Cp^{-1/(k)} \quad \text{for} \quad p \nmid \Delta(D).
\]

Now, because \( \sum_p Cp^{-1/(k)} \) converges, there is a constant \( \tilde{C} \) that depends only on \( k, r \) and \( t \) such that one has \( 1 - C p^{-1/(k)} > 0 \) for \( p > \tilde{C} \) and

\[
\prod_{p > \tilde{C}} \left(1 - C p^{-1/(k)} \right) \geq \frac{1}{2}.
\]

Now for all \( p \) we have \( \chi_D(p) > 0 \) from (8.15); so by (8.17) we have

\[
\prod_p \chi_D(p) = \prod_{p \leq \tilde{C}} \chi_D(p) \prod_{p > \tilde{C}} \chi_D(p) \geq \frac{1}{2} \prod_{p \leq \tilde{C}} \chi_D(p) \prod_{p > \tilde{C}} \chi_D(p).
\]
It follows from (8.15) that we have
\[
\prod_p \chi_D(p) \geq \frac{1}{2} \prod_{p \leq C} p^{-\gamma(s-r)} \prod_{p \mid \Delta(D)} p^{-\gamma + \text{ord}_p(\Delta(D))}(s-r) \\
\geq \frac{1}{2} \left( \prod_{p \leq C} p^{-\gamma(s-r)} \right) (\Delta(D))^{r-s} \prod_{p \mid \Delta(D)} p^{-\gamma(s-r)} \\
\gg k, r, s (\Delta(D))^{r-s} (\Delta(D))^{2(r-s)}.
\]

This completes the proof of Lemma 8.3. \(\square\)

Now we give another lemma that builds on the above lemma and completes the treatment of the singular series for the cases \(k \geq 3\). As in the case of Lemma 8.3, we do slightly more than what we will need, and we state the lemma in a self-contained fashion.

**Lemma 8.4.** Suppose that \(r, k, \text{ and } s\) are positive integers, and suppose for \(1 \leq i \leq r\) that
\[
F_i(x) = \lambda_{i1}x_1^k + \lambda_{i2}x_2^k + \ldots + \lambda_{is}x_s^k
\]
is an integral diagonal form of degree \(k\). Suppose that the coefficient matrix \(A\) of the system \(F\) contains \(\ell\) disjoint nonsingular \(r \times r\) submatrices \(A^{(r)}_1, A^{(r)}_2, \ldots, A^{(r)}_\ell\), where \(\ell\) is a positive integer satisfying
\[
\ell \geq 2k + 1.
\]
Define \(\Delta = \prod_{v=1}^\ell \left| \det \left( A^{(r)}_v \right) \right|\). Define \(\mathfrak{S} = \mathfrak{S}(F)\) as in (8.7). Finally, suppose that one of the two following statements holds.

(i) \(k\) is odd, and \(k \geq 3\) holds, and one has \(\ell \geq km_0\), where \(m_0\) is the least positive integer \(m\) such that one has
\[
2^{m-2} \geq \min \left\{ m^2(2k)^r, (3rk^2)^r \right\}.
\]

(ii) \(k \geq 3\) holds, and one has
\[
\ell > k \left[ 48k^2 \log 3rk^2 \right].
\]

Then one has
\[
\mathfrak{S}(F) \gg_F 1.
\]
Moreover, if \(\ell \geq kr + k + 1\) holds, then there exists a positive real constant \(c(k, r, s)\) that depends only on \(k, r\) and \(s\) such that one has
\[
\mathfrak{S}(F) \geq c(k, r, s)\Delta^{-3s}.
\]
Moreover, we note that if \(k\) is odd with \(k \geq 3\), then there exists an absolute positive real constant \(C\) such that condition (i) holds if one has
\[
\ell \geq \frac{rk\log 2k}{\log 2} + Ck \log(r \log 2k).
\]
Proof. The last statement of the lemma can be checked with a straightforward computation.

Thus to prove the lemma, we need only check that the condition $P(\ell, k, r)$ of Lemma 8.3 holds for our choices of $\ell$. So suppose that $G$ is a normalized system in $\ell r$ variables. For the case in which condition (i) holds, we may apply Theorem 1(ii) of [13] to see that for any positive integer $n$, the system $G(x) \equiv 0 \pmod{p^n}$ has a solution $x$ of rank $r$ (mod $p$). On the other hand, for the case in which condition (ii) holds, we may apply Theorem 3(i) of [13].

Thus in either case, the condition $P(\ell, k, r)$ of Lemma 8.3 holds, whence Lemma 8.4 follows.

Now we give a lemma to treat the singular series in the case $k = 2$. We observe that one could surely obtain a result that is better for large $r$, but we choose not to pursue this here.

Lemma 8.5. Suppose that $r$ and $s$ are positive integers, and suppose for $1 \leq i \leq r$ that

$$F_i(x) = \lambda_{i1}x_1^2 + \lambda_{i2}x_2^2 + \ldots + \lambda_{is}x_s^2$$

is an integral diagonal quadratic form. Suppose that the coefficient matrix $A$, defined as in (1.3), contains $\ell$ disjoint nonsingular $r \times r$ submatrices, where $\ell$ is an integer satisfying

$$\ell \geq \min \left( 4r^2 + 4r + 1, 384 \log_{16} r + 5 \right).$$

Define $\mathcal{S} = \mathcal{S}(F)$ as in (8.7). Then one has

$$\mathcal{S}(F) \gg \frac{1}{r}.$$  

Proof. If the first bound for $\ell$ holds, then it follows that any nontrivial complex linear combination of the forms $F_1, \ldots, F_r$ has rank at least $4r^2 + 4r + 1$. By the theorem in [13], the singular series $\mathcal{S}$ is positive and depends only on the forms $F_1, F_2, \ldots, F_r$. One can readily check that the singular series $\mathcal{S}$ is defined in [13] in the same manner as we have defined it.

Suppose instead that the second bound for $\ell$ holds. We give a sketch of the proof in this case. We first seek an analogue of Lemma 12 of [13] for the case $k = 2$, with $m \geq [192 \log 16r + 2]$. For primes $p$ with $p \leq 8r^2$, say, it is easy to check that Lemma 5 of [7] provides an analogue of the desired type. To obtain an appropriate analogue of Lemma 12 of [13] for primes $p \geq 8r^2$, one applies an adaptation of Theorem 2 of [14], with, say, $c = 4$; one can check that if one assumes that the matrix of coefficients contains $c + 1$ nonsingular $r \times r$ submatrices, rather than assuming that the matrix is highly nonsingular, then the result still holds. (This can be seen by noting that the inequality $q_i(B) > ci$, which would still hold, is the key condition needed on page 339 of [13].)

In either case, we have an analogue of Lemma 12 of [13], and thus we can show that condition $P(\ell, k, r)$ holds, as in the proof of Theorem 1(ii) of [13].

Michael Knapp and Professor Wooley provided me with a proof of a result closely related to the second part of the above lemma, for which I am grateful.
8.3. The singular integral. Recall that in (8.6) we defined the singular integral \( I(P) \) by

\[
I(P) = \int_{\mathbb{R}^R} \left( \prod_{j=1}^{s} \omega_j(\beta) \right) \left( \prod_{i=r+1}^{R} K(\beta_i) \right) d\beta.
\]

Our goal in this section is to demonstrate that for large positive \( P \) we have the bound

(8.18)

\[
I(P) \gg_F P^{s-Rk}.
\]

Instead of using the traditional approach which uses Fourier’s Integral Theorem, we use a method given by Schmidt [18]. Below we follow parts of [18] very closely.

Much as in [18], for any positive real number \( T \) and any real numbers \( \alpha \) and \( \beta \), we define

\[
K_T(\alpha) = K(\alpha T^{-1}) = \left( \frac{\sin(\pi \alpha T^{-1})}{\pi \alpha T^{-1}} \right)^2
\]

and

(8.19)

\[
\psi_T(\beta) = \begin{cases} T(1-T|\beta|) & \text{for } |\beta| \leq T^{-1} \\ 0 & \text{for } |\beta| > T^{-1}. \end{cases}
\]

From (4.3), one may readily deduce the following identity, which holds for all real numbers \( \beta \), namely,

(8.20)

\[
\psi_T(\beta) = \int_{\mathbb{R}} e(\alpha \beta) K_T(\alpha) d\alpha.
\]

We now define

(8.21)

\[
I_T(P) = \int_{\mathbb{R}^R} \left( \prod_{j=1}^{s} \omega_j(\beta) \right) \left( \prod_{i=1}^{r} K_T(\beta_i) \right) \left( \prod_{i=r+1}^{R} K(\beta_i) \right) d\beta.
\]

By (4.4) and a similar bound for \( K_T(\alpha) \), the integral converges absolutely for each choice of \( P \) and \( T \).

We shall see that for fixed \( P \), we have \( \lim_{T \to \infty} I_T(P) = I(P) \), and we will also show that for large \( T \), we have \( I_T(P) \gg_F P^{s-Rk} \). These two facts together establish the bound (8.18). To prove the first fact, we give a bound for the difference \( I_T(P) - I(P) \).

Lemma 8.6. Suppose that \( T \) and \( P \) are positive real numbers with \( T \geq 1 \) and \( P \geq 1 \). Suppose that \( R, r, k \) and \( s \) are integers with \( R \geq 1, 0 \leq r \leq R \) and \( k \geq 2 \). Suppose for \( 1 \leq i \leq R \) that

\[
F_i(x) = \lambda_{i1} x_1^2 + \lambda_{i2} x_2^2 + \ldots + \lambda_{is} x_s^2
\]

is a real diagonal form of degree \( k \) and that for \( 1 \leq i \leq r \), the form \( F_i \) is integral. Assume that one has \( \|F\| \geq 1 \). Suppose also that the coefficient matrix \( A \) of the system \( F \) is as in (3.2) and satisfies (5.3), where one has

\[
\ell \geq k + 1.
\]

Define \( I(P) \) and \( I_T(P) \) as in (8.6) and (8.21), respectively. Then one has

\[
I(P) - I_T(P) \ll T^{-1/k} P^{s-Rk} \left( \|F\|^{2R} \prod_{v=1}^{\ell} \Delta_v^{-3/\ell} + P^{k-\ell} \|F\|^{(R\ell)/k} \prod_{v=1}^{\ell} \Delta_v^{-1/k} \right).
\]
We note that the implicit constant in Vinogradov’s notation here depends at most on $R, r, k$ and $s$ and, in particular, does not depend on the coefficients of $F$.

Proof. Observe first that, in the case $s = 0$, we have $\mathcal{I}(P) = \mathcal{I}_r(P)$. So we can assume that we have $s \geq 1$. It follows from the definitions (8.6) and (8.21) that we have

\[
\mathcal{I}(P) - \mathcal{I}_r(P) \ll \int_{[0,R]} \left( \prod_{j=1}^{s} |\omega_j(\beta)| \right) \left| 1 - \prod_{i=1}^{r} K_T(\beta_i) \right| \left( \prod_{j=r+1}^{R} |K(\beta_j)| \right) d\beta.
\]

From the penultimate centered equation on page 305 of [18], one has

\[
1 - \prod_{i=1}^{r} K_T(\beta_i) \ll T^{-2} \max_{1 \leq i \leq r} |\beta_i|^2 \ll T^{-2} |\beta|^2 \quad \text{for} \quad |\beta| < T,
\]

and for $|\beta| \geq T$, one clearly has $\prod_{i=1}^{r} K_T(\beta_i) \ll 1$. Combining these bounds with the estimate for $\omega(\beta)$ given in Lemma 8.1, and the bound (4.4) for $K(\alpha)$, one has

\[
\mathcal{I}(P) - \mathcal{I}_r(P) \ll T^{-2} P^{s-R\ell} \sum_{|\beta| < T} \left( \prod_{j=1}^{R\ell} \min \left( P, |\Lambda_j(\beta)|^{-1/k} \right) \right) |\beta|^2 d\beta
\]

\[
+ P^{s-R\ell} \sum_{|\beta| \geq T} \left( \prod_{j=1}^{R\ell} \min \left( P, |\Lambda_j(\beta)|^{-1/k} \right) \right) d\beta.
\]

(8.22)

Consider the first integral on the right-hand side of (8.22). By Hölder’s inequality, one has

\[
\int_{|\beta| < T} |\beta|^2 \prod_{j=1}^{R\ell} \min \left( P, |\Lambda_j(\beta)|^{-1/k} \right) d\beta
\]

\[
\ll \prod_{v=1}^{\ell} \left( \int_{|\beta| < T} |\beta|^2 \prod_{j=(v-1)R+1}^{vR} \min \left( P, |\Lambda_j(\beta)|^{-1/k} \right) d\beta \right)^{1/\ell}.
\]

(8.23)

For a fixed choice of $v$ with $1 \leq v \leq \ell$, one makes the change of variable $\gamma = (\gamma_1, \ldots, \gamma_R) = U_v(\beta)$ given by $\gamma_j = \Lambda_{(v-1)R+j}(\beta)$ for $1 \leq j \leq R$, and obtains

\[
\int_{|\beta| < T} |\beta|^2 \prod_{j=(v-1)R+1}^{vR} \min \left( P, |\Lambda_j(\beta)|^{-1/k} \right)^{\ell} d\beta
\]

\[
\ll \Delta_v^{-1} \int_{\gamma \in U_v([-T,T]^R)} |U^{-1}_v(\gamma)|^2 \prod_{j=1}^{R} \min \left( P, |\gamma_j|^{-1/k} \right)^{\ell} d\gamma.
\]

If $\gamma = U_v(\beta)$, then one has

\[
|\gamma| = |U_v(\beta)| \leq R \|F\| \cdot |\beta|,
\]
and by Cramer’s rule and Hadamard’s inequality, one has

\[(8.24) \quad |\beta| = |U_v^{-1}(\gamma)| \leq \frac{R^{R/2} \|F\|^{R-1}}{\Delta_v} |\gamma|.
\]

It follows that we have

\[
\int_{|\beta| < T} |\beta|^2 \prod_{j=(v-1)R+1}^{vR} \min \left( P_j, |\Lambda_j(\beta)|^{-1/k} \right) d\beta
\]

\[(8.25) \quad \ll R \Delta_v^{-3} \|F\|^{2R-2} \int_{|\gamma| \leq R \|F\|T} |\gamma|^2 \prod_{j=1}^{R} \min \left( P_j, |\gamma_j|^{-1/k} \right) d\gamma.
\]

But one has

\[
\int_{|\gamma| \leq R \|F\|T} |\gamma|^2 \prod_{j=1}^{R} \min \left( P_j, |\gamma_j|^{-1/k} \right) d\gamma
\]

\[\ll \sum_{n=1}^{\lfloor R \|F\|T \rfloor} n^2 \int_{n-1 \leq |\gamma| < n} \prod_{j=1}^{R} \min \left( P_j, |\gamma_j|^{-1/k} \right) d\gamma
\]

\[\ll \sum_{n=1}^{\lfloor R \|F\|T \rfloor} n^2 \left( \int_0^n \min \left( P, \gamma^{-1/k} \right) d\gamma \right)^{R-1} \int_{n-1}^n \min \left( P, \gamma^{-1/k} \right) d\gamma
\]

whence we have

\[
\int_{|\gamma| \leq R \|F\|T} |\gamma|^2 \prod_{j=1}^{R} \min \left( P_j, |\gamma_j|^{-1/k} \right) d\gamma
\]

\[\ll P^{(\ell-k)(R-1)} \left( P^{\ell-k} + \sum_{n=1}^{\lfloor R \|F\|T \rfloor} n^2 (\ell/k) \right)
\]

\[\ll P^{R(\ell-k)} + P^{(\ell-k)(R-1)} \sum_{n=1}^{\lfloor R \|F\|T \rfloor} n^{1-1/k}
\]

\[\ll P^{R(\ell-k)} \left( \|F\|T \right)^{2-1/k},
\]

since we have \( \ell \geq k + 1 \) and \( \|F\|T \geq 1 \).

Thus, by (8.22), (8.23) and (8.25), we have

\[
I(P) - I_T(P) \ll \|F\|^{2RT^{-1/k}} P^{s-Rk} \prod_{v=1}^{R} \Delta_v^{-3/\ell}
\]

\[+ P^{s-Rk} \int_{|\beta| \geq T} \prod_{j=1}^{RT} \min \left( P_j, |\Lambda_j(\beta)|^{-1/k} \right) d\beta.
\]
By Hölder’s inequality and a change of variable as above, we have
\[ I(P) - I_T(P) \ll \|F\|^{2R T^{-1/k}} P^{s-Rk} \prod_{v=1}^\ell \Delta_v^{-3/\ell} + P^{s-Rk} \prod_{v=1}^\ell (\Delta_v^{-1} \int_{|\gamma| \geq c_{F,v} T} \prod_{j=1}^R \min \left( P, |\gamma_j|^{-1/k} \right) d\gamma)^{1/\ell}, \]
where \(c_{F,v}\) is a positive constant which by (8.24) we may define by
\[ c_{F,v} = \frac{\Delta_v}{R^{R/2} \|F\|^{R-1}}. \]
It follows that one has
\[ \int_{|\gamma| \geq c_{F,v} T} \prod_{j=1}^R \min \left( P, |\gamma_j|^{-1/k} \right) \frac{d\gamma}{\ell} \ll \left( \int_0^\infty \min \left( P, |\gamma|^{-1/k} \right) \frac{d\gamma}{\ell} \right)^{R-1} \int_0^\infty \min \left( P, |\gamma|^{-1/k} \right) \frac{d\gamma}{\ell} \ll P^{(\ell-k) (R-1) (c_{F,v} T)^{1-(\ell/k)}} \ll P^{(\ell-k) R - \ell + k \Delta_1^{1-(\ell/k)} \|F\|^{(R)(\ell) T^{-1/k}}, \]
since we have \(\ell \geq k + 1\). Combining the last two bounds completes the proof of Lemma 8.6. □

Now we prove a lemma which states that for \(T\) and \(P\) sufficiently large, the quantity \(I_T(P)\) is bounded below.

**Lemma 8.7.** Suppose that we are in the setting of Theorem 7.2 and that the coefficient matrix \(A\) of the system \(F\) satisfies (3.2) and (3.3), and that there is a real vector \(z\) satisfying (3.6). Suppose also that one has \(\|F\| \geq 1\). Define \(\Delta_1\) as in (3.3). Suppose that \(T\) and \(P\) are real numbers satisfying \(T \geq 1\) and
\[ (8.26) \quad P \geq \left( \frac{12}{\delta} s R^{2R} \|F\|^{2R} \max(\Delta_1^{-2}, 1) \right)^{1/k}, \]
where \(\delta\) is as in (3.6). Define \(I_T(P)\) as in (8.21). Then there is a constant \(c_1 = c_1(F, k, R, r, s, \delta, z)\) that does not depend on \(T\) or \(P\) such that one has
\[ I_T(P) \geq c_1 P^{s-Rk}. \]

**Proof.** Recalling the definition (8.3) of \(\omega_j(\beta)\), we can write the absolutely convergent integral \(I_T(P)\) in the form
\[ \frac{1}{k^s} \int_{R^s} \int_{[0,P]^{r+1}} (x_1 x_2 \cdots x_s)^{1/k-1} \left( \prod_{j=1}^s \rho \left( \frac{\log x_j}{k \log P} \right) \right) \left( \sum_{j=1}^s \Lambda_j(\beta) x_j \right) \times \prod_{i=1}^r K_T(\beta_i) \prod_{i=r+1}^R K(\beta_i) dx d\beta. \]
Using the identities (8.20) and (4.3), and recalling the definition (3.4) of \(L_i(x)\), we can rewrite \(I_T(P)\) as

\[
\frac{1}{k^s} \int_{[0,P^k]^s} (x_1 \cdots x_s)^{1/k-1} \prod_{j=1}^s \rho \left( \frac{\log x_j}{k \log P} \right) \left( \prod_{i=1}^r \psi_T(L_i(x)) \right) \left( \prod_{i=r+1}^R \psi(L_i(x)) \right) \, dx.
\]

\(I_T(P)\) is certainly larger than the corresponding integral over the smaller region \(\left[ \frac{\delta P^k}{2}, P^k \right]^s\), noting from Lemma 12.1(i) of [21], and (8.1), that the function \(\rho\) is always nonnegative. For \(P\) satisfying (8.26), one certainly has \(P > \left( \frac{\delta}{2} \right)^{-1/k}\), whence for \(x_j\) satisfying \(\frac{\delta P^k}{2} \leq x_j \leq P^k\), it follows from (8.1) that one has

\[
\rho \left( \frac{\log x_j}{k \log P} \right) = 1.
\]

So we have

\[
I_T(P) \geq \frac{1}{k^s} \int_{\left[ \frac{\delta P^k}{2}, P^k \right]^s} (x_1 x_2 \cdots x_s)^{1/k-1} \left( \prod_{i=1}^r \psi_T(L_i(x)) \right) \left( \prod_{i=r+1}^R \psi(L_i(x)) \right) \, dx.
\]

Now define \(R_{P,T}\) to be the region

\[
\left\{ x \in \left[ \frac{\delta P^k}{2}, P^k \right]^s : |L_i(x)| < \frac{\min (1, \Delta_1^{1/R})}{3T} \text{ for } 1 \leq i \leq r \text{ and } |L_i(x)| < \frac{1}{3} \min (1, \Delta_1^{1/R}) \text{ for } r+1 \leq i \leq R \right\}.
\]

It follows from the definitions (8.19) and (4.3) of \(\psi_T(\alpha)\) and \(\psi(\alpha)\), respectively, that we have

(8.27) \[
I_T(P) \gg P^{s-sk^r T^r} \mu_s (R_{P,T}),
\]

where \(\mu_s\) denotes \(s\)-dimensional Euclidean measure.

We now make the linear change of variable \(w = V(x)\) given by

\[
w_j = \begin{cases} 
L_j(x) & \text{for } 1 \leq j \leq R \\
x_j & \text{for } R+1 \leq j \leq s.
\end{cases}
\]

Since \(\Delta_1\) is nonzero, we can see that we have

(8.28) \[
\mu_s (R_{P,T}) \gg_F \mu_s (S_{P,T}),
\]

where we define \(S_{P,T}\) to be the region \(V(R_{P,T})\). Note that \(S_{P,T}\) is the set of \(w \in \mathbb{R}^s\) such that there exists an \(x \in \left[ \frac{\delta P^k}{2}, P^k \right]^s\) with \(w = V(x)\) and such that one has

\[
|w_i| < \frac{\min (1, \Delta_1^{1/R})}{3T} \text{ for } 1 \leq i \leq r \text{ and } |w_i| < \frac{\min (1, \Delta_1^{1/R})}{3} \text{ for } r+1 \leq i \leq R.
\]

Now we give a lemma, which is essentially due to Nadesalingam and Pitman. (See [16], Lemma 5.2.)
Lemma 8.8. Let \( R \) and \( s \) be positive integers satisfying \( s > R \). Let

\[
A = (\lambda_{ij})_{1 \leq i \leq R, 1 \leq j \leq s}
\]

be a real \( R \times s \) matrix. For \( 1 \leq i \leq R \), we define the linear forms \( L_i(y) = \sum_{j=1}^s \lambda_{ij} y_j \).

Let \( \Delta_1 \) denote the absolute value of the determinant of the left-hand \( R \times R \) submatrix of \( A \). Suppose that we have \( \Delta_1 > 0 \). Additionally, suppose that \( Q \) is a real number satisfying

\[
(8.29) \quad Q \geq 6s^R R^{2R} \| A \|^{2R} \Delta_1^{-2}.
\]

Suppose also that \( w_1, \ldots, w_R \) are real numbers satisfying

\[
|w_i| \leq \frac{\Delta_1^{1/R}}{3} \quad \text{for} \quad 1 \leq i \leq R.
\]

Let \( S_0 = S_0(w_1, \ldots, w_R) \) be the set of all real vectors \( (y_{R+1}, \ldots, y_s) \in [-Q, Q]^{s-R} \) for which there exist real numbers \( y_1, \ldots, y_R \in [-Q, Q] \) with \( w_i = L_i(y) \) for \( 1 \leq i \leq R \).

Then \( S_0 \) has \((s-R)\)-dimensional measure satisfying

\[
\mu_{s-R}(S_0) \geq A Q^{s-R},
\]

where the implicit constant in Vinogradov’s notation depends on \( s \) and \( R \) and the entries of \( A \).

Proof. We apply the lemma of Nadesalingam and Pitman to the \( R \) linear forms \( M_1(y), \ldots, M_R(y) \) defined by \( M_i(y) = \Delta_1^{1/R} L_i(y) \) for \( 1 \leq i \leq R \), in order to relax the requirement \( \Delta_1 \geq 1 \) of their lemma. We note that there is a slight difference between the definition of \( \| A \| \) that we use and the definition they use, which accounts for the change in the condition \((8.29)\). Here we have also implicitly used the last equation on page 704 of [15] to show that the term \( H(L) \) in the lemma of Nadesalingam and Pitman is positive. \( \square \)

Now we return to the proof of Lemma 8.7 and apply Lemma 8.8. By \((8.26)\) and the assumption \( T \geq 1 \), we may apply the lemma, with the choice \( Q = (\delta P^k)/2 \), for any \( w = (w_1, w_2, \ldots, w_R) \) with

\[
(8.30) \quad |w_i| < \frac{\min \left( 1, \Delta_1^{1/R} \right)}{3T} \quad \text{for} \quad 1 \leq i \leq r, \quad \text{and} \quad |w_i| < \frac{\min \left( 1, \Delta_1^{1/R} \right)}{3} \quad \text{for} \quad r + 1 \leq i \leq R.
\]

We obtain

\[
\mu_{s-R}(S_0(w_1, \ldots, w_R)) \geq \Phi_\delta P^{k(s-R)}.
\]

Now, for any choice of \( (y_{R+1}, y_{R+2}, \ldots, y_s) \in S_0(w_1, \ldots, w_R) \), there exist real numbers \( y_1, \ldots, y_R \in [-Q, Q] \) with \( L_i(y) = w_i \) for \( 1 \leq i \leq R \). Defining \( z \) as in \((3.6)\), we have

\[
L_i(P^k z + y) = w_i \quad \text{for} \quad 1 \leq i \leq R.
\]

By \((3.6)\) and our choice of \( Q \), we also have

\[
P^k z + y \in \left[ \frac{\delta}{2} P^k, \frac{1 + \delta}{2} P^k \right] \subseteq \left[ \frac{\delta}{2} P^k, P^k \right].
\]
Recalling the definition of $S_{P,T}$, we see that we have
\[ \mu_s(S_{P,T}) \gg_{F,d} T^{-r} P^{k(s-R)}. \]
Combining with (8.27) and (8.28), we see that there is a positive real constant $c_1 = c_1(F,k,R,r,s,\delta,z)$ such that one has
\[ I_T(P) \geq c_1 P^{s-Rk}. \]
This completes the proof of Lemma 8.7.

Combining Lemmas 8.6 and 8.7 yields the following lower bound for $I(P)$.

**Lemma 8.9.** Suppose that we are in the setting of Theorem 1.2 and that the coefficient matrix $A$ of the system $F$ satisfies (3.2) and (3.3), and that there is a real vector $z$ satisfying (3.6). Assume also that we have $\|F\| \geq 1$. Define $I(P)$ as in (8.6). Then there is a constant $c_3 = c_3(F,k,R,r,s,\delta,z)$ such that for $P \geq c_3$, one has
\[ I(P) \gg P^{s-Rk}. \]
Here the implicit constant in Vinogradov’s notation may depend on $F,k,s,R,r,\delta$ and the special real vector $z$, but it does not depend on $P$.

8.4. **Completion of the treatment of the major arcs.** We wrap up our work on the major arcs with the following lemma.

**Lemma 8.10.** Suppose that we are in the setting of Theorem 1.2 and that the coefficient matrix $A$ of the system $F$ satisfies (3.2) and (3.3), and that there is a real vector $z$ satisfying (3.6). Assume also that we have $\|F\| \geq 1$. Then there are constants $c_4$ and $c_5$, which may depend on $F,k,s,R,r,\delta$ and $z$, but which do not depend on $P$, such that for real numbers $P$ satisfying $P \geq c_4$, one has
\[ \int_M \prod_{j=1}^s g_j(\alpha) \prod_{i=r+1}^R K(\alpha_i) d\alpha \geq c_5 P^{s-Rk}. \]

**Proof.** Choose $\epsilon = 1/(2k)$ and apply Lemma 8.2. Since we have $\ell \geq 2k + 1$ and by the definition (4.10) of $B$, we obtain
\[ I(P) \gg c_3 P^{s-Rk}. \]
Since condition (iv) of Theorem 1.2 holds, one has $\mathcal{S} \gg 1$. By Lemma 8.9 there are constants $c_3$ and $c_5$ that do not depend on $P$ such that one has
\[ I(P) \geq c_5 P^{s-Rk} \quad \text{for} \quad P \geq c_3. \]
Lemma 8.10 follows from (8.32) and (8.33) and the bound $\mathcal{S} \gg 1$. 

9. **Completion of the Proof of Theorem 1.2**

In this section, we gather together all of our results in order to complete the proof of Theorem 1.2.

We recall that we demonstrated in Section 8. that we may assume that we have $\epsilon = 1$, that we have $\|F\| \geq 1$, that the coefficient matrix $A$ of the system $F$ satisfies (3.2) and (3.3), and that there is a real vector $z$ satisfying (3.6).
We first observe how one proves the last sentence of Theorem 1.2, namely that if we have \( r \geq 1 \), and we define \( m_0(r, k, \tilde{C}_1) \) as in (1.4) and assume that we have \( \ell \geq m_0(r, k, \tilde{C}_1) \), then we have \( S \gg F \). For \( k \geq 3 \), one simply applies Lemma 6.6, noting that we certainly have \( \ell \geq 2k + 1 \) for a sufficiently large choice of the constant \( \tilde{C}_1 \). For \( k = 2 \), we may apply Lemma 6.5. Thus we have \( S \gg F \).

Now we turn to the central result of Theorem 1.2. Recall from (4.9) that we have

\[
N(P) \geq \int_{W} \prod_{j=1}^{s} g_j(\alpha) \prod_{i=r+1}^{R} K(\alpha_i) d\alpha,
\]

where \( N(P) \) was defined to be the number of solutions of the system (4.1) with \( x_j \in A(P, P^n) \) for \( 1 \leq j \leq s \).

We first choose a function \( T(P) \) as in Lemma 5.5. We can now treat the minor arcs and trivial arcs. By Lemmas 6.3 and 7.1, one obtains

\[
\int_{m \cup t} \prod_{j=1}^{s} |g_j(\alpha)| \prod_{i=r+1}^{R} |K(\alpha_i)| d\alpha = o(P^{s-Rk}).
\]

We now consider the major arcs. By Lemma 8.10, we have

\[
\int_{M} \prod_{j=1}^{s} g_j(\alpha) \prod_{i=r+1}^{R} K(\alpha_i) d\alpha \geq c_5 P^{s-Rk}
\]

for \( P \geq c_4 \), where \( c_4 \) and \( c_5 \) are constants that do not depend on \( P \). Together with (9.2), it follows for sufficiently large \( P \) that one has

\[
\int_{W} \prod_{j=1}^{s} g_j(\alpha) \prod_{i=r+1}^{R} K(\alpha_i) d\alpha \geq \frac{c_5}{2} P^{s-Rk}.
\]

By (9.1), for sufficiently large \( P \), we have

\[
N(P) \gg P^{s-Rk}\).
\]

This establishes Theorem 1.2.

As a final observation, we note that we have obtained a lower bound of the expected order of magnitude for the number of solutions of our system in a box of size \( P \), for all sufficiently large positive \( P \). Recall that we assumed that we have \( \epsilon = 1 \), that we have \( \|F\| \geq 1 \), that the coefficient matrix \( A \) of the system \( F \) satisfies (3.2) and (3.3), and that there is a real vector \( z \) satisfying (3.6). Using standard techniques, one can check that under the conditions of either Theorem 1.1 or Theorem 1.2, without any of these simplifying assumptions, the same lower bound holds for sufficiently large \( P \). We note that in this case, \( P \) must be sufficiently large also in terms of \( \epsilon \), and the implicit constant in the lower bound for \( N(P) \) depends on \( \epsilon \).
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