DERIVING CALCULUS WITH COTRIPLES

B. JOHNSON AND R. MCCARTHY

Abstract. We construct a Taylor tower for functors from pointed categories to abelian categories via cotriples associated to cross effect functors. The tower was inspired by Goodwillie’s Taylor tower for functors of spaces, and is related to Dold and Puppe’s stable derived functors and Mac Lane’s Q-construction. We study the layers, $D_n F = \text{fiber}(P_n F \to P_{n-1} F)$, and the limit of the tower. For the latter we determine a condition on the cross effects that guarantees convergence. We define differentials for functors, and establish chain and product rules for them. We conclude by studying exponential functors in this setting and describing their Taylor towers.

The calculus of homotopy functors, developed by Tom Goodwillie, is an increasingly important tool in homotopy theory and algebraic topology. For a functor of spaces $F$ and a space $X$ satisfying certain connectivity conditions, Goodwillie (G3) has shown that there is a tower of functors and natural transformations,

\[
\begin{array}{ccc}
\vdots & & \\
P_{n+1} F_X & \downarrow & \\
p_n F_X & \leftarrow & q_{n+1} F_X \\
F_X & \xrightarrow{p_n F_X} & P_n F_X \\
p_{n-1} F_X & \searrow & q_n F_X \\
P_{n-1} F_X & & \\
\vdots & & \\
P_0 F_X = F(X) & & 
\end{array}
\]

that acts like a Taylor series for the functor $F$ expanded about the space $X$. That is, each $P_n F_X$ can be likened to a degree $n$ approximation of $F$, and the “Taylor tower” above converges to $F$ in a range of spaces that depends on $F$ and $X$. The Taylor tower has been used by Greg Arone and Mark Mahowald (A-M) in their
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work on the $v_n$-periodic homotopy of odd spheres. Using “orthogonal calculus”, a version of calculus developed by Michael Weiss ([W]), Arone ([A]) has also shown that the Mitchell-Richter filtration of loops on Stiefel manifolds stably splits.

The linear piece of Goodwillie’s tower or “differential”
\[ D_1 F_X = \text{fiber}(P_1 F_X (-) \to F(X)) , \]
is often enough to determine a functor up to a constant, in that a natural transformation $\eta : F \to G$ that induces an equivalence $D_1 \eta : D_1 F_X \to D_1 G_X$ for all spaces $X$ yields an equivalence
\[ \text{fiber}(F(Y) \to F(X)) \to \text{fiber}(G(Y) \to G(X)) , \]
when $F$, $G$, $X$, and the space $Y$ satisfy some connectivity conditions ([G2]). This latter result has been instrumental in establishing strong connections between algebraic $K$-theory and more computable theories ([CCGH], [M1]).

Goodwillie’s existence proof for the tower is constructive, but provides one with a model that is difficult to work with in general. For $n = 1$, the construction is reminiscent of the stabilization of functors of additive categories defined by Dold-Puppe ([D-P]), and Eilenberg-Mac Lane ([E-M1], [E-M2]). We explored this similarity in [J-M1], and established conditions under which Goodwillie’s degree 1 approximations were the same as Dold-Puppe’s stabilization and Mac Lane’s $Q$-construction. The work of Dold-Puppe and Eilenberg-Mac Lane suggested a simpler model for the Taylor tower in the algebraic setting. A generalization of Mac Lane’s $Q$-construction was used in [J-M2] to produce such a model.

In the first part of this paper we produce a more natural and simpler means for constructing a Taylor tower for functors from a basepointed category (a category with an object that is both initial and final) to a category of chain complexes. The idea behind this construction is as follows. The failure of a functor $F$ to be “degree $n$” is captured by the $n + 1$st cross effect functor, $cr_{n+1} F$, as defined by Eilenberg and Mac Lane. To construct a degree $n$ approximation to $F$, one seeks to “kill off” the $n + 1$st cross effect of $F$ by making a chain complex with $F$ in degree 0 and $cr_{n+1} F$ in degree 1 and taking the homology of this chain complex. This produces a right exact, strictly degree $n$ functor. However, when working homologically one would like to have a degree $n$ functor that is exact, or at least quasi-exact (takes short exact sequences to sequences that produce long exact sequences in homology). One solution to this problem is to take a resolution of the functor before killing off the cross effect. This approach is used by Teimuraz Pirashvili in [P]. Another solution to this problem is to use the mapping cone of $cr_{n+1} F \xrightarrow{\pm} F$. This produces a quasi-exact functor, but the degree 2 homology of this functor, $\ker(cr_{n+1} F \xrightarrow{\pm} F)$, is no longer degree $n$. So, we try again to make this new construction degree $n$ by killing off the $n + 1$st cross effect of $\ker(cr_{n+1} F \xrightarrow{\pm} F)$, and introducing a three-stage chain complex where the degree 2 differential factors through the kernel of $+$,

\[ cr_{n+1}(\ker +) \xrightarrow{+2} cr_{n+1} F \xrightarrow{\pm} F. \]

But, one faces problems similar to the ones described above, in that $\ker(+2)$ is not degree $n$. One can try to fix the problem in a similar fashion by placing the cross effect of the kernel in degree 3. Continuing in this fashion produces a sequence
of chain complexes in which we are repeatedly taking cross effects, and the failure to be degree $n$ is pushed into higher and higher homological degree. Taking the limit of this process produces a chain complex of functors that is degree $n$ and quasi-exact.

By utilizing a cotriple associated to the $n + 1$st cross effect functor, we obtain such a chain complex as an immediate consequence of standard cotriple properties. Moreover, all of the essential features of a Taylor tower are also easily derived from basic cotriple properties applied to this setting. The cotriple model for the Taylor tower can be readily dualized, and the dual version of calculus is presented in [M2]. The cotriple construction for a Taylor tower developed here has also been modified to produce a new tower for a functor of spaces in [MO]. This new tower tends to agree with Goodwillie’s Taylor tower for spaces in the functor’s range of analyticity. In [JM3] we will show how the cotriple model can be used to classify degree $n$ functors to chain complexes in terms of modules over certain differential graded algebras.

In addition to showing how to construct Taylor towers for functors from base-pointed to abelian categories, we investigate several important functors related to these towers. We first study the layers, $D_n F = \text{fiber}(P_n F \to P_{n-1} F)$, of the Taylor tower, and show that they can be obtained directly from the $n$th cross effect of $F$. In particular, we prove

**Proposition 3.9.** For any functor $F : C \to A$, the functor $D_n F$ is naturally equivalent to $D_1^{(n)} \circ r_n F_{\Sigma_n}$.

This result is analogous to a result of Goodwillie’s for the layers in the Taylor tower of a functor of spaces. It is useful in determining the layers of a tower, and will be used in the last section to compute a version of the Taylor tower for exponential functors.

We then examine the limit of the Taylor tower, and determine a connectivity condition on the cross effects of $F$ that guarantees that the limit of the Taylor tower agrees with $F$. We study the behavior of the degree $n$ approximations to the functor $F$ arising from the Taylor tower in the direction of an object $X$. That is, for a fixed object $X$ and functor $F$, we consider the functor $F_X(C) = \ker\{F(C \vee X) \to F(X)\}$.

We prove a continuity principle in terms of such functors:

**Proposition 4.14.** Let $\eta : F \to G$ be a natural transformation of functors from $C$ to $\text{Ch}_A$. The following are equivalent.

a) $P_1 \eta_X$ is an equivalence for all $X \in C$.

b) $P_n \eta_X$ is an equivalence for all $n$ and all $X \in C$.

c) $P_\infty \eta_X$ is an equivalence for all $X \in C$ (where $P_\infty \eta_X$ denotes the limit of the $P_n \eta_X$’s).

When applied to functors whose Taylor towers converge, this result tells us that the functor $F$ is determined by its linear part up to the constant $F(X)$. We also develop the notion of differential for a functor $F$ in the direction of an object $X, \nabla F(X, Y)$, by means of $F_X$. We prove a chain rule and product rule for the differentials and determine the behavior of the differential with respect to the other Taylor tower constructions. The chain rule is as follows.
Proposition 5.6. Let $C$ be a basepointed category with finite coproducts and let $A$ and $A'$ be cocomplete abelian categories. Let $G : C \to A'$ and $F : A' \to ChA$ be functors. There is a natural isomorphism of bifunctors

$$\nabla(F \circ G)(X, Y) \cong \nabla F(\nabla G(X, Y), G(Y)).$$

In the last section of the paper, we use the techniques and ideas of the previous sections to determine the functors that play the role of exponential functors for our theory. We will show that any exponential functor $F$ from a pointed category $C$ to the category of modules over a commutative ring $K$ factors as $\text{Exp} \circ A$, where $\text{Exp}$ is the forgetful functor from commutative differential graded $K$-algebras to chain complexes of $K$-modules and $A$ is a coproduct-preserving functor. We also compute a modified version of the Taylor tower (one in which the functors preserve quasi-isomorphisms of DG $K$-algebras) for $\text{Exp}$ and show that the $n$th term in this tower can be considered rationally as the derived functor of $I/I^n$ (in model category terms). We then indicate how one can extend this integrally using $E_\infty$-$K$-algebras.

Although the work in this paper was inspired by the topological results of Goodwillie and the work of Dold-Puppe and Eilenberg-Mac Lane, none of these works should be considered prerequisites for this paper. Our treatment of the Taylor tower defined herein is self-contained and requires only some basic homological algebra and category theory.

The paper is organized as follows. In section 1 we review cross effects and the adjoint pairs needed for our cotriple construction. In section 2 we construct the Taylor tower and establish its basic properties. In section 3 we consider the layers, $D_nF = \text{fiber}(P_n F \to P_{n-1} F)$, of the Taylor tower and show that they can be obtained directly from the $n$th cross effect of $F$. In section 4 we establish the convergence conditions for Taylor towers together with the continuation theorem. In section 5, we define the differential of a functor and prove the chain rule and product rule for these differentials, while also studying their relationship to other functors associated with the Taylor tower. In section 6, we identify the exponential functors from pointed categories to modules over a commutative ring and study Taylor towers for such functors.

1. Cross effects

The key component of our universal degree $n$ tower construction is the $n$th cross effect of a functor. We devote this section to reviewing several properties of cross effects. We will also discuss two pairs of adjoint functors involving cross effects that can be used to construct degree $n$ towers for $F$.

Classically, cross effects were defined to study the degree of analytic functions of real variables. In particular, the $(n+1)$st cross effect of a function $f$ is a function of $n+1$ variables that measures the extent to which $f$ fails to be degree $n$. For example, a function $f$ such that $f(0) = 0$ is linear if and only if $f(x + y) = f(x) + f(y)$ for all $x$ and $y$. Moreover, this condition implies that $f(x) = f(1) \cdot x$ for all $x$. If $f$ is not linear and $f(0) = 0$, then the failure of $f$ to be linear is captured by the second cross effect functor, $cr_2 f : \mathbb{R}^2 \to \mathbb{R}$, defined by

$$cr_2 f(x, y) = f(x + y) - f(x) - f(y).$$

Furthermore, $f$ is degree 2 if and only if $cr_2 f$ is linear in each variable. In this case, $cr_2 f(x, y) = cr_2 f(1, 1)(x, y)$ and $f(x) = f(1) \cdot x + cr_2 f(1, 1)(x)$, where $\binom{x}{2} = \frac{x(x-1)}{2}$ is the Vandermonde function. One can extend this definition inductively and let...
the $n$th cross effect, $cr_n f: \mathbb{R}^n \rightarrow \mathbb{R}$, be defined by setting $cr_n f(x_1, \ldots, x_n)$ equal to
\[
cr_{n-1} f(x_1 + x_2, x_3, \ldots, x_n) - cr_{n-1} f(x_1, x_3, \ldots, x_n) - cr_{n-1} f(x_2, x_3, \ldots, x_n).
\]
Cross effects are also defined when $f(0) \neq 0$. For such functions, we set $cr_1 f(x) = f(x) - f(0)$, and define higher cross effects inductively as above. The cross effects have the following properties:

1) $cr_n f$ is symmetric with respect to its $n$ variables.
2) If $x_i = 0$ for any $1 \leq i \leq n$, then $cr_n f(x_1, \ldots, x_n) = 0$.
3) $f(x_1 + \cdots + x_n) = f(0) + \sum_{(s_1, \ldots, s_k) \subseteq \{1, \ldots, n\}} cr_k f(x_{s_1}, \ldots, x_{s_k})$.

Cross effects measure the degree of $f$ in that $cr_{n+1} f = 0$ if and only if $f$ is degree $n$. In this case
\[
f(x) = f(0) + cr_1 f(1) \cdot x + cr_2 f(1, 1) \begin{pmatrix} x \\ 2 \end{pmatrix} + \cdots + cr_n f(1, \ldots, 1) \begin{pmatrix} x \\ n \end{pmatrix},
\]
where $\binom{n}{r} = \frac{n!}{r!(n-r)!}$.

The notion of cross effect was extended to functors of additive categories by Eilenberg and Mac Lane. We summarize this extension below. We let $C$ be a basepointed category with finite coproducts (denoted by $\bigvee$), and we let $\mathcal{A}$ be an abelian category.

**Definition 1.1 (E-M2).** Let $F: C \rightarrow \mathcal{A}$. The $n$th cross effect of $F$ is the functor $cr_n F: C^\times n \rightarrow \mathcal{A}$ defined inductively by
\[
cr_1 F(M) \oplus F(*) \cong F(M),
\]
\[
cr_2 F(M_1, M_2) \oplus cr_1 F(M_1) \oplus cr_1 F(M_2) \cong cr_1 F(M_1 \vee M_2),
\]
and, in general,
\[
kr_n F(M_1, \ldots, M_n) \oplus br_{n-1} F(M_1, M_3, \ldots, M_n) \oplus br_{n-1} F(M_2, M_3, \ldots, M_n) \\
\cong br_{n-1} F(M_1 \vee M_2, M_3, \ldots, M_n).
\]

As was the case with functions of real numbers, $cr_n F$ has the following properties.

**Proposition 1.2.** Let $F: C \rightarrow \mathcal{A}$, and let $M_1, M_2, \ldots, M_n, M$ be objects in $C$.

1) $cr_n F$ is symmetric with respect to its $n$ variables, i.e., for every $\sigma \in \Sigma_n$, the $n$th symmetric group, $cr_n F(M_1, \ldots, M_n) \cong cr_n F(M_{\sigma(1)}, \ldots, M_{\sigma(n)})$.

2) $cr_n F(M_1, \ldots, M_n) \cong 0$ if any $M_i = *$.

3) $F(M_1 \vee \cdots \vee M_n) \cong F(*) \oplus \bigoplus_{j_1 < \ldots < j_p} cr_p F(M_{j_1}, \ldots, M_{j_p})$

and
\[
F \left( \bigvee_{i=1}^n M \right) \cong F(*) \oplus \bigoplus_{p=1}^n \binom{n}{p} cr_p F(M),
\]

where $cr_p F(M)$ denotes $cr_p F(M_1, \ldots, M)$.

Motivated by the relationship between degree and cross effects for functions of real variables, we use cross effects to define the degree of a functor.
Definition 1.3. A functor $F$ from $\mathcal{C}$ to $\mathcal{A}$ is degree $n$ if $cr_{n+1}F \cong 0$.

Example 1.4. 1) Let $R$ be a ring, $\_RM_R$ the category of $R$-$R$-bimodules, and $T^n : \_RM_R \to \_RM_R$ the functor that takes a module to its $n$-fold tensor product over $R$. For $n = 2$ and bimodules $M_1$ and $M_2$ we have

$$T^2(M_1 \oplus M_2)$$

$$\cong (M_1 \oplus M_1) \oplus (M_2 \oplus M_2) \oplus (M_1 \oplus M_2) \oplus (M_2 \oplus M_1)$$

$$\cong T^2(M_1) \oplus T^2(M_2) \oplus (M_1 \oplus M_2) \oplus (M_2 \oplus M_1).$$

Hence,

$$cr_2T^2(M_1, M_2) \cong (M_1 \oplus M_2) \oplus (M_2 \oplus M_1).$$

In general,

$$cr_kT^n(M_1, \ldots, M_n)$$

$$\cong \bigoplus_{\alpha \in \text{Epi}(\{1,2, \ldots, n\}, \{1,2, \ldots, k\})} M_{\alpha(1)} \otimes \cdots \otimes M_{\alpha(n)},$$

where $\text{Epi}(\{1,2, \ldots, n\}, \{1,2, \ldots, k\})$ is the set of surjections from the set $\{1,2, \ldots, n\}$ to the set $\{1,2, \ldots, k\}$. Note that this implies that $cr_kT^n \cong 0$ for $k > n$, so that $T^n$ is degree $n$. Similarly, if $R$ is commutative and $F^n$ is the $n$-fold symmetric power or exterior power functor, one can show that

$$cr_kF^n(M_1, \ldots, M_k)$$

$$\cong \bigoplus_{\substack{\alpha \in \text{Epi}(\{1,2, \ldots, k\}) \times \mathbb{N}^n \times \{0,1\}^n \\alpha(1) + \cdots + \alpha(k) = n \\alpha_1 + \cdots + \alpha_n \geq 0}} F^\alpha(M_1) \otimes \cdots \otimes F^\alpha(M_k),$$

by again using a direct sum decomposition of $F^n(M_1 \oplus M_2 \oplus \cdots \oplus M_k)$ and noting that terms not involving all of the $M_i$'s are, for some $j$, direct summands of $F^n(M_1 \oplus \cdots \oplus M_j \oplus \cdots \oplus M_k)$, and as a consequence, belong to lower order cross effects. Since $cr_kF^n \cong 0$ for $k > n$, the $n$th symmetric and exterior power functors are degree $n$ as well.

2) Let $\mathcal{T}_s$ be the category of compactly generated topological spaces with non-degenerate basepoints, and let $\text{Ab}$ be the category of abelian groups. For $n \geq 0$, let $H_n : \mathcal{T}_s \to \text{Ab}$ be the functor that takes a space $X$ to its $n$th singular homology group, $H_n(X)$. Since $H_n(X \vee Y) \cong H_n(X) \oplus H_n(Y)$ for spaces $X$ and $Y$, it follows that $cr_kH_n \cong 0$ for $k \geq 2$ and $H_n$ is degree $1$. On the other hand, for $n > 1$, the functor $\pi_n : \mathcal{T}_s \to \text{Ab}$ that takes $X$ to its $n$th homotopy group does not have finite degree, since the Hilton-Milnor theorem guarantees that $\pi_n$ has no non-vanishing cross effects.

3) Let $\text{Comm}_K$ be the category of non-unital commutative differential graded $K$-algebras over a commutative ring $K$, $\text{Ch}(K)$ the category of chain complexes of $K$-modules, and $\text{Exp} : \text{Comm}_K \to \text{Ch}(K)$ the forgetful functor. Since $X \vee Y = X \oplus Y \oplus (X \otimes Y)$ for $X, Y \in \text{Comm}_K$, it follows that $cr_2\text{Exp}(X, Y) \cong X \otimes Y$. We will see in section 6 that $\text{Exp}$ does not have finite degree.

Remark 1.5. The $n$th cross effect can also be defined as the homology of the total complex of a particular $n$-complex of objects in $\mathcal{A}$. Let $\mathcal{P}(\langle n \rangle)$ denote the power set of $\langle n \rangle = \{1,2, \ldots, n\}$ and let $C_1, \ldots, C_n$ be objects in $\mathcal{C}$. Let $\mathcal{C}$ be the $n$-cubical
object in \( \mathcal{C} \) with \( \mathcal{C}(U) = \bigvee_{u \in U} C_u \) for \( U \subseteq \mathcal{P}(\{n\}) \), \( U \neq \{n\} \), and \( \mathcal{C}(\{n\}) = * \), and with maps the natural inclusions. For example, when \( n = 1 \) we have
\[
\mathcal{C} = (C_1 \leftarrow *),
\]
when \( n = 2 \) we have
\[
\begin{array}{c}
C_1 & \leftarrow & * \\
\downarrow & & \downarrow \\
C_1 \vee C_2 & \leftarrow & C_2,
\end{array}
\]
and when \( n = 3 \) we have
\[
\begin{array}{c}
C_1 & \leftarrow & * \\
\downarrow & & \downarrow \\
C_1 \vee C_2 & \leftarrow & C_2 \\
\downarrow & & \downarrow \\
C_1 \vee C_2 \vee C_3 & \leftarrow & C_2 \vee C_3.
\end{array}
\]

Applying \( F \) and taking the total complex, we obtain a chain complex that in degree \( k < n \) is
\[
\text{Tot}(F(\mathcal{C}))_k = \bigoplus_{1 \leq i_1 < i_2 < \cdots < i_{n-k} \leq n} F(C_{i_1} \vee \cdots \vee C_{i_n})
\]
and whose nonzero differentials all have retractions. As a result, one can compute that
\[
H_k \text{Tot}(F(\mathcal{C})) = \begin{cases} coker \left( \bigoplus_{i=1}^{n} F(C_1 \vee \cdots \vee \widehat{C_i} \cdots \vee C_n) \rightarrow F(\bigvee_{i=1}^{n} C_i) \right) & \text{if } k = 0, \\ 0 & \text{if } k \neq 0, \end{cases}
\]
and whose nonzero differentials all have retractions. As a result, one can compute that
\[
\begin{cases} coker \left( \bigoplus_{i=1}^{n} F(C_1 \vee \cdots \vee \widehat{C_i} \cdots \vee C_n) \rightarrow F(\bigvee_{i=1}^{n} C_i) \right) & \text{if } k = 0, \\ 0 & \text{if } k \neq 0, \end{cases}
\]

Thus \( cr_n F(C_1, C_2, \ldots, C_n) \) is naturally quasi-isomorphic to \( \text{Tot}(F(\mathcal{C})) \).

Considering \( cr_n F \) as a functor of a single variable, i.e.,
\[
\begin{array}{c}
\cr_n F(C) := cr_n F(C_1, \ldots, C_n),
\end{array}
\]

one can show that \( cr_p (cr_q F) \cong cr_q (cr_p F) \) for all \( p \) and \( q \) using this model. For example, if \( p = 2 \) and \( q = 1 \), then \( cr_1 F(C) \) is quasi-isomorphic to the complex
\[
F(C) \leftarrow F(*)
\]
and \( cr_2 (cr_1 F)(C) \) is quasi-isomorphic to the total complex of
\[
\begin{array}{c}
\cr_1 F(C) & \leftarrow & \cr_1 F(*) \\
\downarrow & & \downarrow \\
\cr_1 F(C \vee C) & \leftarrow & \cr_1 F(C)
\end{array}
\]

\[
\begin{array}{c}
\cr_1 F(C \vee C) & \leftarrow & \cr_1 F(C) \\
\downarrow & & \downarrow \\
F(C \vee C) & \leftarrow & F(C)
\end{array}
\]

\[
\begin{array}{c}
\cr_1 F(C \vee C) & \leftarrow & \cr_1 F(C) \\
\downarrow & & \downarrow \\
F(C \vee C) & \leftarrow & F(C).
\end{array}
\]
On the other hand,

\[
\begin{array}{c}
\text{cr}_2 F(*) \\ \downarrow \cong \\
\text{cr}_2 F(C) \\
\end{array}
\quad \frac{\downarrow}{\uparrow} \quad \frac{\downarrow}{\uparrow}
\begin{array}{c}
\text{F} \left( \text{cr}_2 F(C) \right) \\
\text{F}(*) \\
\text{F}(C) \\
\end{array}
\quad \frac{\downarrow}{\uparrow} \quad \frac{\downarrow}{\uparrow}
\begin{array}{c}
\text{F} \left( \text{cr}_2 F(C) \right) \\
\text{F}(*) \\
\text{F}(C) \\
\end{array}
\]

That is, \( \text{cr}_2 \text{cr}_1 F(C) \) and \( \text{cr}_1 \text{cr}_2 F(C) \) are quasi-isomorphic to the total complex of the same 3-cubical diagram. In general, \( \text{cr}_p(\text{cr}_q F)(C) \) and \( \text{cr}_q(\text{cr}_p F)(C) \) are both quasi-isomorphic to the complex obtained by applying \( F \) to the \((p + q)\)-cubical diagram \( \mathcal{C} \) in \( \mathcal{C} \) with \( \mathcal{C}(U, V) = \bigvee_{u \in U} \bigvee_{v \in V} \mathcal{C}^{(u, v)} \) for \( (U, V) \in \mathcal{P}(\langle p \rangle) \times \mathcal{P}(\langle q \rangle) \) and maps given by inclusions of the form \((U \setminus \{i\}) \times V \to U \times V \) and \( U \times (V \setminus \{j\}) \to U \times V \).

Note that \( \text{cr}_n F \cong 0 \) if and only if \( \text{cr}_k F \cong 0 \) for all \( k \geq n + 1 \) or, equivalently, if \( \text{cr}_n F \) is a degree 1 functor in each of its \( n \) variables separately. If a functor is degree \( n \), then we consider it to be degree \( k \) for all \( k \geq n \) as well. When one composes a degree \( n \) and a degree \( m \) functor, the result is a functor of degree \( mn \), as we prove below.

**Proposition 1.6.** Let \( \mathcal{A}' \) be an abelian category. Let \( F : \mathcal{A} \to \mathcal{A}' \) be a degree \( n \) functor and \( G : \mathcal{C} \to \mathcal{A} \) a degree \( m \) functor. The functor \( F \circ G : \mathcal{C} \to \mathcal{A}' \) is degree \( mn \).

**Proof.** Let \( X_1, \ldots, X_p \) be objects in \( \mathcal{C} \) and \( \langle p \rangle = \{1, 2, \ldots, p\} \). For \( U = \{s_1, \ldots, s_t\} \subseteq \langle p \rangle \), let \( \text{cr}_t G \) denote \( \text{cr}_t G(X_{s_1}, \ldots, X_{s_t}) \), and for \( U = \emptyset \), let \( \text{cr}_U G = G(*) \). By Definition 1.1 and Proposition 1.2 we know that

\[
F \circ G \left( \bigvee_{j=1}^p X_j \right) \cong F \left( \bigoplus_{\{s_1, \ldots, s_t\} \subseteq (p)} \text{cr}_t G(X_{s_1}, \ldots, X_{s_t}) \right) \\
\cong \bigoplus_{\{u_1, \ldots, u_k\} \subseteq \mathcal{P}(\langle p \rangle)} \text{cr}_k F(\text{cr}_{U_1} G, \ldots, \text{cr}_{U_k} G).
\]

It follows that

\[
\text{cr}_p(F \circ G)(X_1, \ldots, X_p) \cong \bigoplus_{\{U_1, \ldots, U_k\} \subseteq \mathcal{P}(\langle p \rangle)} \text{cr}_k F(\text{cr}_{U_1} G, \ldots, \text{cr}_{U_k} G).
\]

Note that the condition that \( \bigcup_{i=1}^k U_i = \langle p \rangle \) comes from the fact that if \( \bigcup_{i=1}^k U_i \neq \langle p \rangle \), then the summand \( \text{cr}_k F(\text{cr}_{U_1} G, \ldots, \text{cr}_{U_k} G) \) is a summand of

\[
F \circ G(X_1 \vee \cdots \vee X_j \vee \cdots \vee X_p)
\]

for some \( j \). In this case, the summand is part of a lower order cross effect. Since \( G \) is degree \( m \) and \( F \) is degree \( n \), the terms above are nontrivial only when \( p \leq mn \). Hence, \( F \circ G \) is degree \( mn \).

We will consider two adjoint pairs related to the \((n + 1)\)st cross effect. The second of these pairs will be used in the next section to define the universal degree \( n \) tower. The first pair will be used to construct a related tower.
Example 1.7 (The adjoint pair \((p_n, U)\)). Recall that a functor \(F : \mathcal{C} \to \mathcal{A}\) is reduced if \(F(*) \cong 0\). Let \(\text{Func}_n(\mathcal{C}, \mathcal{A})\) be the category of reduced functors from \(\mathcal{C}\) to \(\mathcal{A}\) with natural transformations as morphisms, and let \(\text{Func}_n(\mathcal{C}, \mathcal{A})\) be the subcategory of reduced degree \(n\) functors. Let \(U : \text{Func}_n(\mathcal{C}, \mathcal{A}) \to \text{Func}_n(\mathcal{C}, \mathcal{A})\) be the forgetful functor. The functor \(U\) has a left adjoint. To define it, we let \(+\) denote the natural transformation from \(\text{cr}\) \(U\) where \(p\) \((\text{Example 1.8})\)

0th homology of the functors in the tower we describe in section 2.

subcategory of reduced degree \(M\) is defined as follows. For objects \(\text{cross eect is the right adjoint to} \quad \text{cr}\) \(U\) by composing a functor with the diagonal functor from \(\mathcal{C}\) to \(\mathcal{A}\) separately. Let \(\Lambda\) be the functor from \(\text{Func}_n(\mathcal{C}^{\times n+1}, \mathcal{A})\) to \(\text{Func}_n(\mathcal{C}, \mathcal{A})\) obtained by composing a functor with the diagonal functor from \(\mathcal{C}\) to \(\mathcal{C}^{\times n+1}\). The \((n+1)\)st cross eect is the right adjoint to \(\Lambda\). The natural isomorphism \((1.9)\)

\[ \text{Hom}_{\text{Func}_n(\mathcal{C}, \mathcal{A})}(F \circ \Delta, G) \cong \text{Hom}_{\text{Func}_n(\mathcal{C}^{\times n+1}, \mathcal{A})}(F, \text{cr}_{n+1}G) \]

is defined as follows. For objects \(M_1, \ldots, M_{n+1}\) in \(\mathcal{C}\), let \(i : F(M_1, \ldots, M_{n+1}) \to \text{cr}_{n+1}(F \circ \Delta)(M_1, \ldots, M_{n+1})\) be the composite

\[ F(M_1, \ldots, M_{n+1}) \xrightarrow{F(i_1, \ldots, i_{n+1})} F\left(\bigvee_{i=1}^{n+1} M_i\right) \xrightarrow{\pi} \text{cr}_{n+1}(F \circ \Delta)(M_1, \ldots, M_{n+1}), \]

where \(i_1, \ldots, i_{n+1}\) are the natural inclusions and \(\pi\) projects \(F \circ \Delta(\bigvee_{i=1}^{n+1} M_i)\) onto its summand \(\text{cr}_{n+1}(F \circ \Delta)(M_1, \ldots, M_{n+1})\). Then, the isomorphism (1.9) takes a natural transformation \(\beta : F \circ \Delta \to G\) to the composite

\[ F \xrightarrow{i} \text{cr}_{n+1}(F \circ \Delta) \xrightarrow{\text{cr}_{n+1} \beta} \text{cr}_{n+1}G. \]
And, for an object \( M \) in \( C \), a natural transformation \( \alpha : F \to \text{cr}_{n+1} G \) is sent to the natural composite
\[
F(M, \ldots, M) \overset{\alpha}{\to} \text{cr}_{n+1} G(M, \ldots, M) \overset{\text{inc}}{\to} G \left( \bigvee_{i=1}^{n+1} M \right) \xrightarrow{G(+)} G(M),
\]
where \( \text{inc} \) and \(+\) are the transformations used in the previous example. Note that
\[
p_n = \text{cokernel} \left( \Delta^* \circ \text{cr}_{n+1} \xrightarrow{\text{coadj}} \text{id} \right),
\]
where \( \text{coadj} \) denotes the counit of the adjunction.

2. Cotriple constructions and degree \( n \) functors

In Example 1.7 we discussed how to create a degree \( n \) functor \( p_n F \) from an arbitrary functor \( F \). As we indicated in the introduction, \( p_n \) is a right exact functor of functors, but is not exact. In this section, we construct, for each \( n > 0 \) and functor \( F \), a functor \( P_n F \) that is degree \( n \) up to quasi-isomorphism, and show that \( P_n \) is an exact functor of functors. Moreover, we build an inverse limit system, similar to that of Example 1.7, comprising the functors \( P_1 F; P_2 F; \ldots; P_n F; \ldots \) and natural transformations from \( F \) to each of these functors. We prove that the \( P_n F \)'s are universal among degree \( n \) functors with natural transformations from \( F \). Our constructions rely on the use of a cotriple arising from the adjoint pair of Example 1.8. We begin this section by reviewing some facts about cotriples needed for the definitions of \( P_n F \) and the universal degree \( n \) tower. Further details about cotriples can be found in [We, §8.6]. Throughout this section, unless otherwise noted, \( C \) is a basepointed category with finite coproducts, \( A \) is an abelian category, and \( B \) is an arbitrary category.

**Definition 2.1.** A cotriple (or comonad) \((\perp, \epsilon, \delta)\) in the category \( B \) is a functor \( \perp : B \to B \) together with natural transformations \( \delta : \perp \to \perp \perp \) such that the following diagrams commute:
\[
\begin{array}{ccc}
\perp & \xrightarrow{\delta} & \perp(\perp) \\
\downarrow & & \downarrow \\
\perp(\perp) & \xrightarrow{\delta} & \perp(\perp(\perp)) \\
\end{array}
\]
Cotriples often arise from adjoint pairs.

**Example 2.2.** Let \((F, U)\) be a pair of adjoint functors and \( \perp = FU \). Let \( \epsilon \) be a counit and \( \eta \) a unit for the adjoint pair. Let \( \eta_U \) be the natural transformation that for an object \( B \) is given by \( \eta_U(B) : U(B) \to UF(U(B)) \). Then \((\perp, \epsilon, F(\eta_U))\) is a cotriple. In particular, the adjoint pair of Example 1.8 yields the cotriple \( \Delta^* \circ \text{cr}_{n+1} \).

**Remark 2.3.** Let \((\perp, \epsilon, \delta)\) be a cotriple in \( B \) and let \( B \) be an object in \( B \). Then \( \perp^{n+1} B \) is the following simplicial object in \( B \):
\[
\begin{array}{c}
n+1 \text{ times} \\
[|n|] \mapsto \perp^{(n+1)} B = \perp \ldots \perp B, \\
d_i = \perp^{(i)} \epsilon \perp^{(n-i)} : \perp^{(n+1)} B \to \perp^{(n)} B, \\
s_i = \perp^{(i)} \delta \perp^{(n-i)} : \perp^{(n+1)} B \to \perp^{(n+2)} B.
\end{array}
\]
Observe that $\perp^{n+1}$ is augmented over $\text{id}_A$ by $\epsilon$. In particular, if we consider $(\text{id}_A, \text{id}, \text{id})$ as the trivial cotriple, then $\epsilon$ gives a natural simplicial map from $\perp^{n+1}$ to $\text{id}^{n+1}$, where $\text{id}^{n+1}$ is the trivial simplicial $B$-object.

Using $\perp^{n+1}$ and the augmentation, one can construct the following chain complex for the abelian category $\mathcal{A}$.

**Definition 2.4.** Let $(\perp, \epsilon, \delta)$ be a cotriple on an abelian category $\mathcal{A}$ and let $A$ be an object in $\mathcal{A}$. Then $C^+_\epsilon(A)$ is the chain complex with

$$C^+_\epsilon(A)_n = \begin{cases} A & \text{if } n = 0, \\ \perp^n A & \text{if } n > 0, \end{cases}$$

and $\partial_n : C^+_\epsilon(A)_n \to C^+_\epsilon(A)_{n-1}$ defined by

$$\partial_n = \begin{cases} \epsilon & \text{if } n = 1, \\ \sum_{i=0}^{n-1} (-1)^i \partial_i & \text{if } n > 1. \end{cases}$$

The chain complex $C^+_\epsilon(A)$ is the mapping cone of the composition

$$C(\perp^{n+1}A) \xrightarrow{\epsilon} C(\text{id}^{n+1}A) \xrightarrow{\text{incl}} N(\text{id}^{n+1}A) = A,$$

where $C(\perp^{n+1}A)$ and $C(\text{id}^{n+1}A)$ are the chain complexes associated to $\perp^{n+1}A$ and $\text{id}^{n+1}A$, respectively, and $N(\text{id}^{n+1}A)$ is the normalized chain complex associated to $\text{id}^{n+1}A$. (See [We] 8.2.3 for definitions of $C$ and $N$.)

For an object $A$ in $\mathcal{A}$, the chain complex $C^+_\epsilon(A)$ is acyclic whenever $\epsilon : \perp A \to A$ has a section. This is a consequence of the next proposition and will be useful in proving several results concerning the functor $P_n F$. (For readers familiar with cotriples, these results are related to the fact that $\perp^{n+1}A \xrightarrow{\epsilon} A$ is aspherical when $A$ is a $\perp$-projective object in $\mathcal{A}$. See [We] 8.6.8.)

**Proposition 2.5.** Let $(\perp, \epsilon, \delta)$ be a cotriple on an abelian category $\mathcal{A}$, and let $A$ be an object in $\mathcal{A}$. For any $h \in \text{Hom}_{\mathcal{A}}(A, \perp A)$, $C^+_\epsilon(\epsilon \circ h)$ is chain homotopic to the zero map on $C^+_\epsilon(A)$.

**Proof.** We begin by noting that the diagram

$$\begin{array}{ccc} \perp^n A & \xrightarrow{\perp^n h} & \perp^{n+1} A \\ \downarrow \epsilon_{\perp^{n-1}} & & \downarrow \epsilon_{\perp^n} \\ \perp^{n-1} A & \xrightarrow{\perp^{n-1} h} & \perp^n A \end{array}$$

commutes by naturality of $\epsilon$ for all $n \geq 1$. Thus, $\epsilon_{\perp^n} \circ \perp^n h = \perp^{n-1} h \circ \epsilon_{\perp^{n-1}}$ for all $n \geq 1$. One can use this to show that the maps $k_n : \perp^n A \to \perp^{n+1} A$ defined by $k_n = (-1)^n \perp^n h$ form a chain homotopy between $C^+_\epsilon(\epsilon \circ h)$ and the zero map.

**Corollary 2.6.** 1) If $\epsilon : \perp A \to A$ has a section, then $C^+_\epsilon(A) \simeq 0$.

2) If $A = \perp B$ for some object $B$ in $\mathcal{A}$, then $C^+_\epsilon(A) \simeq 0$.

**Proof.** 1) is a direct consequence of the proposition. To see that 2) is true, note that $\delta$ is a section to $\epsilon_{\perp}$ by the definition of cotriple.

We are also able to show that $\perp C^+_\epsilon(A)$ is an acyclic chain complex.
Proposition 2.7. Let $(\perp, \epsilon, \delta)$ be a cotriple in the abelian category $\mathcal{A}$. For any object $A$ in $\mathcal{A}$, the chain complex $\perp(C^+_n(A))$, obtained by applying $\perp$ to $C^+_n(A)$ degreewise, is acyclic.

Proof. The simplicial object $\perp(C^+_n(A))$ is the path space of $\perp_n A$, and the path space is homotopy equivalent to the constant simplicial object $\perp A$ (see [We, pp. 269-270]). This homotopy equivalence yields the desired chain homotopy between the identity and the zero map on $\perp(C^+_n(A))$. In particular, one can show that the maps

$$\delta_{\perp_n} : \perp^{n+1} A \rightarrow \perp^{n+2} A$$

form a chain contraction of the identity on $\perp(C^+_n(A))$, using the fact that, for any $t \in \text{Hom}(\perp^{n+2-k} A, \perp^{n+1-k} A)$,

$$\delta_{\perp_n} \circ \perp^{k} t = \perp^{k+1} t \circ \delta_{\perp_{n+1}}. \qed$$

With this, we are able to define $P_n F$ and prove that it is a degree $n$ functor up to quasi-isomorphism. In doing so, we will be working with a cotriple in the abelian category $\text{Func}(\mathcal{C}, \mathcal{A})$ of reduced functors from $\mathcal{C}$ to $\mathcal{A}$.

Definition 2.8. Let $\perp_{n+1} = \Delta^* \circ cr_{n+1}$ be the cotriple on $\text{Func}_*(\mathcal{C}, \mathcal{A})$ obtained from the adjoint pair $(\Delta^*, cr_{n+1})$ of Example 1.8. We define $P_n$ to be the functor from $\text{Func}_*(\mathcal{C}, \mathcal{A})$ to $\text{Func}_*(\mathcal{C}, Ch_{\geq 0}\mathcal{A})$ given by

$$P_n = \text{Mapping Cone } [N(\perp_{n+1}^{*+1}) \xrightarrow{\epsilon} N(id^{*+1}) = id],$$

where $N$ is the associated normalized chain complex of the simplicial object. We let $p_n : id \rightarrow P_n$ be the natural transformation obtained from the mapping cone. Note that this $p_n$ is different from the $p_n$ defined in section 1. Our desire to be consistent with notation elsewhere has led to this abuse of notation, but we hope that the meaning of $p_n$ will be clear from context. For a functor $F$ in $\text{Func}_*(\mathcal{C}, \mathcal{A})$, $P_n F$ is naturally chain homotopy equivalent to the chain complex $C^{*+n+1}(F)$. Both of these models will be important for subsequent results. We will use them interchangeably.

We extend the definition of $P_n F$ from the category of reduced functors to the category $\text{Func}(*, \mathcal{A})$ of all functors from $\mathcal{C}$ to $\mathcal{A}$ as follows. Every functor $F$ is naturally isomorphic to $F(*) \oplus cr_1 F$, where $cr_1 F$ is reduced. We define

$$P_n F = \text{Mapping Cone } [N(\perp_{n+1}^{*+1}cr_1 F) \xrightarrow{\epsilon} N(id^{*+1}cr_1 F) = cr_1 F \xrightarrow{inc} F].$$

We can also extend the definition of $P_n$ to functors from $\mathcal{C}$ to $Ch_{\geq 0}\mathcal{A}$. To do so, note that any functor $F_* : \mathcal{C} \rightarrow Ch_{\geq 0}\mathcal{A}$ is equivalent to a chain complex of functors from $\mathcal{C}$ to $\mathcal{A}$. Applying $P_n$ to each functor in the chain complex, we obtain a bicomplex of functors. Taking the total complex (using direct sums and the sign convention of Remark 2.5 in [J-M1]) produces a new functor from $\mathcal{C}$ to $Ch_{\geq 0}\mathcal{A}$ that we will call $P_n F_*$. When $\mathcal{A}$ is complete, $P_n F$ can also be defined in this manner for functors $F : \mathcal{C} \rightarrow Ch\mathcal{A}$, where $Ch\mathcal{A}$ denotes the category of unbounded chain complexes over $\mathcal{A}$.

We now focus our attention on those properties of $P_n F$ of greatest interest to us – that the $P_n F$’s form a tower of universal degree $n$ functors similar to Goodwillie’s Taylor tower of $n$-excisive functors. The functor $P_n F$ is degree $n$ in the following sense.
**Definition 2.9.** Given a functor $F$ from $\mathcal{C}$ to $Ch\mathcal{A}$, we say that $F$ is *degree $n$* if $cr_{n+1} F$ is acyclic as a functor from $\mathcal{C}^{\times n+1}$ to $Ch\mathcal{A}$. That is, $cr_{n+1} F$ has no homology when evaluated on a collection of $n + 1$ objects in $\mathcal{C}$. We say that $F$ is *strictly degree $n$* if $cr_{n+1} F \cong 0$.

**Note.** Technically this terminology contradicts our definition of degree $n$ in section 1, as $Ch(\mathcal{A})$ is an additive category. However, when we write $Ch(\mathcal{A})$ we are implicitly considering this as a category with a localizing subcategory of weak equivalences determined by quasi-isomorphism. We choose our terminology so that degree $n$ reflects this additional structure, and trust that no serious confusion will arise in practice.

**Proposition 2.10.** Let $\mathcal{A}'$ be an abelian category, $F : Ch\mathcal{A} \to Ch\mathcal{A}'$ and $G : \mathcal{C} \to Ch\mathcal{A}$. If $F$ is degree $n$ and $G$ is degree $m$, then $F \circ G$ is degree $mn$.

**Proof.** The proof is similar to that of Proposition 1.6. □

**Lemma 2.11.** Let $F : \mathcal{C} \to Ch_{\geq 0}\mathcal{A}$ (or $F : \mathcal{C} \to Ch\mathcal{A}$ for $\mathcal{A}$ cocomplete).

1. The functor $P_n F$ is degree $n$.
2. If $F$ is degree $n$, then $p_n : F \to P_n F$ is a quasi-isomorphism.
3. The pair $(P_n, p_n)$ is universal up to natural quasi-isomorphism with respect to degree $n$ functors with natural transformations from $F$.

**Proof.** For each $k$, $\perp_{n+1}(P_n F_k)$ is acyclic by Proposition 2.7. It follows that $cr_{n+1} P_n F_k(X_1, \ldots, X_{n+1})$ is acyclic for any $X_1, \ldots, X_{n+1}$ by setting $X = \bigvee_{i=1}^{n+1} X_i$ and noting that $cr_{n+1} P_n F_k(X_1, \ldots, X_{n+1})$ is a direct summand of $\perp_{n+1}(P_n F_k)(X)$. Then $cr_{n+1}(P_n F)$ is the total complex of a bicomplex supported in quadrants I and IV with acyclic rows, and so is itself acyclic.

If $F$ is degree $n$, then $\perp_{n+1} F$ is acyclic. Since $\perp_{n+1}$ is exact, it follows that $\perp_k^{n+1} F$ is acyclic for all $k \geq 1$. As a consequence, $C(\perp_{n+1}^{n+1} F)$ is an acyclic chain complex, and since $N(\perp_{n+1}^{n+1} F) \cong C(\perp_{n+1}^{n+1} F)$ ([We], Theorem 8.3.8), $N(\perp_{n+1}^{n+1} F)$ is acyclic as well. Recall that

$$P_n F = \text{Mapping Cone}[N(\perp_{n+1}^{n+1} F) \to F]$$

and $p_n : F \to P_n F$ is the natural transformation associated to the mapping cone. Since $N(\perp_{n+1}^{n+1} F) \cong 0$, it follows from properties of mapping cones that $p_n : F \to P_n F$ is a quasi-isomorphism.

Part 3) follows by an argument similar to that used to prove Proposition 1.18 of [Gi]. Let $\tau : F \to G$ be a natural transformation from $F$ to a degree $n$ functor $G$. Considering the commutative diagram

$$F \xrightarrow{\tau} G$$

$$\downarrow p_n F \quad \downarrow p_n G$$

$$P_n F \xrightarrow{P_n \tau} P_n G$$

one sees that, up to quasi-isomorphism, $\tau$ factors through $p_n F$, since $p_n G$ is a quasi-isomorphism. To see that this factorization is unique, consider the diagram

$$F \xrightarrow{p_n F} P_n F \xrightarrow{\sigma} G$$

$$\downarrow p_n F \quad \downarrow p_n(P_n F) \quad \downarrow p_n G$$

$$P_n F \xrightarrow{P_n(p_n F)} P_n(P_n F) \xrightarrow{p_n \sigma} P_n G.$$
If \( \sigma \circ p_n F = \tau \), then \( p_n \sigma \circ p_n (p_n F) = p_n (\sigma \circ p_n F) \) must equal \( p_n (\tau) \). It is straightforward to show that \( p_n (p_n F) \simeq p_n (p_n F) \). Then \( p_n G, p_n (p_n F), \) and \( p_n (p_n F) \) are all quasi-isomorphisms, and it follows that \( \sigma \) is uniquely determined by \( p_n \tau \) (and hence \( \tau \)) up to quasi-isomorphism.

By Lemma 2.11 we obtain, up to quasi-isomorphism, natural transformations \( q_n : P_n \rightarrow P_{n-1} \) that produce the desired tower of functors. For a functor \( F \), \( q_n F \) is obtained by composing \( P_n_p_n F \) with the inverse of the natural quasi-isomorphism \( P_n F \rightarrow P_{n-1} F \). However, \( q_n \) can also be obtained as an explicit natural transformation. To do so, first note that if we have a natural transformation \( \eta : \perp_{n+1} \rightarrow \perp_n \) of cotriples, we can define a natural transformation from \( P_n \) to \( P_{n-1} \) by using the chain map given by

\[
\eta([k]) = \perp_{k-1}^{n} (\eta_{\perp_{n+1}}) \circ \perp_{k-2}^{n} (\eta_{\perp_{n+1}}) \circ \cdots \circ \perp_k^{n} (\eta_{\perp_{n+1}}).
\]

Then \( q_n : P_n \rightarrow P_{n-1} \) is the natural transformation determined by the natural composite:

\[
 q_n : cr_{n+1} F(M, M, \ldots, M) \xrightarrow{\text{inc}} cr_n F(M \lor M, M, \ldots, M) \xrightarrow{cr_n F(+, id, \ldots, id)} cr_n F(M, \ldots, M).
\]

Hence we have the following theorem.

**Theorem 2.12.** Given a functor \( F \) from \( C \) to \( Ch_{\geq 0} \), there is a natural tower of functors:

\[
\begin{array}{cccc}
P_{n+1} & \xrightarrow{q_{n+1}^p} & P_n F & \xrightarrow{q_n} \quad P_{n-1} F & \rightarrow & \cdots & P_1 F & \rightarrow & P_0 F = F(\ast).
\end{array}
\]

The 0th homology of this tower is the tower of Example 1.7 for \( H_0 (F) \). The pairs \((P_n, p_n)\) are universal (up to natural quasi-isomorphism) with respect to maps from \( F \) to degree \( n \) functors. The result holds for \( F : C \rightarrow Ch A \) when \( A \) is cocomplete.

As indicated above, for a functor \( F \) from \( C \) to \( A \), \( H_0 P_n F \) is the functor \( p_n F \) defined in Example 1.7. Note that \( p_n \) does not preserve short exact sequences of functors. In particular, for a short exact sequence (that is, short exact upon evaluation at any given object)

\[
0 \rightarrow F \rightarrow G \rightarrow H \rightarrow 0
\]

of functors from \( C \) to \( A \), the snake lemma yields an exact sequence

\[
\ker(\perp_{n+1} F \rightarrow F) \rightarrow \ker(\perp_{n+1} G \rightarrow G) \rightarrow \ker(\perp_{n+1} H \rightarrow H)
\]

\[
\rightarrow p_n F \rightarrow p_n G \rightarrow p_n H \rightarrow 0.
\]

There are many examples for which \( \ker(\perp_{n+1} H \rightarrow H) \) is not zero (e.g., \( H = T^{n+1} \)) and so the sequence \( p_n F \rightarrow p_n G \rightarrow p_n H \) is not exact. However, \( p_n \) preserves short exact sequences.

**Proposition 2.13.** 1) For any functor \( F : C \rightarrow A \) we have \( H_0(P_n F) = p_n F \), the functor defined in Example 1.7.

2) If \( F \rightarrow G \rightarrow H \) is a short exact sequence of functors, then \( P_n F \rightarrow P_n G \rightarrow P_n H \) is a short exact sequence of chain complexes of functors.

3) The functor \( P_n \) preserves quasi-isomorphisms of functors.
Proof. The proof of 1) follows by definition. The proof of 2) follows from the definition of \( P_n \) and the fact that \( \bot_{n+1} \) is exact. For a natural transformation \( F \to G \) that is a quasi-isomorphism on all objects in \( C \), 3) follows from 2) by using the short exact sequence associated with the mapping cone of \( \eta \) and showing that \( P_n \) preserves acyclicity.

We conclude this section with some examples and comparisons with related functors.

Examples and Remarks 2.14. 1) The functor \( P_1 F \) is a reformulation and extension of Mac Lane’s \( Q \)-construction (\([EM]\)). That is, when \( F = S[-] : \mathcal{M}_R \to \mathcal{M}_S \) is the functor that takes an \( R \)-module to the free \( S \)-module generated by its underlying set, \( P_1 S[-] \) is isomorphic to Mac Lane’s \( Q \)-construction for the rings \( R \) and \( S \). For an \( R \)-module \( M \), the \( Q \)-construction in this case is an explicit chain complex whose homology is the stable homology of \( M \) with coefficients in \( S \), i.e., the homotopy of the smash product of the Eilenberg-Mac Lane spectra \( HM \) and \( HS \). More generally, for an arbitrary functor \( F \) from \( \mathcal{M}_R \) to \( \mathcal{M}_S \), \( P_1 F \) is isomorphic to the generalization of Mac Lane’s \( Q \)-construction found in \([J-P]\). The isomorphism comes from a direct comparison of the two chain complexes. For example, the degeneracies of \( \bot_{n+1} \) correspond to the slabs of the \( Q \)-construction.

2) When \( F \) is the simplicial prolongation of a functor, the homology groups of \( P_1 F \) are isomorphic to the stable derived functors of \( F \) as defined by Dold and Puppe (\([D-P]\)). That is, \( P_1 F \) is equivalent to a direct limit of functors of the form \( \Omega^n FB^n \), where \( \Omega \) is the loop space functor and \( B \) is the bar construction. See \([J-M1]\) for more details.

3) For an arbitrary \( n \), \( P_n F \) is isomorphic to the \( P_n F \) defined in \([J-M2]\) for the same reasons that \( P_1 F \) was isomorphic to the \( Q \)-construction. In \([J-M2]\), the functors \( P_n F \) were used to obtain explicit models for Goodwillie’s \( n \)th degree Taylor polynomial approximations to functors in certain cases. In particular, given a functor \( F \) from \( \mathcal{M}_R \) to \( \mathcal{M}_S \), we can construct a corresponding functor of spaces \( \widetilde{F} \). For such functors we show that \( P_n \widetilde{F} \), the degree \( n \) term in Goodwillie’s Taylor tower for \( \widetilde{F} \) (as defined in \([G3]\)), is naturally equivalent to \( \widetilde{P}_n \widetilde{F} \), the functor of spaces arising from the functor \( P_n F \) defined above. In general, the Taylor tower defined in this section is not the same as Goodwillie’s tower. Our tower is a tower of degree \( n \) functors, whereas Goodwillie’s tower consists of \( n \)-excisive functors. See section 5 of \([J-M1]\) for details.

4) By Example 1.4.1 and Lemma 2.11, \( P_n F \cong F \) when \( F \) is the \( n \)-fold tensor product, symmetric power, or exterior power functor. Simson and Tyc (\([S]\), \([S-T]\)), Bousfield (\([B]n\)), and Betley (\([B]\)) have determined the homology of \( P_1 F \) in some cases when \( F \) is the \( n \)th symmetric power or exterior power functor. Section 4 of \([J-M1]\) contains a summary of Simson and Tyc’s calculations.

5) The Taylor tower for the functor \( \text{Exp} \) of Example 1.4.3 is studied in section 6.

6) In the next section (Proposition 3.2) we will prove that for any functor \( F : \mathcal{C} \to \text{Ch} A \) (\( A \) is cocomplete), \( P_k \bot_n F \cong 0 \) if \( k < n \). From this, it follows that for \( k < n \), \( P_k P_n F \) is the total complex of a bicomplex whose bottom row is \( P_k F \) and whose other rows are acyclic. Hence \( P_k F \cong P_k P_n F \) for \( k < n \). This quasi-isomorphism is given by the natural transformation \( P_k(p_n F) \).
7) The $n$th layer of the tower of Theorem 2.12 is the functor $D_nF : \mathcal{C} \to ChA$ given by

$$D_nF = \text{fiber}(P_nF \xrightarrow{g_n} P_{n-1}F),$$

where the fiber is the homotopy fiber, i.e., the mapping cone shifted down one degree. Note that $D_nF$, $P_nF$, and $P_{n-1}F$ form a long exact sequence in homology

$$\cdots \to H_*D_nF \to H_*P_nF \to H_*P_{n-1}F \to H_{*+1}D_nF \to \cdots .$$

It is straightforward to show that $D_nF$ is a degree $n$ functor. Moreover, $P_kD_nF \simeq 0$ for $k < n$. To see this, note that by the previous example (and Lemma 2.11 in the case where $k = n - 1$), we have

$$P_kD_nF = P_k\text{fiber}(P_nF \to P_{n-1}F)$$

$$\cong \text{fiber}(P_kP_nF \to P_kP_{n-1}F)$$

$$\cong \text{fiber}(P_kF \to P_kF)$$

$$\cong 0.$$

### 3. Homogeneous degree $n$ functors

Our next goal is to determine the general form of the layers of our tower, i.e., the functors $D_nF$ defined in Example 2.14.7. We prove that for each $n$, $D_nF$ is naturally equivalent to the homotopy orbits (with respect to a symmetric group action) of the functor obtained by applying $D_1$ to each variable of $cr_nF$. This characterization of the layers was inspired by a similar characterization established by Goodwillie for his Taylor tower for functors of spaces ([G3]). To prove this result in our setting, we first prove some general facts about the diagonals of functors of $n$ variables. We then review the definition and some basic properties of homotopy orbits before proving the desired result for $D_nF$. We conclude the section with a remark indicating why homotopy orbits arise in the layers. Throughout this section, $\mathcal{C}$ is a basepointed category with finite coproducts and $\mathcal{A}$ is a cocomplete abelian category. The results in this section are stated for functors to $ChA$, but also hold for functors to $Ch_{>0}A$ when $\mathcal{A}$ is not cocomplete.

The $n$th cross effect functor is a functor of $n$ variables. We single out for special attention the following properties that functors of $n$ variables may have, and new functors that can be built from functors of $n$ variables.

**Definition 3.1.** Let $G$ be a functor from $\mathcal{C}^{ \times n}$ to $ChA$.

1) The **diagonal** of $G$ is the functor $G^\Delta = G \circ \Delta : \mathcal{C} \to ChA$ obtained by composition with the diagonal functor.

2) If $G(M_1, \ldots, M_n) \simeq 0$ whenever any $M_i = \ast$, we say that $G$ is **$n$-multireduced**.

3) $G$ is **$n$-multiadditive** if $G$ is $n$-multireduced and degree 1 in each of its variables.

4) The **$n$-multilinearization** of $G$, $D_1^{(n)}G$, is the functor that results when $D_1$ is applied to each variable of $G$ separately. That is, $D_1^{(n)}G = D_1^1D_1^2D_1^3 \cdots D_1^nG$, where $D_1^kG$ is the functor obtained by holding all but the $k$th variable of $G$ constant and applying $D_1$ to this functor of one variable.

We will ultimately show that $D_nF$ is equivalent to the homotopy orbits of $D_1^{(n)}cr_nF$. The first step in this process is to analyze $P_kG^\Delta$ for an $n$-multireduced functor $G$. 
Proposition 3.2. For an \( n \)-multireduced functor \( G : \mathcal{C}^\times n \rightarrow \text{ChA} \),
\[
P_k G^\Delta \simeq \begin{cases} 
0 & \text{if } k < n, \\
(D_1^{(n)} G)^\Delta & \text{if } k = n.
\end{cases}
\]

We prove that \( P_k G^\Delta \simeq 0 \) for \( k < n \) in the next lemma. This and the following
lemma, which implies that \( D_1^{(n)} G^\Delta \) is degree \( n \), are used to prove the remainder of
Proposition 3.2.

Lemma 3.3. Let \( G : \mathcal{C}^\times n \rightarrow \text{ChA} \) be an \( n \)-multireduced functor. For \( k < n \),
\( P_k G^\Delta \simeq 0 \).

Proof. Fix \( t < n+1 \). We prove this result by constructing a section to \( \perp_1 G^\Delta \rightarrow G^\Delta \)
and applying Corollary 2.6. For any object \( M \) in \( \mathcal{C} \), let \( \eta_t : G^\Delta(M) \rightarrow G^\Delta(\bigvee_i M) \)
be the map defined by
\[
\eta_t = G(e_1, e_2, \ldots, e_{t-1}, e_t, e_{t+1}, \ldots, e_t),
\]
where \( e_i : M \rightarrow \bigvee_i M \) is the standard inclusion into the \( i \)th position. Observe that
for the fold map \( + : \bigvee_i M \rightarrow M \),
\[
G^\Delta(+) \circ \eta_t = \text{id}_{G^\Delta}.
\]
We claim that \( \eta_t \) yields a natural section \( \hat{\eta}_t : G^\Delta \rightarrow cr_t G^\Delta \) to the map \( + : cr_t G^\Delta \rightarrow G^\Delta \)
defined in Example 1.7. To see this, consider the decomposition of \( G^\Delta(\bigvee_i M) \) as a sum of cross effects:
\[
G^\Delta \left( \bigvee_i M \right) \cong \bigoplus_{\{s_1, s_2, \ldots, s_p\} \subseteq \{1, 2, \ldots, t\}} cr_p G^\Delta(M).
\]
We are interested in the image of \( \eta_t \) in each of these summands. In particular, we
claim that for \( p < t \) the image of \( \eta_t \) in each \( cr_p G^\Delta(M) \) is \( 0 \). This follows by noting
that for \( p < t \), the composite
\[
G^\Delta(M) \xrightarrow{\eta_t} G^\Delta \left( \bigvee_i M \right) \rightarrow G^\Delta \left( \bigvee_p M \right)
\]
given by any of the natural projections \( \bigvee_i M \rightarrow \bigvee_p M \) is the zero map, since \( G \)
is multireduced. Since \( cr_p G^\Delta(M) \) is a direct summand of \( G^\Delta(\bigvee_p M) \), the image
of \( \eta_t \) in \( cr_p G^\Delta(M) \) is \( 0 \) for each copy of \( cr_p G^\Delta(M) \) in \( G^\Delta(\bigvee_i M) \). Thus the image
of \( \eta_t \) is contained entirely in \( cr_t G^\Delta(M) \), and so \( \hat{\eta}_t : G^\Delta \rightarrow cr_t G^\Delta \) is a section to
\( + : cr_t G^\Delta \rightarrow G^\Delta \). Hence \( P_{t-1} G^\Delta \simeq 0 \) by Corollary 2.6.

Lemma 3.4. If \( H : \mathcal{C}^\times n \rightarrow \text{ChA} \) is an \( n \)-multiadditive functor, then \( H^\Delta \) is
degree \( n \).

Proof. Let \( M_1, \ldots, M_t \) be objects in \( \mathcal{C} \). Since \( H \) is multiadditive, we have a natural
quasi-isomorphism
\[
H^\Delta(M_1 \vee \cdots \vee M_t) \simeq \bigoplus_{\alpha \in \text{Hom}(\langle n \rangle, \langle t \rangle)} H(M_{\alpha(1)}, \ldots, M_{\alpha(n)}),
\]
where \( \text{Hom}(\langle n \rangle, \langle t \rangle) \) denotes the set of maps from \( \langle n \rangle = \{1, 2, \ldots, n\} \) to \( \langle t \rangle = \{1, 2, \ldots, t\} \). If \( \alpha \in \text{Hom}(\langle n \rangle, \langle t \rangle) \) is not a surjection, then \( H(M_{\alpha(1)}, \ldots, M_{\alpha(n)}) \) is
a direct summand of \( H^\Delta(M_1 \vee M_2 \vee \ldots \vee M_t) \) for some \( i \), and so is part of a cross effect of order less than \( t \). Hence, 

\[
\text{cr}_t H^\Delta(M_1, \ldots, M_t) \simeq \bigoplus_{\beta \in \text{Surf}(n), (t)} H(M_{\beta(1)}, \ldots, M_{\beta(n)}).
\]

Thus, when \( t > n \), \( \text{cr}_t H^\Delta \simeq 0 \) and \( H \) is degree \( n \).

We now examine \( P_n G^\Delta \) and prove Proposition 3.2.

**Proof (of Proposition 3.2).** Let \( p(n) : G^\Delta \to (D_1^{(n)} G)^\Delta \) be the natural transformation that is \( p_1 \) in each variable of \( D_1^{(n)} G \). In other words, \( p(n) \) is the composite

\[
G \xrightarrow{p_1} D_2^n G \xrightarrow{p_1} D_3^{n-1} D_1^n G \xrightarrow{p_1} \ldots \xrightarrow{p_1} D_1^1 \ldots D_1^n G = D_1^{(n)} G.
\]

Consider the natural commuting diagram

\[
\begin{array}{ccc}
G^\Delta & \xrightarrow{p(n)} & (D_1^{(n)} G)^\Delta \\
\downarrow p_n G^\Delta & & \downarrow p_n (D_1^{(n)} G)^\Delta \\
P_n G^\Delta & \xrightarrow{P_n p(n)} & P_n (D_1^{(n)} G)^\Delta.
\end{array}
\]

Since \( D_1^{(n)} G \) is \( n \)-multiadditive, the right vertical map is a quasi-isomorphism by Lemma 3.4 and Lemma 2.11. Hence it suffices to show that the lower horizontal map is also a quasi-isomorphism. To do this, we first observe, by using the unnormalized model for \( D_1 \), that \((D_1^{(n)} G)^\Delta \) is naturally the total complex of an \( n \)-dimensional complex given by

\[
(k_1, \ldots, k_n) \mapsto (\bot_2^{(k_1)} \ldots \bot_2^{(k_n)} G)^\Delta,
\]

where \( \bot_2^{(k_i)} \ldots \bot_2^{(k_n)} G \) denotes the functor produced by applying \( \bot_2^{(k_i)} \) in the \( i \)th variable. At degree \((0, 0, \ldots, 0)\), the functor in this complex is \( G^\Delta \) and \( p(n) \) is the inclusion of \( G^\Delta \) at this level. Hence \( P_n p(n) \) is the inclusion of \( P_n G^\Delta \) into the complex given by

\[
(k_1, \ldots, k_n) \mapsto P_n((\bot_2^{(k_1)} \bot_2^{(k_2)} \ldots \bot_2^{(k_n)} G)^\Delta).
\]

However, \( P_n((\bot_2^{(k_1)} \bot_2^{(k_2)} \ldots \bot_2^{(k_n)} G)^\Delta) \) is contractible when \( k_1, \ldots, k_n \) are not all \( 0 \). This follows from Lemma 3.3 once we recognize that \((\bot_2^{(k_1)} \bot_2^{(k_2)} \ldots \bot_2^{(k_n)} G)^\Delta \) is the diagonal of a functor of at least \( n + 1 \) variables when \((k_1, \ldots, k_n) \neq (0, \ldots, 0)\), and is reduced in each of these variables. Thus \( P_n p(n) \) is a quasi-isomorphism, and the result follows.

The previous results show that \( D_1^{(n)} \text{cr}_n F^\Delta \) has certain properties in common with \( D_1 F \): Lemma 3.4 implies that \( D_1^{(n)} \text{cr}_n F^\Delta \) is degree \( n \), and Proposition 3.2 implies that \( P_k(D_1^{(n)} \text{cr}_n F^\Delta) \simeq 0 \) for \( k < n \). It remains to show that \( D_1 F \) is naturally equivalent to \((D_1^{(n)} \text{cr}_n F)_{h\Sigma_n}\), where \( h\Sigma_n \) denotes the homotopy orbits with respect to the \( n \)th symmetric group action that permutes the variables of \( \text{cr}_n F \). We review some of the properties of homotopy orbits that will be needed.
Definition 3.5. Let $G$ be a group and $X$ a (left) $G$-object in $\mathcal{A}$. By the **homotopy orbits** of $X$ we mean the simplicial object in $\mathcal{A}$, denoted $X_{hG}$, given by

$$[n] \mapsto G^{\times n} \times X,$$

$$d_i(g_1, \ldots, g_n, x) = \begin{cases} (g_2, \ldots, g_n, x), & i = 0, \\ (g_1, \ldots, g_ig_{i+1}, \ldots, g_n, x), & 1 \leq i \leq n-1, \\ (g_1, \ldots, g_{n-1}, gx), & i = n, \\ \end{cases}$$

$$s_j(g_1, \ldots, g_n, x) = (g_1, \ldots, g_j, e, g_{j+1}, \ldots, g_n, x).$$

This can be written equivalently as $\mathbb{Z}[EG] \otimes_{\mathbb{Z}[G]} X$, where $EG$ is a free $G$-resolution of $\mathbb{Z}$. If $X$, is a chain complex of $G$-objects, then by $(X_*)_{hG}$ we mean the total complex of the natural complex obtained by applying $(\_)_G$ degreewise.

When $\mathcal{A}$ is the category of abelian groups, $X$ is a $G$-module and the homology of $X_{hG}$ is the usual group homology of $G$ with coefficients in $X$. If $X$ is a free $G$-object (or a chain complex of free $G$-objects), then it follows from the definition above that $X_{hG} \simeq X_G$, where $X_G$ denotes the orbits of $X$ under the action of $G$. In particular, if $X \simeq \mathbb{Z}[G] \otimes_{\mathbb{Z}} Y$, then $X_{hG} \simeq X_G \simeq Y$. In general, orbits and homotopy orbits are distinct. For example, it is straightforward to show that homotopy orbits preserve quasi-isomorphisms, whereas the example below shows that orbits do not possess this property.

Example 3.6. Let $X$ be a $G$-object in $\mathcal{A}$, and let $P_* \xrightarrow{\sim} X$ be a resolution of $X$ by free $G$-objects. Orbits preserve this equivalence only when $H_i(X_{hG}) = 0$ for $i > 0$. To see this, apply the homotopy orbit construction degreewise to $P_*$ and $X$ to obtain a quasi-isomorphism of bicomplexes

$$(P_*)_{hG} \xrightarrow{\sim} X_{hG},$$

where $X_{hG}$ is a bicomplex with one nontrivial row. Note that since $P_*$ is composed of free $G$-objects, $P_{hG}$ is the total complex of a bicomplex in which the $i$th row (in the direction of the homotopy orbit construction) is quasi-isomorphic to $(P_i)_G$. It follows that $(P_*)_G \simeq (P_*)_{hG} \simeq X_{hG}$. Moreover, $H_0((P_*)_G) \cong X_G$. Hence $(P_*)_G$ is quasi-isomorphic to $X_G$ if and only if the homology of $X_{hG}$ vanishes in degrees greater than 0. But often this is not the case. For example, the homology of the $n$th symmetric group with coefficients in $\mathbb{Z}$ does not vanish in degrees greater than 0.

To show that $D_n F$ is quasi-isomorphic to $D^{(n)}_1 cr_n F_{h\Sigma_n}$ in the case where $F$ is degree $n$, we construct a natural transformation $\eta_n : cr_n F_{h\Sigma_n} \rightarrow F$, as follows. Since $H_0(X_{hG}) = X_G$, we have a natural sequence

$$X \rightarrow X_{hG} \rightarrow X_G$$

that factors the map $X \rightarrow X_G$. We will be interested in this map in the case where $X$ is the $n$th cross effect of a functor and $G$ is the $n$th symmetric group. Observe that the natural transformation $+ : cr_n F \rightarrow F$ of Example 1.7 factors as

$$cr_n F \rightarrow (cr_n F)_{\Sigma_n} \xrightarrow{+} F,$$

since $\vee_n X \xrightarrow{+} X$ is $\Sigma_n$-invariant for any object $X$ in $\mathcal{C}$ when $\Sigma_n$ acts by permuting the terms of $\vee_n X$. We will consider the natural transformation

$$cr_n F_{h\Sigma_n} \xrightarrow{\eta_n} F$$
produced by composing the map \((cr_nF)_{h\Sigma_n} \to (cr_nF)_{\Sigma_n}\) with +, and show that \(cr_n(\eta_n)\) is an equivalence for degree \(n\) functors.

**Lemma 3.7.** If \(F : C \to ChA\) is a degree \(n\) functor, then \(cr_n(\eta_n)\) is a quasi-isomorphism.

Before proving this lemma, note that \((\ )_{hG}\) is an additive functor on \(A\). As a result, when \((\ )_{hG}\) is applied to functors it commutes with cross effects and preserves the degree of a functor.

**Proof.** We begin by determining \(cr_n(cr_nF)\). Since \(F\) is degree \(n\), we know that \(cr_nF\) is additive in each of its variables. Thus, for objects \(X_1, X_2, \ldots, X_n\) in \(C\),

\[
    cr_nF \left( \bigvee_{i=1}^{t} X_i, \ldots, \bigvee_{i=1}^{t} X_i \right) \cong \bigoplus_{\beta \in \text{Hom}(\langle n \rangle, \langle t \rangle)} cr_nF(X_{\beta(1)}, X_{\beta(2)}, \ldots, X_{\beta(n)}).
\]

This is a \(\Sigma_n\)-equivariant isomorphism with the \(\Sigma_n\)-action on the right side given by \(\sigma \ast (\beta, u) = (\beta \circ \sigma^{-1}, \sigma \ast u)\). It follows that

\[
    cr_n(cr_nF) \cong \bigoplus_{\beta \in \Sigma_n} cr_nF \cong Z[\Sigma_n] \otimes_Z cr_nF.
\]

Under this identification, the \(\Sigma_n\)-action on \(Z[\Sigma_n] \otimes_Z cr_nF\) is still given by

\[
    \sigma \ast (\beta \otimes u) = (\beta \circ \sigma^{-1}) \otimes (\sigma \ast u)
\]

for \(\beta \in \Sigma_n\) and \(u \in cr_nF(X)\). Thus \(cr_n(cr_nF)\) is a free \(\Sigma_n\)-object, and we obtain the indicated equivalences in the natural commutative diagram

\[
\begin{array}{ccc}
    (Z[\Sigma_n] \otimes_Z cr_nF)_{h\Sigma_n} & \xrightarrow{\cong} & (cr_n(cr_nF))_{h\Sigma_n} \\
    \downarrow \cong & & \downarrow \\
    (Z[\Sigma_n] \otimes_Z cr_nF)_{\Sigma_n} & \xrightarrow{\cong} & (cr_n(cr_nF))_{\Sigma_n} \\
    \downarrow & & \downarrow \cong \\
    & & cr_n(+) \\
\end{array}
\]

We claim that the composite from \((Z[\Sigma_n] \otimes_Z cr_nF)_{\Sigma_n}\) to \(cr_nF\) that factors through \((cr_n(cr_nF))_{\Sigma_n}\) is a quasi-isomorphism. One can see this by observing that the composite

\[
    Z[\Sigma_n] \otimes_Z cr_nF \xrightarrow{\cong} cr_n(cr_nF) \xrightarrow{cr_n(+)} cr_nF
\]

is defined for \(\beta \in \Sigma_n\) and \(u \in cr_nF(X)\) by \(\beta \otimes u \mapsto \beta \ast u\). This map is \(\Sigma_n\)-invariant under the \(\Sigma_n\)-action described above, so it induces the composite

\[
    (Z[\Sigma_n] \otimes_Z cr_nF)_{\Sigma_n} \xrightarrow{\cong} (cr_n(cr_nF))_{\Sigma_n} \xrightarrow{cr_n(+) \ast} cr_nF.
\]

But this is naturally equivalent to the equivalence

\[
    (Z[\Sigma_n] \otimes_Z cr_nF)_{\Sigma_n} \to cr_nF
\]

for free \(\Sigma_n\)-objects described after Definition 3.5. Hence the composite is an equivalence. It follows that the composition of the right vertical maps in the diagram is a quasi-isomorphism. Since this is \(cr_n(\eta_n)\), the proof is complete. \(\square\)

Hence, when \(F\) is degree \(n\), \(cr_n(cr_nF_{h\Sigma_n}) \cong cr_nF\). In this case, \(cr_nF\) and consequently \(cr_n(cr_nF_{h\Sigma_n})\) are additive in each variable. Thus, \(cr_nF_{h\Sigma_n}\) is degree \(n\) as well. We show below that \(cr_nF_{h\Sigma_n}\) is quasi-isomorphic to \(D_nF\).
Lemma 3.8. If $F: C \to \text{Ch}A$ is degree $n$, then $D_n F \simeq \text{cr}_n F_{h\Sigma_n}$.

Proof. Consider the following commutative diagram of chain complexes:

$$
\begin{array}{ccc}
D_n F & \xrightarrow{\eta_n} & \text{Map cone}(\eta_n) \\
\downarrow & & \downarrow p_{n-1} F \\
\text{cr}_n F_{h\Sigma_n} & \xrightarrow{\eta_n} & P_{n-1}(\text{Map cone}(\eta_n)) \\
\end{array}
$$

To conclude that $D_n F \simeq \text{cr}_n F_{h\Sigma_n}$, it suffices to show that the lower horizontal and rightmost vertical maps are equivalences. To do so, note that Lemma 3.7 implies that $\text{cr}_n(\text{Map cone}(\eta_n)) \simeq 0$, and so $(\text{Map cone}(\eta_n))$ is a degree $n-1$ functor. Thus, $p_{n-1}(\text{Map cone}(\eta_n))$ is an equivalence. Now consider the exact sequence associated to the mapping cone:

$$\text{cr}_n F_{h\Sigma_n} \to F \to \text{Map cone}(\eta_n).$$

By Proposition 3.2, $P_{n-1} \text{cr}_n F_{h\Sigma_n} \simeq 0$, and so applying $P_{n-1}$ to this exact sequence yields the desired equivalence from $P_{n-1} F$ to $P_{n-1}(\text{Map cone}(\eta_n))$. □

Using Lemma 3.8, we can describe $D_n F$ for any $F$.

Proposition 3.9. For any functor $F: C \to \text{Ch}A$, $D_n F$ is naturally equivalent to $D_1^{(n)} \text{cr}_n F_{h\Sigma_n}$.

Proof. We start by showing that $D_n F \simeq D_n P_n F$, and then prove the result for $D_n P_n F$. Recall from Example 2.14.6 that $P_{n-1} P_n F \simeq P_{n-1} F$ via the natural transformation $P_{n-1}(p_n)$. To see that $D_n F \simeq D_n P_n F$, apply the five lemma to the long exact sequence in homology associated to the commutative diagram

$$
\begin{array}{ccc}
D_n F & \xrightarrow{D_n(p_n)} & P_n F \\
\downarrow & & \downarrow P_n(p_n) \\
D_n P_n F & \xrightarrow{P_n(p_n)} & P_n P_n F \\
\end{array}
$$

Hence, by Lemma 3.8, it suffices to show that $\text{cr}_n P_n F_{h\Sigma_n}$ is naturally equivalent to $D_1^{(n)} \text{cr}_n F_{h\Sigma_n}$. However, $D_1^{(n)} \text{cr}_n F$ is $n$-multiadditive, and so by Lemma 3.4 its diagonal is degree $n$. Since homotopy orbits preserve degree, we have a natural quasi-isomorphism

$$
(\text{cr}_n F)_{h\Sigma_n} \xrightarrow{\simeq} P_n[\text{cr}_n F_{h\Sigma_n}] = P_n[D_1^{(n)} \text{cr}_n F_{h\Sigma_n}].
$$

We claim that $\text{cr}_n P_n F_{h\Sigma_n}$ is also naturally equivalent to $P_n[D_1^{(n)} \text{cr}_n F_{h\Sigma_n}]$. To see this, consider the natural map $\text{cr}_n F \to D_1^{(n)} \text{cr}_n F$. This map is $\Sigma_n$-equivariant. Since $\text{cr}_n F$ is $n$-multi-reduced, the proof of Proposition 3.2 yields

$$
P_n(\text{cr}_n F^\Delta) \simeq P_n(D_1^{(n)} \text{cr}_n F^\Delta).
$$

Hence $P_n(\text{cr}_n F)_{h\Sigma_n} \simeq [P_n(D_1^{(n)} \text{cr}_n F)]_{h\Sigma_n}$. Since cross effects commute (Remark 1.5) and homotopy orbits commute with the $P_n$ construction, it follows that

$$
\text{cr}_n P_n F_{h\Sigma_n} \simeq P_n(D_1^{(n)} \text{cr}_n F_{h\Sigma_n}).
$$
Hence
\[ D_n F \simeq \text{cr}_n P_n F_{h\Sigma_n} \simeq P_n(D^{(n)}_1 \text{cr}_n F_{h\Sigma_n}) \simeq (D^{(n)}_1 \text{cr}_n F)_{h\Sigma_n}, \]
as desired.

We conclude with a remark to explain why homotopy orbits appear in the layers of the tower.

Remark 3.10. Suppose \( F \) is degree \( n \). Recall that \( D_n F \) is the mapping cone of \( P_n F \rightarrow P_{n-1} F \). That is, it is \( \text{Tot} \) (shifted) of the following complex:

\[
\begin{align*}
F & \quad \downarrow \quad \downarrow q \\
(D_n) & \quad \downarrow \quad \downarrow q^{(2)} \\
F & \quad \downarrow \quad \downarrow q^{(3)} \\
\end{align*}
\]

Since \( F \) is degree \( n \), it follows that \( \downarrow_{n+1} F \simeq 0 \), and hence we see that the natural inclusion of the bicomplex

\[
\begin{align*}
0 & \quad \downarrow \quad \downarrow \quad \downarrow \\
(\downarrow_n) & \quad \downarrow \quad \downarrow \quad \downarrow \\
0 & \quad \downarrow \quad \downarrow \quad \downarrow \\
\end{align*}
\]

into \((D_n)\) is a quasi-isomorphism. Since \( F \) is degree \( n \), it follows that \( \downarrow_n F \) is the diagonal of an \( n \)-multilinear functor, and hence we have a natural \( \Sigma_n \)-equivariant quasi-isomorphism, as in the proof of Lemma 3.7,

\[
\mathbb{Z}[\Sigma_n] \otimes \mathbb{Z} \downarrow_n F \xrightarrow{\simeq} \downarrow_n (\downarrow_n F) = \downarrow_n^{(2)} F.
\]

More generally, we obtain a natural isomorphism

\[
\mathbb{Z}[\Sigma_n^{(t+1)}] \otimes \mathbb{Z} \downarrow_n F \xrightarrow{\simeq} \downarrow_n^{(t+1)} F.
\]

If one tracks through these natural quasi-isomorphisms (we leave this to the interested reader), one sees that there is a map of complexes

\[
(\Sigma_n)
\]

\[
\mathbb{Z}[E\Sigma_n] \otimes \mathbb{Z}[\Sigma_n] \downarrow_n F \xrightarrow{\simeq} \downarrow_n^{(t)} F
\]

and hence a rather direct computation that, for \( F \) of degree \( n \),

\[
D_n F \simeq (\downarrow_n F)_{h\Sigma_n} = (\text{cr}_n F)_{h\Sigma_n}.
\]

Of course, since \( \text{cr}_n F \) is already \( n \)-multilinear in this situation, we recover our previous characterization. Even when \( F \) is strictly degree \( n \), the layer \( D_n F \) is still quasi-isomorphic to \((\text{cr}_n F)_{h\Sigma_n}\), and in this situation the inclusion of \( (\downarrow_n) \) into \((D_n)\) is practically an isomorphism and \((\Sigma_n)\) is an isomorphism of complexes.

4. Convergence and continuation

In this section, we examine the homotopy inverse limit of the Taylor tower

\[
\cdots \rightarrow P_n F \rightarrow P_{n-1} F \rightarrow \cdots \rightarrow P_0 F
\]
constructed in Theorem 2.12, and its relationship to \( F \). In particular, we are interested in determining conditions under which the tower converges to the original functor. We also prove a continuation principle for these limits in the following sense. We show that, under certain conditions, equivalence between the \( P_i \) terms of the towers for two functors guarantees equivalence of the limits of the towers of the functors. In this section, the category \( \mathcal{C} \) is a basepointed category with
finite coproducts and $\mathcal{A}$ is a cocomplete abelian category that satisfies AB4*: $\mathcal{A}$ is complete and the product of any set of surjections is a surjection.

To define the limit of the Taylor tower of Theorem 2.12 we use homotopy limits. We do this to ensure that the limit of the tower will preserve quasi-isomorphisms of functors. One method for constructing the homotopy limit of a sequence of chain maps is to replace the sequence $\{X_n \xrightarrow{f_n} X_{n-1}\}_{n \in \mathbb{N}}$ in $\text{ChA}$ by a sequence $\{X'_n \xrightarrow{f'_n} X'_{n-1}\}_{n \in \mathbb{N}}$ in $\text{ChA}$ in which each $f'_n$ is a surjection and $X'_n$ is quasi-isomorphic to $X_n$ for each $n$. This can be done as follows.

**Remark 4.1.** For a chain complex $Y$, let $C(Y)$ denote the cone on $Y$, i.e., $C(Y) = \text{Map cone}(1_Y)$. Let $C(Y)[-1]$ be the chain complex obtained by shifting $C(Y)$ down one degree. In this way, we have $C(Y)[-1] = C(Y)_{n+1} = Y_{n+1} \oplus Y_n$, and so the chain map $C(Y) \to Y'[-1]$ shifts down to a chain map $\gamma: C(Y)[-1] \to Y$.

Given a chain map $X \xrightarrow{f} Y$, we can form the commutative diagram

$$
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow_{\simeq} & & \| \\
0 & \to & \text{Map cone } (f)[-1] & \xrightarrow{f+\id_Y} & X \oplus C(Y)[-1] & \to & Y & \to & 0.
\end{array}
$$

From this we see that any chain map $f$ can be replaced by a surjective chain map using a natural diagram of quasi-isomorphisms in which the kernel of the new map is the homotopy fiber of $f$. Moreover, it follows that any sequence of chain maps $\{X_n \xrightarrow{f_n} X_{n-1}\}_{n \in \mathbb{N}}$ can be naturally replaced with a sequence of surjective chain maps $\{X'_n \xrightarrow{f'_n} X'_{n-1}\}_{n \in \mathbb{N}}$ such that the new chain maps are related to the original maps by commuting lattices of quasi-isomorphisms

$$
\begin{array}{ccc}
X_n & \xrightarrow{f_n} & X_{n-1} \\
\downarrow_{\simeq} & & \| \\
0 & \to & \text{Map cone } (f_n)[-1] & \xrightarrow{f'_n} & X'_n & \to & X'_{n-1} & \to & 0.
\end{array}
$$

Using the new sequence of chain complexes $\{X'_n \xrightarrow{f'_n} X'_{n-1}\}_{n \in \mathbb{N}}$, we define the homotopy limit.

**Definition 4.2.** Let $\{X'_n \xrightarrow{f'_n} X'_{n-1}\}_{n \in \mathbb{N}}$ be the sequence of surjections obtained from a sequence $\{X_n \xrightarrow{f_n} X_{n-1}\}_{n \in \mathbb{N}}$ as in Remark 4.1. The **homotopy inverse limit** (or homotopy limit) of $\{X_n \xrightarrow{f_n} X_{n-1}\}_{n \in \mathbb{N}}$ is given by

$$
\text{holim}_nX_n = \lim_nX'_n.
$$

Note that this definition is functorial. Replacing chain maps of a sequence $\{X_n \xrightarrow{f_n} X_{n-1}\}_{n \in \mathbb{N}}$ in $\text{ChA}$ by surjections has the advantage that the resulting sequence $\{X'_n \xrightarrow{f'_n} X'_{n-1}\}$ satisfies the Mittag-Leffler condition, and so we obtain from it a short exact sequence (see [We], pp. 82-83)

$$
0 \to \lim_nH_{i+1}(X'_n) \to H_i(\lim_nX'_n) \to \lim_nH_i(X'_n) \to 0.
$$

With the definition of homotopy limit this exact sequence becomes

$$
\begin{array}{l}
0 \to \lim^1_nH_{i+1}(X_n) \to H_i(\text{holim}_nX_n) \to \lim_nH_i(X_n) \to 0.
\end{array}
$$
From this sequence, we see that if each \( X_n \in Ch_{>0}A \), then the homology of \( \text{holim}_n X_n \) is concentrated in degrees \( \geq -1 \). If each \( f_n \) is a surjection on \( H_n \), then the homology of \( \text{holim}_n X_n \) is concentrated in non-negative degrees. Note however that the chain complex \( \text{holim}_n X_n \) will not necessarily be bounded below, because of the mapping cone used to construct each \( X'_n \).

With homotopy limits, we are able to discuss convergence of the sequence \( \{ P_n F \}_{n=1}^{\infty} \).

**Definition 4.4.** Let \( F \) be a functor from \( C \) to \( ChA \).

a) The **limit** of the tower

\[
\vdots \rightarrow q_{n+1} F P_n F(X) \rightarrow q_n F P_{n-1} F(X) \rightarrow q_{n-1} F \rightarrow \cdots \rightarrow P_0 F
\]

is the functor \( P_\infty F = \text{holim}_n P_n F \). There is a natural transformation \( p_\infty F : F \rightarrow P_\infty F \) that comes from the composite maps \( P_n F : F \rightarrow P_{n-1} F = \cdots = P_0 F \).

b) We say that the tower

\[
\vdots \rightarrow q_{n+1} F P_n F(X) \rightarrow q_n F P_{n-1} F(X) \rightarrow q_{n-1} F \rightarrow \cdots \rightarrow P_0 F
\]

converges for the object \( X \) provided that \( F(X) \xrightarrow{p_\infty F(X)} P_\infty F(X) \) is a quasi-isomorphism.

From this definition and results about the functors \( P_n F \), we have the following.

**Lemma 4.5.** a) If \( F \) is a degree \( n \) functor from \( C \) to \( ChA \), then \( p_\infty F \) is an equivalence. That is, the tower converges for all objects \( X \) in \( C \).

b) The functor \( P_\infty \) preserves quasi-isomorphisms and short exact sequences of functors.

**Proof.** To see that a) is true, let \( F \) be a degree \( n \) functor. Then, for any \( i \) we have \( H_i(P_t F) \cong H_i(P_t-1 F) \) for any \( t > n \), and so the sequence

\[
\cdots \rightarrow H_i(P_1 F) \rightarrow H_i(P_{t-1} F) \rightarrow \cdots \rightarrow H_i(P_0 F)
\]

satisfies the Mittag-Leffler condition. Hence \( \lim^{1} H_{i+1}(P_t F) \cong 0 \), and the result follows by using the sequence \((4.3)\).

To see that b) is true, let \( F \rightarrow G \rightarrow H \) be a short exact sequence of functors. It is straightforward to verify that \( P_n F' \rightarrow P_n G' \rightarrow P_n H' \) is also a short exact sequence of functors. Since the sequences \( \{ P_n F' \}, \{ P_n G' \}, \) and \( \{ P_n H' \} \) satisfy the Mittag-Leffler condition,

\[
\lim^{1}_{n} P_n F' \cong \lim^{1}_{n} P_n G' \cong \lim^{1}_{n} P_n H' \cong 0.
\]

Hence, since \( \lim \) is left exact, the sequence

\[
0 \rightarrow \lim_{n} P_n F' \rightarrow \lim_{n} P_n G' \rightarrow \lim_{n} P_n H' \rightarrow 0
\]

is exact and \( P_\infty \) preserves exact sequences. The fact that \( P_\infty \) preserves quasi-isomorphisms follows from this by using the exact sequence associated to the mapping cone of the quasi-isomorphism, and showing that \( P_\infty \) preserves acyclicity. \( \square \)

We can also establish the following result. This will be used in our discussion of continuation later in the section.
Lemma 4.6. For any functor $F : C \rightarrow ChA$, the natural transformation

$$P_k(P_\infty F) : P_k F \rightarrow P_k P_\infty F$$

is a quasi-isomorphism for all objects in $C$.

Proof. We prove this result by first showing that $P_k P_\infty F \simeq \text{holim}_n (P_k P_n F)$ and then using (4.3). From Definition 4.2 one can show that

$$\text{holim}_n X_n \simeq \text{fiber} \left( \prod_{i \in \mathbb{N}} X_i \xrightarrow{\omega} \prod_{i \in \mathbb{N}} X_i \times \prod_{i \in \mathbb{N}} X_i \right),$$

where $\omega$ is the difference of the maps

$$\omega_1 : (x_i)_{i \in \mathbb{N}} \mapsto (x_i)_{\alpha : X_j \rightarrow X_i},$$

$$\omega_2 : (x_i)_{i \in \mathbb{N}} \mapsto (\alpha(x_i))_{\alpha : X_i \rightarrow X_j}.$$

One then has the following sequence of equivalences by using the above and noting that the conditions placed on $A$, in particular AB4*, guarantee that $P_n$ commutes with arbitrary products of functors:

$$P_k(\text{holim}_n P_n F) \simeq P_k \text{fiber} \left[ \prod_{i \in \mathbb{N}} P_i F \xrightarrow{\omega} \prod_{i \in \mathbb{N}} P_i F \right]$$

$$\simeq \text{fiber} \left[ P_k \prod_{i \in \mathbb{N}} P_i F \xrightarrow{P_k \omega} P_k \prod_{i \in \mathbb{N}} P_i F \right]$$

$$\simeq \text{fiber} \left[ \prod_{i \in \mathbb{N}} P_k P_i F \xrightarrow{\alpha : P_j F \rightarrow P_i F} P_k P_i F \right]$$

$$\simeq \text{holim}_n P_k P_n F.$$

Thus $P_k P_\infty F \simeq \text{holim}_n P_k P_n F$. Applying (4.3) to $\text{holim}_n P_k P_n F$, we have

$$0 \rightarrow \text{lim}_n^1 H_{i+1}(P_k P_n F) \rightarrow H_i(\text{holim}_n P_k P_n F) \rightarrow \text{lim}_n H_i (P_k P_n F) \rightarrow 0.$$

From this sequence we see that $\text{holim}_n P_k P_n F \simeq P_n F$, after recalling that $P_k P_n F \simeq P_n F$ (Example 2.14.6) for $k < n$. The result follows.

We next describe the extent to which the functors $F$ and $P_n F$ agree, and conditions under which $F$ and $P_\infty F$ agree. To do so, we need a way to compare chain complexes and functors to chain complexes. Our method of comparison is given in the following definition.

Definition 4.7. The chain complex $A$ is $n$-connected if $H_*(A) = 0$ for $* \leq n$. A chain map $f : A \rightarrow B$ is $n$-connected if $H_*(f)$ is an isomorphism for $* < n$ and a surjection for $* = n$. That is, a chain map is $n$-connected if and only if its homotopy fiber is $(n-1)$-connected.

By placing a connectivity condition on the iterated cross effects of a functor, we can guarantee convergence of the Taylor tower.

Proposition 4.8. Let $F : C \rightarrow ChA$, and let $X$ be an object in $C$. If there is a constant $c$ such that the connectivity of $\text{holim}_n (F(X))$ is at least $c - (t - 1)$ for any $1 \leq t \leq c$, then $P_n F : F(X) \rightarrow P_n F(X)$ is $c$-connected.
Proof. The homotopy fiber of $F \xrightarrow{p_n F} P_n F$ is quasi-isomorphic to the chain complex obtained from the simplicial object $\downarrow^{n+1}_{n+1}$ defined in Remark 2.3 for the cotriple $\downarrow_{n+1} = \Delta^* \circ cr_{n+1}$. When evaluated at $X$, $\downarrow^{n+1}_{n+1} F(X)$ is a bicomplex of objects in $\mathcal{A}$. Consider the spectral sequence associated to this bicomplex. Taking homology of this bicomplex in the direction of the $t$’s yields an $E^1$ sheet that by our initial assumption looks like

\[
\begin{array}{cccccccc}
H_0(\downarrow^{c+1} F(X)) & * & * \\
H_1(\downarrow^0 F(X)) & 0 & * \\
& \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
H_0(\downarrow^0 F(X)) & 0 & 0 & \cdots & * & * & * \\
H_0(\downarrow^1 F(X)) & 0 & 0 & \cdots & 0 & * & * \\
H_0(\downarrow^2 F(X)) & 0 & 0 & \cdots & 0 & 0 & * \\
\end{array}
\]

\[
\dim \quad 0 \quad 1 \quad \cdots \quad c-1 \quad c \quad c+1.
\]

Hence the homology of $\downarrow^{n+1}_{n+1} F$ is 0 in degrees $\leq c$, and so $p_n F(X)$ is $c$-connected. 

With Proposition 4.8, we have a means of measuring whether or not the sequence $\ldots \to P_n F \xrightarrow{p_n F} P_{n-1} F \to \ldots$ converges for a given object $X$.

Definition 4.9. Let $F : C \to Ch\mathcal{A}$, and let $X$ be an object in $C$. For $n \geq 0$ we set

\[F_{\con}(X, n) = \max \{c \in \mathbb{Z} \mid \conn(\downarrow^{(t)}_{n} F(X)) \geq c - (t - 1)\} \text{ for } 1 \leq t \leq c\}.
\]

Corollary 4.10. If $\lim_{n \to \infty} F_{\con}(X, n) = N$, then $p_{\infty} F : F(X) \to P_{\infty} F(X)$ is $(N - 1)$-connected. In particular, when $N = \infty$ the Taylor tower converges for $X$.

Proof. Let $M_n F(X) = \fiber(F(X) \xrightarrow{p_n F} P_n F(X))$. Consider the exact sequence derived from (4.3):

\[0 \to \lim_{n} H_{i+1}(M_n F(X)) \to H_i(\holim_{n}(M_n F(X))) \to \lim_{n} H_i(M_n F(X)) \to 0.
\]

By Proposition 4.8 and our connectivity assumption, $\lim_{n} H_i(M_n F(X)) = 0$ and $\lim_{n} H_i(M_n F(X)) = 0$ for all $i \leq N - 1$. Hence, $H_i(\holim_{n}(M_n F(X)))$ is $(N - 2)$-connected. The result follows by noting that

\[\fiber(F(X) \to P_{\infty} F(X)) \cong \holim_{n}(F(X) \to P_n F(X)).\]

Example 4.11. Let $F$ be the simplicial prolongation of a functor from an abelian category $\mathcal{A}$ to an abelian category $\mathcal{B}$. For a $k$-reduced chain complex $X$ of objects in $\mathcal{A}$, one can use the Eilenberg-Zilber theorem (see [J-M], 7.1 and 3.6) to show that $\downarrow_{n} F(X)$ is $(nk + n - 1)$-reduced. It follows that $F_{\con}(X, n) \geq nk + n - 1$ for all $n$. By Corollary 4.10, the Taylor tower of $F$ converges for all $k$-reduced $X$ with $k \geq 0$.

We now focus our attention on the continuation principle that we described at the beginning of this section. This result was inspired by one of the mostly widely-used results of Goodwillie’s theory. In essence, the result allows one to establish that a natural transformation is an equivalence of functors by proving it is an equivalence.
on the first terms of the associated Taylor towers. To see how this type of result has been applied to $K$-theory, we refer the reader to [CCGH] and [M1]. Our result will be expressed in terms of the following functors and categories.

**Definition 4.12.** 1) Fix $X \in \mathcal{C}$. Let $\mathcal{C}_X = X \backslash \mathcal{C}/X$ be the over/under category of $\mathcal{C}$ with respect to $X$. That is, $\mathcal{C}_X$ is the basepointed category with finite coproducts whose objects are objects of the form $C \vee X$, where $C$ is an object in $\mathcal{C}$, together with structure maps $i_C \in \text{Hom}_\mathcal{C}(X, C \vee X), \pi_C \in \text{Hom}_\mathcal{C}(C \vee X, X)$ such that $\pi_C \circ i_C = 1_X$. The morphism set of $\mathcal{C}_X$ consists of those morphisms from $\mathcal{C}$ that preserve the structure maps, i.e.,

$$\text{Hom}_{\mathcal{C}_X}(C \vee X, C' \vee X) = \{ \alpha \in \text{Hom}_\mathcal{C}(C \vee X, C' \vee X) \mid \alpha \circ i_C = i_{C'} \text{ and } \pi_C = \pi_{C'} \circ \alpha \}.$$

2) If $F$ is a functor from $\mathcal{C}$ to $\text{Ch}\mathcal{A}$, then $F_X$ is the reduced functor from $\mathcal{C}_X$ to $\text{Ch}\mathcal{A}$ defined by

$$F_X(C \vee X; i_C, \pi_C) = \text{kernel}[F(C \vee X) \xrightarrow{F(\pi_C)} F(X)].$$

**Lemma 4.13.** Let $F_X : \mathcal{C}_X \to \text{Ch}\mathcal{A}$ be derived from $F : \mathcal{C} \to \text{Ch}\mathcal{A}$ as above.

a) For objects $X_1 \vee X, X_2 \vee X, \ldots, X_n \vee X$ in $\mathcal{C}_X$, $cr_n F_X(X_1 \vee X, X_2 \vee X, \ldots, X_n \vee X) \cong cr_n F(X_1, \ldots, X_n) + cr_{n+1} F(X, X_1, \ldots, X_n)$.

b) For any object $Y \vee X$ in $\mathcal{C}_X$, $(F_X)_{Y \vee X} \cong F_Y \vee X$.

**Proof.** To prove a), note that for an object $Y \vee X$ in $\mathcal{C}_X$, it follows from the definitions of cross effects and $F_X$ that

$$F_X(Y \vee X) \cong cr_1 F(Y) \oplus cr_2 F(X, Y).$$

Hence,

$$cr_2 F_X(Y \vee X, Z \vee X) \cong cr_2 F(Z, Y) \oplus cr_3 F(X, Y, Z).$$

The result follows by induction.

To see that b) is true, consider the following commutative diagram:

$$
\begin{array}{ccc}
(F_X)_{Y \vee X}(Z \vee Y \vee X) & \cong & F_X(Z \vee Y \vee X) \\
\downarrow & & \downarrow \\
F_X(Y \vee X) & \longrightarrow & F(Y \vee X) \\
\downarrow & & \downarrow \\
F_X(0) & \longrightarrow & F(0).
\end{array}
$$

With this we can prove the desired continuation result.

**Proposition 4.14.** Let $\eta : F \longrightarrow G$ be a natural transformation of functors from $\mathcal{C}$ to $\text{Ch}\mathcal{A}$. The following are equivalent.

a) $P_1 \eta_X : P_1 F_X \to P_1 G_X$ is an equivalence for all $X \in \mathcal{C}$.

b) $P_n \eta_X : P_n F_X \to P_n G_X$ is an equivalence for all $n$ and all $X \in \mathcal{C}$.

c) $P_{\infty} \eta_X : P_{\infty} F_X \to P_{\infty} G_X$ is an equivalence for all $X \in \mathcal{C}$.

We prove Proposition 4.14 by first establishing the following special case.

**Lemma 4.15.** Let $F : \mathcal{C} \longrightarrow \text{Ch}\mathcal{A}$. If $P_1 F_X \simeq 0$ for all $X \in \mathcal{C}$, then $P_n F_X \simeq 0$ for all $n$ and $X \in \mathcal{C}$. 
Proof. Consider the exact sequence of functors $D_n F_X \to P_n F_X \to P_{n-1} F_X$. Using this sequence and induction, it suffices to show that $D_n F_X \cong 0$ for all $n$ and $X$. By Proposition 3.9 we know that $D_n F_X \cong (D_{n-1} F_{X})_{h\Sigma_n}$. Thus it is enough to prove that $D_1 cr_n F_X (-, X_2, \ldots, X_n) \cong 0$ for all $X, X_2, \ldots, X_n$. We do this by first proving it in the case that $X = \ast$, where $\ast$ is the initial/final object in $\mathcal{C}$.

By our hypothesis, $D_1 F_X \cong P_1 F_X \cong 0$ for all $X$. But, by Lemma 4.13a and the fact that $D_1$ preserves direct sums of functors,

$$0 \cong D_1 F_X (Y \vee X) \cong D_1 cr_1 F(Y) \oplus D_1 cr_2 F(X, Y) \cong D_1 cr_1 F_\ast (Y) \oplus D_1 cr_2 F_\ast (X, Y),$$

for any $X$ and $Y$. Hence $D_1 cr_2 F_\ast \cong 0$. For $n \geq 2$, $D_1 cr_n F_\ast (X_1, X_2, \ldots, X_n)$ is a direct summand of $D_1 cr_{n-1} F_\ast (X_1 \vee X_2, \ldots, X_n)$, and so by induction $D_1 cr_n F_\ast \cong 0$ for all $n$. Now consider $D_1 cr_n F_X$. By Lemma 4.13b, $F_X \cong (F_\ast)_X$. Hence, by Lemma 4.13a, $D_1 cr_n F_X \cong 0$, and the result follows.

Proof of Proposition 4.14. For $X \in \mathcal{C}$, let $M_X$ be the functor given by the mapping cone of $\eta_X$. By applying Lemma 4.15 to $M_X$ we see that a) and b) are equivalent. To see that b) and c) are equivalent, note that by Lemma 4.5b, $P_\infty \eta_X$ is an equivalence if and only if $P_\infty M_X \cong 0$. Now assume c) is true. Then $P_\infty M_X \cong 0$ and, by Lemma 4.6, $P_n M_X \cong P_n (P_\infty M_X) \cong 0$. Hence b) holds. Conversely, if b) is true, then $H_i (P_n M_X) \cong 0$ for all $i, n$ and $X$. Using (4.3), we see that $H_i (P_\infty M_X) \cong 0$, and so $P_\infty \eta_X$ is an equivalence.

5. The differential of a functor

Our goal in this section is to define “differentials” for functors and determine how these differentials behave, especially with respect to the components of the Taylor tower. After motivating and stating the definition for differentials at the beginning of the section, we establish their basic properties, including a product rule and chain rule. We then examine how the differentials are related to the functor $D_n$. To complete the section, we determine the effect of the differentials on the functors $P_n$. In particular, we will show that $\nabla P_n \cong P_{n-1} \nabla$, where $\nabla$ denotes the differential construction. We assume throughout this section that $\mathcal{C}$ is a basepointed category with finite coproducts, $\mathcal{A}$ is a cocomplete abelian category, and $F$ is a functor from $\mathcal{C}$ to $\text{Ch}\mathcal{A}$.

Recall that for a differentiable multivariable function $f$, the derivative of $f$ at the point $y$ in the direction $v$ is determined by

$$\nabla_v f(y) = \lim_{h \to 0} \frac{f(y + hv) - f(y)}{h}.$$ 

This is a function of two variables, $v$ and $y$, that is linear with respect to the first variable, but not, in general, with respect to the second variable. The function $t \mapsto \nabla_t v f(y)$ determines the tangent line to the graph of $f$ in the direction $v$.

To mimic this construction for the differential of a functor, we begin by noting that

$$F_\nabla (X) = \ker (F(Y \vee X) \to F(Y))$$

plays the same role in our setting as the expression $f(y + v) - f(y)$. Moreover, applying $D_1$ to a functor produces the degree 1, reduced component of the functor, and hence corresponds to $\lim_{h \to 0} \frac{1}{h}$ in the expression above. Thus, we define $\nabla_X F(Y)$ for a functor $F$ as follows.


**Definition 5.1.** Let $F : \mathcal{C} \to Ch_{\mathcal{A}}$, and let $X$ and $Y$ be objects in $\mathcal{C}$. The differential of $F$ is the bifunctor defined by

$$\nabla_X F(Y) = \nabla F(X; Y) = D_1 F_Y (Y \vee X).$$

**Remarks 5.2.**

a) Recall from the proof of Lemma 4.13 that $F_Y (Y \vee X) \cong cr_2 F(X, Y) \oplus cr_1 F(X)$. Hence,

$$\nabla F(X; Y) = D_1 F_Y (X \vee Y)$$

$$= D_1 [cr_2 F(-, Y) \oplus cr_1 F(-)](X)$$

$$= D_1 \{cr_2 F(X, Y) \oplus D_1 F(X),$$

where $D_1$ denotes the linearization of the bifunctor $cr_2 F$ with respect to its first variable. If we hold $Y$ fixed, it follows immediately that $\nabla F(-; Y)$ is degree 1 with respect to its first variable. In general, $\nabla F$ is not degree 1 with respect to its second variable, as $cr_2 F(X, Y)$ is degree one in its second variable if and only if $F$ is a degree two functor.

b) It follows from a) that the functor of functors $\nabla$ preserves short exact sequences. That is, given a short exact sequence of functors

$$0 \to F'' \xrightarrow{\alpha} F \xrightarrow{\beta} F' \to 0,$$

then

$$0 \to \nabla F'' \xrightarrow{\nabla \alpha} \nabla F \xrightarrow{\nabla \beta} \nabla F' \to 0$$

is a short exact sequence of functors as well.

We wish to establish some properties of the differential that are analogous to properties of the differential for multivariable functions. The first property is essentially a restatement of Proposition 4.14 in terms of the differential, and is a version of Goodwillie’s “first derivative criterion” (G2, theorem 5.10). Roughly, it says that if the differentials of two functors agree in a neighborhood of the object $Y$, then the functors themselves agree up to a constant. More precisely, we have

**Proposition 5.3.** Let $F, G : \mathcal{C} \to Ch_{\mathcal{A}}$, and let $\eta : F \to G$ be a natural transformation. If $\nabla \eta(X; Y)$ is an equivalence for all $X$ and $Y$, then $P_\infty \eta_Y : P_\infty F_Y \to P_\infty G_Y$ is an equivalence for all $Y$.

**Proof.** By definition, $\nabla F(-; Y) = D_1 F_Y$. Hence $\nabla \eta(-; Y) : D_1 F_Y \xrightarrow{\sim} D_1 G_Y$, and as a consequence $P_1 F_Y \xrightarrow{\sim} P_1 G_Y$. The result follows by Proposition 4.14. \qed

The next property demonstrates that $\nabla$ lowers the degree of a functor by 1.

**Proposition 5.4.** If $F : \mathcal{C} \to Ch_{\mathcal{A}}$ is a degree $n$ functor, then $\nabla F$ is degree $n - 1$ with respect to its second variable.

**Proof.** By Remark 1.5,

$$cr_n (cr_2 F(X_1, -))(X_2, \ldots, X_{n+1}) \cong cr_2 (cr_n F(-, X_3, \ldots, X_{n+1}))(X_1, X_2).$$

But since $F$ is degree $n$, $cr_n F$ is additive in each of its variables. Hence

$$cr_2 (cr_n F(-, X_3, \ldots, X_{n+1})) \cong 0.$$

It follows by Remark 5.2a that $cr_n \nabla F(X; -) \cong 0$, since $D_1 F(X)$ is constant with respect to the second variable of $\nabla F$, and it is straightforward to show that $cr_n D_1 cr_2 F \cong D_1 cr_n cr_2 F$. Therefore $\nabla F(X; -)$ is degree $n - 1$. \qed
We can also determine product and chain rules for the differential.

**Proposition 5.5** (Product rule). Let \( \mu \) be a biadditive functor from \( \text{Ch}A \) to itself, i.e., \( \mu \) is a functor of two variables that is degree one in each of its variables. Let \( F \) and \( G \) be reduced functors from \( C \) to \( \text{Ch}A \). The bifunctor \( \mu(F,G) \) can be treated as a functor from \( C \) by composing with the diagonal functor. When \( \mu \) is considered as a functor of one variable in this way, we have

\[
\nabla \mu(F,G) \simeq \mu(\nabla F, G) \oplus \mu(F, \nabla G).
\]

That is, for objects \( X \) and \( Y \) in \( C \),

\[
\nabla \mu(F,G)(X; Y) \simeq \mu(\nabla F(X; Y), G(Y)) \oplus \mu(F(Y), \nabla G(X; Y)).
\]

**Proof.** We first observe that since \( \mu \) is biadditive, \( cr_2 \mu(F,G)(X,Y) \) is equivalent to

\[
\mu(F(X), G(Y)) \oplus \mu(F, cr_2 G(X,Y)) \oplus \mu(cr_2 F(X,Y), G(Y)) \oplus \mu(cr_2 F(X,Y), cr_2 G(X,Y)).
\]

By Lemma 3.3, some of these terms vanish after applying \( D_1 \) in the first variable. In particular, we have

\[
\begin{align*}
D_1[\mu(F(-), cr_2 G(-, Y))](X) & \simeq 0, \\
D_1[\mu(cr_2 F(-, Y), G(-))](X) & \simeq 0, \\
D_1[\mu(cr_2 F(-, Y), cr_2 G(-, Y))](X) & \simeq 0.
\end{align*}
\]

For the same reason, \( D_1[\mu(F,G)](X) \) also vanishes. Thus, we see that

\[
\nabla \mu(F,G)(X,Y) = \begin{pmatrix}
D_1[\mu(F(-), G(Y))](X) & \oplus & D_1[\mu(F(Y), G(-))](X) \\
D_1[\mu(F, cr_2 G(-))](X) & \oplus & D_1[\mu(cr_2 F(-, Y), G(Y))](X)
\end{pmatrix},
\]

which, by the bilinearity of \( \mu \), is easily seen to be equivalent to \( \mu(\nabla F, G) \oplus \mu(F, \nabla G) \).

\( \square \)

**Proposition 5.6** (Chain rule). Let \( A' \) be an abelian category. Let \( G : C \rightarrow A' \) and \( F : A' \rightarrow \text{Ch}A \) be functors, where \( G \) is reduced. There is a natural isomorphism of bifunctors that for objects \( X,Y \in C \) yields

\[
\nabla (F \circ G)(X,Y) \cong \nabla F(\nabla G(X,Y), G(Y)).
\]

To prove the proposition, we use the following lemma.

**Lemma 5.7.** For functors \( F \) and \( G \) as in Proposition 5.6,

\[
D_1(F \circ G) \simeq D_1 F \circ D_1 G.
\]

**Proof.** Note that \( D_1 G \) is a functor that takes values in \( \text{Ch}_{\geq 0}A' \), whereas the domain of \( D_1 F \) is \( A' \). In order to define \( D_1 F \circ D_1 G \) in a reasonable manner (i.e., so that chain homotopy equivalences are preserved), we use the prolongation of \( D_1 F \). That is, \( D_1 F(D_1 G) \) is the functor obtained by applying \( D_1 F \) degreewise to the simplicial replacement of the chain complex used to define \( D_1 G \). (See sections 1 and 2 of [J-MI] for more details.) However, \( D_1 F \) is additive, and so by lemma 5.4 of [J-MI], \( D_1 F(D_1 G) \) is equivalent to the functor obtained by applying \( D_1 F \) degreewise to the chain complex \( D_1 G \). Thus, \( D_1 F \circ D_1 G \) is equivalent to the total complex of the bicomplex \( B(F,G) \) that in bidegree \( (p,q) \) is given by \( B_{p,q} = (\bigcup_2^p F) \circ (\bigcup_2^q G) \).
Remark 5.2, we have $D$ that $D$. We claim that $D$ since $D_1 F \circ D_1 G$ is additive, $B(F,G)$ is as well. It follows that $\downarrow^{(k)} B(F,G) \cong 0$ for $k \geq 1$, and so $C_{*}^{1,2} B(F,G) \cong B(F,G)$. To see that $\beta$ is a quasi-isomorphism, note that $C_{*}^{1,2} B_{p,q}(F,G) = D_1((\downarrow^{(p)} F) \circ (\downarrow^{(q)} G))$ is acyclic by Lemma 3.3 when $p$ or $q$ is not zero.

Proof of Proposition 5.6. We prove this by computing

$$\nabla(F \circ G)(X,Y) \text{ and } \nabla F(\nabla G(X,Y),G(Y))$$

directly and comparing the results. We first determine $\nabla F(\nabla G(X,Y),G(Y))$. By Remark 5.2, we have

$$\nabla F(\nabla G(X,Y),G(Y)) \cong \nabla F(D_1 [cr_2 G(-,Y)](X) \oplus D_1 G(X),G(Y)).$$

Since $\nabla F$ is additive in its first variable, this is equivalent to

$$\nabla F(D_1 [cr_2 G(-,Y)](X),G(Y)) \oplus \nabla F(D_1 G(X),G(Y)).$$

And, again using 5.2, we see that this is isomorphic to

$$D_1[cr_2 F(-,G(Y)](D_1[cr_2 G(-,Y)](X) \oplus D_1[cr_2 F(-,G(Y)](D_1 G(X))$$

$$\oplus D_1 F(D_1[cr_2 G(-,Y)](X) \oplus D_1 F(D_1 G(X)).$$

By Lemma 5.7, this is equivalent to

$$D_1[cr_2 F(cr_2 G(-,Y),G(Y)](X) \oplus D_1[cr_2 F(G(-),G(Y)](X)$$

$$\oplus D_1 [F(cr_2 G(-,Y)](X) \oplus D_1 [F \circ G](X).$$

To compute

$$\nabla(F \circ G)(X,Y) \cong D_1[cr_2 F(cr_2 G(-,Y)](X) \oplus D_1[F \circ G](X),$$

we first observe that $cr_2 F(cr_2 G)(X,Y)$ is isomorphic to

$$cr_2 F(cr_2 G(X,Y),G(Y)) \oplus cr_2 F(G(X),G(Y))$$

$$\oplus F(cr_2 G(X,Y))$$

$$\oplus cr_2 F(G(X),cr_2 G(X,Y)) \oplus cr_3 F(G(X),G(Y),cr_2 G(X,Y)).$$

Since $D_1$ preserves direct sums, it suffices to note that, by Lemma 3.3,

$$D_1[cr_2 F(G(-),cr_2 G(-,Y)](X) \cong 0$$

and

$$D_1[cr_3 F(G(-),G(Y),cr_2 G(-,Y)](X) \cong 0.$$
We will establish this result in Corollary 5.11. To do so we first consider $\nabla^n F$ and how to express it via cross effects and $D_1$, as we did with $\nabla F$ in remark 5.2.

First, we should make clear what we mean by $\nabla^n F$. We can apply $\nabla$ to the bifunctor $\nabla F$ in either of its two variables. However, applying $\nabla$ to the first variable in $\nabla F$ produces the zero functor. Hence, by $\nabla^2 F$ we will mean the trifunctor obtained by applying $\nabla$ to the second variable in $\nabla F$. The trifunctor $\nabla^2 F$ is then linear in its first two variables, but not necessarily in its third. In general, we have the following.

**Definition 5.8.** For a functor $F : \mathcal{C} \to Ch\mathcal{A}$ and objects $X_1, X_2, \ldots, X_n, Y$ in $\mathcal{C}$,

$$\nabla^n F(X_1, X_2, \ldots, X_n; Y) = \nabla X_n(\nabla^{n-1} F(X_1, \ldots, X_{n-1}; -))(Y) = (\nabla X_n \ldots(\nabla X_2(\nabla X_1 F)))\ldots(Y).$$

That is, $\nabla^n F$ is a functor of $n+1$ variables that is degree one in its first $n$ variables and is obtained from $\nabla^{n-1} F$ by applying $\nabla$ to the nonlinear $n$th variable of $\nabla^{n-1} F$.

Using Remark 5.2, we can express $\nabla^n F$ in the following way.

**Proposition 5.9.** For a functor $F : \mathcal{C} \to Ch\mathcal{A}$, there is a natural isomorphism of $(n+1)$-multifunctors

$$\nabla^n F(X_1, \ldots, X_n; Y) \cong D_1^{(n)}[\text{cr}_{n+1} F(-, \ldots, -, Y) \oplus \text{cr}_n F(-, \ldots, -)](X_1, \ldots, X_n),$$

where the symbol $D_1^{(n)}$ indicates that we are applying $D_1$ to each variable of the $n$-functor separately, as in Definition 3.1.4.

**Proof.** We begin by noting that, as defined in 3.1.4, $D_1^{(n)} = D_1^1 D_1^2 \ldots D_1^n$, where $D_1^i$ indicates that one is to apply $D_1$ to the functor of one variable obtained by holding all but the $i$th variable of a multi-functor constant. However, one can show that the order of the $D_1^i$’s does not matter. That is, for any $\sigma \in \Sigma_n$,

$$D_1^{(1)} D_1^{(2)} \ldots D_1^{(n)} \cong D_1^n.$$

With this in mind, we prove the result by induction. When $n = 1$, the result follows by Remark 5.2. Consider $\nabla^{n+1} F(X_1, \ldots, X_{n+1}; Y)$. By assumption, we have

$$\nabla^{n+1} F(X_1, \ldots, X_n, X_{n+1}; Y) \cong \nabla X_{n+1}(\nabla^n F(X_1, \ldots, X_n; -))(Y),$$

which is isomorphic to

$$\nabla X_{n+1}(D_1^{(n)} \text{cr}_{n+1} F(X_1, \ldots, X_n, -))(Y) \oplus \nabla X_{n+1}(D_1^{(n)} \text{cr}_n F(X_1, \ldots, X_n))(Y).$$

However, $D_1^{(n)} F(X_1, \ldots, X_n)$ is constant with respect to the $(n+1)$st variable, and so the second summand above is 0. By Remark 5.2,

$$\nabla X_{n+1}(D_1^{(n)} \text{cr}_{n+1} F(X_1, \ldots, X_n, -))(Y)$$

is isomorphic to

$$D_1^{(n)} \text{cr}_2[D_1^{(n)} \text{cr}_{n+1} F(X_1, \ldots, X_n, -)](-, Y)(X_{n+1})$$

$$+ D_1^{n+1} D_1^{(n)} \text{cr}_{n+1} F(X_1, \ldots, X_{n+1}).$$

But it follows from the definition of cross effects that

$$\text{cr}_2[\text{cr}_{n+1} F(X_1, \ldots, X_n, -)](X_{n+1}, Y)) \cong \text{cr}_{n+2} F(X_1, \ldots, X_n, X_{n+1}, Y).$$

The result then follows from $(*)$ and the fact that the $D_1^i$’s commute with one another and with cross effects. \qed
As a consequence of Proposition 5.9, we have

**Corollary 5.10.** For \( \sigma \in \Sigma_n \) and \( F : \mathcal{C} \to \text{ChA} \),

\[
\nabla^n F(X_1, \ldots, X_n; Y) \cong \nabla^n F(X_{\sigma(1)}, \ldots, X_{\sigma(n)}; Y).
\]

Moreover, setting \( Y = 0 \) in Proposition 5.9, we obtain

\[
\nabla^n F(X_1, \ldots, X_n; 0) \cong D_1^n \text{cr}_n F(X_1, \ldots, X_n).
\]

Hence by Proposition 3.9, we have the following.

**Corollary 5.11.** For any functor \( F : \mathcal{C} \to \text{ChA} \),

\[
D_n F \simeq \nabla^n F(-, \ldots, -; 0)_{h\Sigma_n}.
\]

Given this connection, we want to determine how \( \nabla \) behaves when applied to \( D_n F \). We do so by using the equivalence \( D_n F \simeq (D_1^n \text{cr}_n F)_{h\Sigma_n} \) of Proposition 3.9. Recall that \( D_1^n \text{cr}_n F \) is a symmetric \( n \)-multiadditive functor. To describe the effect of \( \nabla \) on \( D_n F \), we define a new functor.

**Definition 5.12.** Let \( F : \mathcal{C} \to \text{ChA} \). For \( X_1, \ldots, X_t \in \mathcal{C} \), \( 1 \leq t \leq n \), we let \( D_1^n \text{cr}_n F|_{\{X_1, \ldots, X_t\}} : \mathcal{C} \to \text{ChA} \) be the functor defined by

\[
D_1^n \text{cr}_n F|_{\{X_1, \ldots, X_t\}}(Y) = D_1^n \text{cr}_n F(X_1, X_2, \ldots, X_t, Y, Y, \ldots, Y).
\]

Note that \( D_1^n \text{cr}_n F|_{\{X_1, \ldots, X_t\}} \) is the diagonal of a symmetric \( (n-t) \)-multiadditive functor.

**Proposition 5.13.** For any functor \( F : \mathcal{C} \to \text{ChA} \),

\[
\nabla^t D_n F(X_1, \ldots, X_t) \simeq (D_1^n \text{cr}_n F|_{\{X_1, \ldots, X_t\}})_{h\Sigma_{n-t}}.
\]

**Proof.** We will prove the proposition in the case where \( t = 1 \). The general case follows by the same argument and induction. Let \( G \) denote the symmetric \( n \)-multiadditive functor \( D_1^n \text{cr}_n F \). From the proof of Lemma 3.4, we see that

\[
cr_2 G^\Delta(X_1, X_2) \oplus G^\Delta(X_1) \simeq \bigoplus_{\{\alpha \in \text{Hom}((1), \{2\}) \mid \alpha^{-1}(1) \neq \emptyset\}} G(X_{\alpha(1)}, \ldots, X_{\alpha(n)}).
\]

Taking \( D_1 \) with respect to the \( X_1 \) variable, we see by Lemma 3.3 that the only summands that remain are those terms evaluated at exactly one copy of \( X_1 \) and \( n-1 \) copies of \( X_2 \). In essence, the quadratic and higher order terms vanish under linearization. Thus,

\[
D_1 (\text{cr}_2 G^\Delta(-, X_2) \oplus G^\Delta(-))(X_1)
\]

\[
\simeq \bigoplus_{\{\alpha \in \text{Hom}(\{n\}, \{2\}) \mid |\alpha^{-1}(1)| = 1\}} G(X_{\alpha(1)}, \ldots, X_{\alpha(n)}).
\]

Let \( \Sigma_{n-1} \) be identified with the subgroup of \( \Sigma_n \) determined by elements that stabilize \( 1 \), that is, \( \tau \in \Sigma_{n-1} \) if and only if \( \tau(1) = 1 \). There is a \( \Sigma_n \)-equivariant isomorphism

\[
Z[\Sigma_n] \otimes Z[\Sigma_{n-1}] G(X_1, X_2, \ldots, X_2)
\]

\[
\simeq \bigoplus_{\{\alpha \in \text{Hom}(\{n\}, \{2\}) \mid |\alpha^{-1}(1)| = 1\}} G(X_{\alpha(1)}, \ldots, X_{\alpha(n)}).
\]
given by
\[ \sigma \times t \mapsto (\sigma(1), \sigma * t), \]
where \( \sigma(1) \) represents the unique morphism \( \alpha \) that takes \( \sigma(1) \) to 1 and all other elements of \( \{n\} \) to 2. Since \( D_1 \) commutes with homotopy orbits, we obtain
\[
\nabla D_n F(X, Y) \simeq \nabla (D_1^{(n)} cr_n F)_{h\Sigma_n}(X, Y)
= D_1[cr_2(D_1^{(n)} cr_n F)_{h\Sigma_n}(-, Y) \oplus (D_1^{(n)} cr_n F)_{h\Sigma_n}(-)](X)
\simeq (Z[\Sigma_n] \otimes Z[\Sigma_{n-1}] D_1^{(n)} cr_n F(X, Y, \cdots, Y))_{h\Sigma_n}.
\]
Then
\[
(Z[\Sigma_n] \otimes Z[\Sigma_{n-1}] D_1^{(n)} cr_n F(X, Y, \cdots, Y))_{h\Sigma_n} \simeq (D_1^{(n)} cr_n F(X, Y, \cdots, Y))_{h\Sigma_{n-1}}
\]
by the following version of Shapiro’s lemma. If \( H \) is a subgroup of \( K \), then \( EK \) is not only a free \( K \)-resolution of \( Z \) but a free \( H \)-resolution of \( Z \) as well. Hence, for any \( H \)-module \( X \) we have
\[
(Z[K] \otimes Z[H] X)_{hK} \simeq Z[EK] \otimes Z[K] (Z[K] \otimes Z[H] X)
\simeq Z[EK] \otimes Z[H] X
\simeq X_{hH}.
\]
\[ \square \]

Our final goals in this section are to prove that \( \nabla P_n \simeq P_{n-1} \nabla \) and, as a consequence, \( \nabla P_\infty \simeq P_\infty \nabla \). Proving the first equivalence amounts to showing that the difference between \( F \) and \( P_n F \) consists of “terms of order \( n + 1 \) and higher” and that \( P_{n-1} \nabla \) takes such terms to 0. We begin by stating more precisely what we mean by “terms of order \( n + 1 \).”

**Definition 5.14.** Let \( k \geq -1 \). A functor \( F : C \to ChA \) has order \( k \), or \( F \) is \( O(k) \), if \( P_{k-1} F \simeq 0 \).

**Example 5.15.** By Lemma 3.3, if \( G : C^{\times k} \to ChA \) is a \( k \)-multireduced functor and \( F = G \circ \Delta \), then \( F \) is \( O(k) \).

**Lemma 5.16.** The following are equivalent for any functor \( F : C \to ChA \):

a) \( F \) is \( O(k) \),
b) \( P_{k-1} F \simeq 0 \),
c) \( F(*) \simeq 0 \) and \( D_t F \simeq 0 \) for all \( 1 \leq t \leq k - 1 \),
d) \( D_k F \to P_k F \).

**Proof.** Clearly, a) and b) are equivalent. The equivalence of b) and d) follows from the exact sequence \( D_1 F \to P_1 F \to P_{k-1} F \). To see that b) implies c), first note that if \( P_{k-1} F \simeq 0 \), then \( P_t F \simeq 0 \) for all \( 1 \leq t \leq k - 1 \) by Remark 2.14.6. Then \( F(*) \simeq 0 \), since \( P_1 F \simeq 0 \) and \( P_t F \simeq P_t cr_1 F \oplus F(*) \). That \( D_t F \simeq 0 \) for all \( 1 \leq t \leq k - 1 \) follows by definition. The exact sequence \( D_t F \to P_t F \to P_{t-1} F \) and induction show that c) implies b).

To show that \( \nabla P_n \simeq P_{n-1} \nabla \), we first show that \( \nabla \) reduces the order of certain finite order functors.

**Lemma 5.17.** Let \( G : C^{\times k} \to ChA \) be a \( k \)-multireduced functor and let \( F = G \circ \Delta \). Then \( \nabla F \) is \( O(k-1) \) in its second variable.
Proof. The case $k = 1$ is trivial, so we may assume $k \geq 2$. By Lemma 3.3, $D_1 F \simeq 0$, and so it suffices to show that the functor (of $Y$) $D_1^1 (cr_2 F (-, Y))(X)$ is $O(k)$. However,

$$cr_2 F(X_1, X_2) \cong \bigoplus_{\alpha \in \text{Surj}(k, \{2\})} G(X_{\alpha(1)}, \ldots, G_{\alpha(k)}) + \bigoplus_{j=1}^k \bigoplus_{\beta \in \text{Hom}(\{k-1\}, \{2\})} cr_2[G(X_{\beta(1)}, \ldots, X_{\beta(j-1)}, -, X_{\beta(j)}, \ldots, X_{\beta(n-1)})](X_1, X_2)$$

where the higher order terms consist of multiple second order cross effects of $G$. Now consider $D_1 [cr_2 F (-, X_2)]$. Since $D_1$ preserves direct sums, it is enough to consider applying $D_1$ to each summand in the above decomposition. By Lemma 3.3, any term containing two or more copies of $X_1$ is quasi-isomorphic to 0 after applying $D_1$. Hence, the only terms remaining have exactly one copy of $X_1$. But these terms must all be evaluated at at least $k-1$ copies of $X_2$, and hence (as functors in $X_2$) have order at least $k-1$ by Example 5.15. Since $P_{k-1}$ preserves direct sums, the direct sum of functors of order $k-1$ is again order $k-1$, and we are done.

This allows us to prove the following.

**Proposition 5.18.** For all $n \geq 1$,

$$\nabla P_n \simeq P_{n-1} \nabla.$$

**Proof.** For any functor $F : \mathcal{C} \to Ch\mathcal{A}$, $\nabla P_n F$ is degree $n-1$ in its second variable by Proposition 5.4. Hence we have the following natural diagram, where the outer square strictly commutes and the two triangles commute up to homotopy:

$$\begin{array}{ccc}
\nabla F & \nabla P_n & \nabla P_n F \\
\downarrow \nabla \nabla \downarrow & \nabla P_n \downarrow & \simeq \downarrow \nabla P_n \\
P_{n-1} \nabla F & P_{n-1} \nabla P_n & P_{n-1} \nabla P_n F.
\end{array}$$

The diagonal arrow in the diagram exists (up to homotopy) by Lemma 2.11. In particular, $\nabla P_n F$ is a degree $n-1$ functor with a natural transformation from $\nabla F$, which by Lemma 2.11 must factor through $P_{n-1} \nabla F$. Thus, it suffices to show that $P_{n-1} \nabla P_n$ is an equivalence. Since $P_n$ and $\nabla$ are linear as functors of functors, it suffices to show that $P_{n-1} \nabla$ of the homotopy fiber of $P_n$ is contractible. But, the homotopy fiber of $P_n$ is given by the simplicial functor $\downarrow_n^{k+1} F$, as indicated in the proof of Proposition 4.8. Since each $\downarrow_n^{k+1} F$ is the diagonal of a multireduced functor of at least $n+1$ variables, Lemma 5.17 guarantees that $\nabla \downarrow_n^{k+1} F$ is $O(n)$. It follows that $P_{n-1} \nabla \downarrow_n^{k+1} F$ is contractible, and so we have the desired equivalence. \qed

We conclude this section with two corollaries of Proposition 5.18.

**Corollary 5.19.** If $F : \mathcal{C} \to Ch\mathcal{A}$ has order $k$, then $\nabla F$ has order $k-1$.

**Corollary 5.20.** For any functor $F : \mathcal{C} \to Ch\mathcal{A}$ we have

$$P_\infty \nabla F \simeq \nabla P_\infty F,$$
and a diagram that commutes up to homotopy
\[
\begin{array}{ccc}
\nabla F & \xrightarrow{p \circ \nabla} & \nabla P \circ \nabla F \\
\nabla P \circ \nabla & \xrightarrow{\cong} & \nabla P \circ \nabla F
\end{array}
\]

6. Example: Exponential functors

Traditionally, after introducing the Taylor series for a general function, one studies the Taylor series of the exponential function, as its derivatives for all \( n \) are easily calculated. We will now examine a parallel scenario for similar reasons. We will be working with a commutative ring \( \mathbb{K} \) and considering the categories \( \mathbb{K} \)-modules and \( \text{Comm}_\mathbb{K} \) of non-unital commutative differential graded \( \mathbb{K} \)-algebras. We begin by determining the functors from \( \text{Comm}_\mathbb{K} \) to \( \text{Ch}(\mathbb{K}) \) that play the role of exponentials.

Since we tend to normalize our functors to make them reduced, we are really interested in functors whose functional analogues have the form \( f(x) = \exp(ax) - 1 \). For such \( f \),

\[
(6.1) \quad \text{cr}_2 f(x, y) = f(x + y) - f(x) - f(y) = f(x) \cdot f(y).
\]

Motivated by this, we make the following definition.

**Definition 6.2.** An exponential functor \( F \) from \( \mathcal{C} \) to \( \text{Ch}(\mathbb{K}) \) is a reduced functor with a natural isomorphism
\[
\alpha_{X,Y} : F(X) \otimes F(Y) \xrightarrow{\cong} \text{cr}_2 F(X,Y)
\]
such that for all \( X, Y \in \mathcal{C} \) the following natural diagram commutes:

\[
\begin{array}{ccc}
F(X) \otimes F(Y) & \xrightarrow{\alpha_{X,Y}} & \text{cr}_2 F(X,Y) \\
\Downarrow{\cong} & & \Downarrow{\cong} \\
F(Y) \otimes F(X) & \xrightarrow{\alpha_{Y,X}} & \text{cr}_2 F(Y,X).
\end{array}
\]

**Example 6.3.** For \( \mathcal{C} \) a small category, Yoneda’s lemma implies that the category \( \text{Func}(\mathcal{C}, \mathbb{K}) \) has a set of projective generators given by \( \mathbb{K}[\text{Hom}_\mathcal{C}(X, \_)] \) for \( X \in \mathcal{C} \). We let \( F^X \) be the associated reduced functor
\[
F^X = \mathbb{K}[\text{Hom}_\mathcal{C}(X, \_)].
\]
When \( \mathcal{C} \) is an additive category, \( F^X \) is exponential for all \( X \in \mathcal{C} \).

**Example 6.4.** Let \( \text{Comm}_\mathbb{K} \) be the category of non-unital commutative differential graded \( \mathbb{K} \)-algebras (\( \text{Comm}_\mathbb{K} \) is naturally isomorphic to the category of augmented unital commutative differential graded \( \mathbb{K} \)-algebras). Let \( \text{Exp} \) be the forgetful functor from \( \text{Comm}_\mathbb{K} \) to \( \text{Ch}(\mathbb{K}) \). Since \( X \vee Y = X \oplus Y \oplus X \otimes Y \) for \( X, Y \in \text{Comm}_\mathbb{K} \), \( \text{Exp} \) is exponential.

We recall that any analytic function \( f \) that satisfies (6.1) must be of the form
\[
\exp(ax) - 1 = [\exp(-) - 1] \circ (a \cdot x)
\]
for some \( a \). Since \( a \cdot x \) is a linear function in that it preserves addition and is reduced, we see that any function \( f \) satisfying (6.1) is the composite of a linear function with a universal function. A similar fact is true for functors.
Lemma 6.5. Every exponential functor $F : C \rightarrow Ch(K)$ factors as $F = \text{Exp} \circ A$ for $A$ a reduced coproduct-preserving functor from $C$ to $\text{Comm}_K$.

Proof. We define a product $F(X) \otimes F(X) \xrightarrow{\mu} F(X)$ by the composite

$$F(X) \otimes F(X) \xrightarrow{\alpha \otimes 1} F(X) \otimes F(X) \xrightarrow{\beta} F(X) \otimes F(X) \xrightarrow{\gamma} F(X) \otimes F(X)$$

where $\gamma$ denotes $\gamma F(X)$. Since $F$ is exponential, this product is well defined and commutative. We are left to establish that $A(X) = \{F(X), \mu\}$ is a coproduct-preserving functor. Consider the diagram

$$
\begin{array}{ccc}
F(X) \otimes F(X) \otimes F(X) & \xrightarrow{\mu \otimes 1} & F(X) \otimes F(X) \\
\downarrow \alpha \otimes 1 & & \downarrow \beta \\
\text{cr}_2 F(X) \otimes F(X) & \xrightarrow{\mu \otimes 1} & F(X) \otimes F(X) \\
\downarrow \gamma & & \downarrow \alpha \\
\text{cr}_2 [F \otimes F(X)](X) & \xrightarrow{\gamma \otimes F(X)} & \text{cr}_2 F(X) \\
\downarrow \gamma & & \downarrow \gamma \\
\text{cr}_2 [F \otimes F(X)](X) & \xrightarrow{\gamma \otimes F(X)} & \text{cr}_2 F(X) \\
\downarrow \gamma & & \downarrow \gamma \\
F(X) \otimes F(X) & \xrightarrow{\mu \otimes 1} & F(X) \otimes F(X)
\end{array}
$$

where all the vertical maps except those marked $i$ are isomorphisms. The first, third and fifth squares commute by naturality. The fourth square, with the map $\gamma$, commutes by definition. The isomorphism $\beta$ is the general isomorphism given by the composite

$$\text{cr}_2 F(X) \otimes M \xrightarrow{\text{cr}_2 \otimes 1} F(X) \otimes X \otimes M \xrightarrow{\pi} \text{cr}_2 (F \otimes M)(X)$$

applied to $M = F(X)$. Square (2) does not commute until one applies $F(+)$. To prove this, one considers the diagram

$$
\begin{array}{ccc}
\text{cr}_2 F(X) \otimes M & \xrightarrow{\text{cr}_2 \otimes 1} & F(X) \otimes X \otimes M \\
\downarrow & & \downarrow \pi \\
\text{cr}_2 [F \otimes M](X) & \xrightarrow{\text{cr}_2 \otimes 1} & \text{cr}_2 F(X) \otimes M
\end{array}
$$

and shows that $+ \circ (i \otimes 1) = + \circ i \circ \pi \circ (i \otimes 1)$. This is true because the images of $i \otimes 1$ and $i$ are both equal to the elements fixed by the idempotent $id - F(i_1 \pi_1 + i_2 \pi_2) \otimes M$. From this diagram and the related diagram beginning with $(1 \otimes \alpha)$, one determines that $\mu$ is an associative product.

We next observe that to understand the Taylor series for an exponential functor $F$ we only need to understand the Taylor series for $\text{Exp}$ and identify the functor $A$. This is because of the following lemma, whose proof follows from the definition of $\perp_{n+1}$.
Lemma 6.6. If \( A : \mathcal{C}' \to \mathcal{C} \) is a reduced coproduct-preserving functor and \( F : \mathcal{C} \to \text{Ch}(\mathcal{K}) \) is a functor, then
\[
P_n(F \circ A) \cong (P_n F) \circ A.
\]

We begin our investigation of \( P_n \text{Exp} \) by observing that
\[
H_0(P_n \text{Exp})(X) = \frac{\text{cokernel}(\text{cr}_{n+1} H_0 \text{Exp}(X) \to H_0 \text{Exp}(X))}{H_0(X) / H_0(X)^{(n+1)}}.
\]

The structure maps \( p_{n+1} \text{Exp} \to p_n \text{Exp} \) are the usual restriction maps. It follows that \( H_0 P_\infty \text{Exp} = H_0(X)^- \) (the completion of the algebra \( H_0(X) \)).

We compute the differentials for \( \text{Exp} \) to be
\[
\nabla \text{Exp}(X, Y) = D_1[\text{cr}_2 \text{Exp}(*, Y) \oplus \text{Exp}(*)][(X)]
\cong D_1[\text{Exp}(* \oplus \text{Exp}(Y) \oplus \text{Exp}(*))](X)
\cong D_1 \text{Exp}(*)(X) \otimes [\text{Exp}(Y) \oplus \mathbb{K}].
\]

It follows from Proposition 5.9 and Corollary 5.11 that
\[
\nabla^n \text{Exp}(X_1, \ldots, X_n, Y) \cong \bigotimes_{i=1}^n D_1 \text{Exp}(*)(X_i) \otimes [\text{Exp}(Y) \oplus \mathbb{K}]
\]
and
\[
D_n \text{Exp} \cong \left( \bigotimes_{i=1}^n D_1 \text{Exp} \right)_{h\Sigma_n}.
\]

Remark 6.7. Note that \( f(x) = \exp(ax) - 1 \) is the unique solution to the differential equation
\[
\frac{d}{dx} f = a \cdot (f + 1), \quad f(0) = 0,
\]
where \( \frac{d}{dx} f(y) = \nabla f(1, y) \). Similarly, if \( \mathcal{C} \) has a projective generator \( \mathcal{C} \) and \( F \) is an exponential functor, then it satisfies the differential equation
\[
(6.8) \quad \frac{d}{d\mathcal{C}} F = \nabla F(\mathcal{C}, \cdot) \cong D_1 F(\mathcal{C}) \cdot (F \oplus \mathbb{K}), \quad F(0) = 0.
\]

The functor \( G = \prod_{n=1}^\infty D_n F^X \) satisfies the differential equation (6.8), but the functors \( F^X \) are generally not of this form since their Taylor towers do not split. Using examples like these, one can construct an uncountable family of non-equivalent functors that satisfy the differential equation (6.8) for a fixed \( D_1 F(\mathcal{C}) \).

Different towers. In defining the Taylor tower in section 2, the only requirements we placed on the domain categories of functors were that they be basepointed and contain finite coproducts. Working in such generality allowed us to establish the essential properties of the Taylor tower functors quickly and cleanly without becoming bogged down by concerns about preserving specific properties of the domain category. However, when the domain category has additional structure, this general approach also means that \( P_n F \) may not behave as desired with respect to the extra structure. For example, when working with functors of modules over a ring \( R \), one might hope to produce functors that preserve short exact sequences,
or take them to long exact sequences in homology. But, for the additive functor $T_{\mathbb{Z}/2} = - \otimes_{\mathbb{Z}} \mathbb{Z}/2$ on $Ab$, the category of abelian groups, we have $P_1T_{\mathbb{Z}/2} \cong T_{\mathbb{Z}/2}$, which does not preserve short exact sequences in general. The usual solution to this problem is to replace modules by projective resolutions. That is, we define $P^d_1T_{\mathbb{Z}/2}$ by

$$P^d_1T_{\mathbb{Z}/2}(X) = P_1T_{\mathbb{Z}/2}(P_*),$$

where $P_* \to X$ is a projective resolution. This new functor $P^d_1T_{\mathbb{Z}/2}$ takes short exact sequences to long exact sequences in homology, but is not the same as $P_1T_{\mathbb{Z}/2}$: for an abelian group $A$ we have $H_*P_1T_{\mathbb{Z}/2}(A) = 0$ for $* > 0$, whereas $H_*P^d_1T_{\mathbb{Z}/2}(A) \cong \text{Tor}_*^\mathbb{Z}(A, \mathbb{Z}/2)$.

In working with the closed model category $\text{Comm}_{\mathbb{K}}$ we are faced with a similar problem. In this case, we would like, as one usually does with closed model categories, to work up to weak equivalence. That is, if a map $f : A \to A'$ of DGA’s is a weak equivalence (a quasi-isomorphism of DG objects), we want $P_n\text{Exp}(f)$ to be a quasi-isomorphism as well. This is not always the case. The reason that $P_1\text{Exp}$ does not preserve weak equivalences stems from the fact that coproducts do not preserve weak equivalences in $\text{Comm}_{\mathbb{K}}$. This implies that $\perp_{n+1}\text{Exp}$, as a direct summand of $\text{Exp} \circ (\bigvee_{i=1}^{n+1})$, does not preserve weak equivalences, and, as a consequence, $P_n\text{Exp}$ does not preserve weak equivalences. This problem is fixed, as in the previous paragraph, by evaluating $P_n\text{Exp}$ on weakly equivalent cofibrant approximations of objects. Since the coproduct in $\text{Comm}_{\mathbb{K}}$ preserves weak equivalences of cofibrant objects, the result will be a functor that preserves weak equivalences. This process can be used in any setting in which a functorial cofibrant replacement functor exists. We will illustrate how to do this in the case of $\text{Exp}$ below by constructing another degree $n$ functor $P^n_w\text{Exp}$ that preserves weak equivalences and fits into a natural commutative diagram

$$\begin{align*}
\text{Exp}_w & \xrightarrow{\sim} \text{Exp} \\
P^n_w\text{Exp} & \xrightarrow{\eta} P^n\text{Exp}
\end{align*}$$

(6.9)

where $P^n_w\text{Exp} \xrightarrow{\eta} P^n\text{Exp}$ is an equivalence for cofibrant objects of $\text{Comm}_{\mathbb{K}}$ but is not an equivalence generally. We then go on to show how $P^n_w\text{Exp}$ can be considered as the derived functor of $I/I^n$ (when suitably interpreted in model category theory terms). We do this in detail when $\mathbb{Q} \subset \mathbb{K}$, and indicate what needs to be done more generally. This program has been carried out by V. Minasian in [M] using the model category of ring spectra from [BKMM].

A functorial free resolution. We first recall that there is a sequence of adjoint pairs of functors (the top arrow is right adjoint to the bottom arrow)

$$\begin{align*}
\text{Comm}_{\mathbb{K}} & \xrightarrow{S} \text{Ch}(\mathbb{K}) \\
\text{Ch}(\mathbb{K}) & \xrightarrow{N} \text{Simp}(\mathbb{K}) \\
\text{Simp}(\mathbb{K}) & \xrightarrow{\text{Simp}(\text{Sets}_*)}
\end{align*}$$

and that the symmetric functor $S$ is given by

$$S(X) = T(X)/\sim, \quad T(X) = \bigoplus_{n=1}^{\infty} \bigotimes_n X, \quad x \cdot y \sim (-1)^{|x||y|} y \cdot x,$$
or, equivalently, by
\[ S(X) \cong \bigoplus_{n=1}^{\infty} S^n(X), \quad S^n(X) = T^n(X)/\Sigma n, \]
\[ \sigma \ast (a_1 \otimes \cdots \otimes a_n) = (-1)^j(a_{\sigma(1)} \otimes \cdots \otimes a_{\sigma(n)}), \]
where the sign is determined by the relation
\[ (i \ i + 1)(a_1 \otimes \cdots \otimes a_n) = (-1)^{|a_i||a_{i+1}|}(a_1 \otimes \cdots \otimes a_{i+1} \otimes a_i \otimes \cdots \otimes a_n). \]
We write \( K \) for the composite functor from \( \text{Comm}_K \) to itself given by
\[ K = S \circ N \circ \mathbb{K}[\ ] \circ U \circ \Gamma \circ U, \]
and note that \( K \) is a cotriple on \( \text{Comm}_K \). There is a natural map as pointed sets from \( \text{Id}_{\text{Comm}_K} \) to \( K \) which is a section to the counit, and so, for any \( A \in \text{Comm}_K \),
\[ \text{Exp}(e) : \text{Exp}(K^{*+1}(A)) \xrightarrow{\simeq} \text{Exp}(A). \]
Since the construction \( P_n \) preserves equivalences of functors, we see that
\[ P_n[\text{Exp}(K^{*+1})] \xrightarrow{\simeq} P_n \text{Exp}. \]
As a result, \( P_n[\text{Exp}(K^{*+1})] \) does not preserve weak equivalences, since \( P_n \text{Exp} \) does not. Instead, we see below that composing \( P_n \text{Exp} \) with \( K^{*+1} \) produces the desired weak-equivalence-preserving functor.

**Remark 6.10.** In general, \( K^{*+1}A \vee K^{*+1}B \xrightarrow{\simeq} K^{*+1}(A \vee B) \xrightarrow{\simeq} A \vee B \). For example, let \( A = \mathbb{Z}/p \) with the usual ring multiplication in \( \text{Comm}_K \). Then
\[ H_i(K^{*+1}\mathbb{Z}/p \vee K^{*+1}B) = \begin{cases} \mathbb{Z}/p \vee H_0(B) & \text{if } t = 0, \\ \text{Tor}_i^{\mathbb{Z}}(\mathbb{Z}/p, B) & \text{otherwise}. \end{cases} \]
More generally,
\[ \text{Exp}(K^{*+1}A) \vee \text{Exp}(K^{*+1}B) \cong \text{Exp}(K^{*+1}A) \oplus \text{Exp}(K^{*+1}A) \otimes \text{Exp}(K^{*+1}B) \]
\[ \text{Exp}(A \vee B) \cong \text{Exp}(A) \oplus \text{Exp}(A) \otimes \text{Exp}(B) \]
and there is a convergent spectral sequence
\[ E^2_{p,q} = \bigoplus_{q' + q'' = q} \text{Tor}^{\mathbb{Z}}_{p'}(H_{q'}(\text{Exp}A), H_{q''}(\text{Exp}B)) \Rightarrow \text{Tor}^{\mathbb{Z}}_{p+q}(\text{Exp}(A), \text{Exp}(B)). \]
In particular, if \( f : A \longrightarrow A' \) and \( g : B \longrightarrow B' \) are weak equivalences, then the map \( K^{*+1}(f) \vee K^{*+1}(g) \) is a weak equivalence as well. Hence, if \( f : A \longrightarrow A' \) is a weak equivalence, then \( \bigvee_{i=1}^{n+1} K^{*+1}(f) : \bigvee_{i=1}^{n+1} K^{*+1}(A) \longrightarrow \bigvee_{i=1}^{n+1} K^{*+1}(A') \) is a weak equivalence. It follows that \( P_n \text{Exp}(K^{*+1}(f)) : P_n \text{Exp}(K^{*+1}(A)) \longrightarrow P_n \text{Exp}(K^{*+1}(A')) \) is a weak equivalence as well.
Definition 6.11. We define $\text{Exp}^w$ to be the functor $\text{Exp}(K^{n+1})$ and $P_n^w\text{Exp}$ to be the functor $[P_n,\text{Exp}(K^{n+1})]$. We let $p_n^w$ be the natural transformation $[p_n][K^{n+1}]:\text{Exp}^w \to P_n^w\text{Exp}$. We note that $P_n^w\text{Exp}$ is degree $n$, preserves weak equivalences and makes the diagram (6.9) commute. Of course, $(P_n^w(F),p_n^w)$ can be defined for any functor from $\text{Comm}_K$ to $\text{Ch}(K)$, and satisfies the expected universal properties.

The functors $I/I^n$. The $n$-fold tensor product of $K^{n+1}$ is an $n$--multisimplicial object of $\text{Comm}_K$. We use its associated diagonal object. We define $I/I^n$ to be the functor from $\text{Comm}_K$ to $\text{Ch}(K)$ given by sending $A \in \text{Comm}_K$ to

$$I/I^n(A) = \text{cokernel}[\text{Exp}(K^{n+1}) \otimes^n \cong \text{Exp}(K^{n+1})(A)^{\text{Exp}(\mu)} \text{Exp}(K^{n+1})]$$

We first note that $\text{Exp}(\mu)$ is levelwise injective, and hence this cokernel is also the homotopy cofiber of the map $\text{Exp}(\mu)$. We also note that $I/I^n$ is naturally equivalent to the homotopy fiber of the $n$--multiplication map, and hence is the homological analogue of the usual functor $I/I^n$ for algebras.

Proposition 6.12. The functor $I/I^n$ is degree $n - 1$.

Proof. Since $I/I^n$ preserves weak equivalences, it also behaves well with respect to $K$-resolutions, so that it suffices to show $I/I^n$ is degree $n - 1$ when evaluated on the image of $K$. That is, it suffices to show that

$$\text{cr}_n(I/I^n)(K(A),\ldots,K(A)) \cong *$$

for all $A \in \text{Comm}_K$. Since $K = (S \circ N \circ \mathbb{K}[\bigotimes]) \circ (U \circ \Gamma \circ U)$ and $(S \circ N \circ \mathbb{K}[\bigotimes])$ preserves coproducts (it has a right adjoint),

$$\nabla^n K(A) \cong (S \circ N \circ \mathbb{K}[\bigotimes]) \nabla^n [U \circ \Gamma \circ U(A)].$$

Thus it is enough to show that $I/I^n$ is degree $n - 1$ as a functor from pointed simplicial sets to $\text{Ch}(K)$. Since $(S \circ N \circ \mathbb{K}[\bigotimes])$ is always $K$--projective, $I/I^n(S \circ N \circ \mathbb{K}[\bigotimes])$ is naturally simplicial homotopy equivalent to $J/J^n(S \circ N \circ \mathbb{K}[\bigotimes])$, where

$$J/J^n(A) = \text{cokernel}[\text{Exp}(A)^{\otimes^n} \cong \text{Exp}(\mu) \text{Exp}(A)].$$

It follows that

$$J/J^n \circ (S \circ N \circ \mathbb{K}[\bigotimes]) = \bigoplus_{k=1}^{n-1} S_k(N \circ \mathbb{K}[\bigotimes]) \cong \bigoplus_{k=1}^{n-1} \mathbb{K}[\bigotimes_{\Sigma_n}]$$

where $\Sigma_n$ acts on $\bigotimes^n(X)$ by simply permuting the factors. We compute

$$\nabla^n(\bigotimes_{k=1}^{n} X_i) \cong \bigotimes_{\gamma \in \text{Map}_{(\bigotimes_{\Sigma_n})}} X_{\gamma(1)} \wedge \cdots \wedge X_{\gamma(n)}$$

$$\text{cr}_n(\bigotimes^n)X_1,\ldots,X_n) \cong \bigotimes_{\gamma \in \text{Surj}_{(\bigotimes_{\Sigma_n})}} X_{\gamma(1)} \wedge \cdots \wedge X_{\gamma(n)}$$

$$\text{cr}_n(\mathbb{K}[\bigotimes_{\Sigma_n}]X_1,\ldots,X_n) \cong \mathbb{K}[X_1] \otimes \mathbb{K}[X_2] \otimes \cdots \otimes \mathbb{K}[X_n].$$

Since $\mathbb{K}[\bigotimes_{\Sigma_n}]$ is degree 1, $\text{cr}_n(\mathbb{K}[\bigotimes_{\Sigma_n}]X_1,\ldots,X_n)$ is $n$--multiadditive and so $\mathbb{K}[\bigotimes^n_{\Sigma_n}]$ is degree $n$. □
There is a natural transformation $\tau$ from $P_n^{\text{Exp}}$ to $J/J^{n+1}$ (obtained essentially by taking $H_0$ along the $P_n$ direction) and hence a natural diagram

\[
\begin{array}{ccc}
\text{Exp}^w & \xrightarrow{\sim} & \text{Exp} \\
\downarrow P_n^w & & \downarrow P_n \\
P_n^{\text{Exp}} & \longrightarrow & P_n^{\text{Exp}} \\
\downarrow \tau & & \downarrow \tau \\
I/I^{n+1} & \longrightarrow & J/J^{n+1},
\end{array}
\]

where $I/I^{n+1}$ is a degree $n$ functor.

The next result and its corollary are also established in [K-Mc].

**Proposition 6.13.** If $Q \subseteq K$, then $\tau : P_n^{w\text{Exp}} \xrightarrow{\sim} I/I^{n+1}$.

**Remark.** In fact, $\tau$ is an equivalence if and only if $Q \subseteq K$ (see 6.17).

**Proof.** Since both functors preserve equivalences, it is enough to show the result when evaluated at $K(A)$ for some $A$. Thus, it suffices to show that

\[
P_n^{\text{Exp}}(S \circ N \circ \tilde{K}[\ ])) \xrightarrow{\sim} J/J^{n+1}(S \circ N \circ \tilde{K}[\ ])
\]

as functors from pointed simplicial sets. By induction, we need only show that the induced maps

\[
D_n^{\text{Exp}}(S \circ N \circ \tilde{K}[\ ])) \longrightarrow \text{hfiber} (J/J^{n+1}(S \circ N \circ \tilde{K}[\ ])) \longrightarrow J/J^n(S \circ N \circ \tilde{K}[\ ]))
\]

are equivalences. These are the maps

\[
\begin{array}{c}
\bigg( \bigotimes D_1(\bigoplus_{k=1}^{\infty} \tilde{K}[\bigwedge( )/\Sigma_k]) \bigg)_{h\Sigma_n} \\
\downarrow (\bigotimes D_1(\pi))_{h\Sigma_n}
\end{array}
\]

\[
\bigg( \bigotimes D_1(\tilde{K}[\bigwedge( )/\Sigma_1]) \bigg)_{h\Sigma_n} \\
\downarrow \sim
\]

\[
\bigg( \bigotimes \tilde{K}(\ ) \bigg)_{h\Sigma_n} \\
\downarrow \sim
\]

\[
\tilde{K}[\bigwedge( )/\Sigma_n] \\
\downarrow \tau'
\]

where $\tau'$ is the natural map from homotopy orbits to orbits which is an equivalence whenever $|\Sigma_n| = n!$ is invertible in $K$. 
Since homotopy orbits preserve equivalences and $D_1$ preserves direct sums of functors, it suffices to establish that if $k!$ is invertible in $\mathbb{K}$ then $D_1(\mathbb{K}[\bigwedge^k(\ )/\Sigma_k]) \simeq *$ for $k \geq 2$. However, since $D_1$ preserves direct sums of functors, it suffices to establish that if $k!$ is invertible in $\mathbb{K}$ then $D_1(\mathbb{K}[\bigwedge^k(\ )/\Sigma_k]) \simeq \mathbb{K}[\bigwedge^k(\ )/\Sigma_k]$ and $D_1(\mathbb{K}[\bigwedge^k(\ )/\Sigma_k])$ is a homogeneous functor of degree $n$ (see 3.10), the result follows from the fact that $D_1$ preserves equivalences. 

**Corollary 6.14.** Let $A$ be a $\mathbb{K}$-algebra and $I_A = \ker[A \otimes A \rightarrow A] \in \text{Comm}_A$. Then

$$H_*(P_1^w \text{Exp}(I_A)) = AQ_*(A/\mathbb{K}),$$

where $AQ_*$ is the André-Quillen homology of $A$. The third quadrant spectral sequence for $\text{holim}_n P_1^w \text{Exp}(I_A)$ is Quillen’s fundamental spectral sequence for $A$ ([Q2]).

It is not the case, in general, that $P_1^w$ is related to André-Quillen or Quillen homology. We offer two examples below, one in which $P_1^w F$ agrees with Quillen homology and one in which it does not.

**Example 6.15.** If one considers rings that do not contain $\mathbb{Q}$, $H_*(P_1^w \text{Exp}(I_A))$ may not be the same as André-Quillen homology. For example, for $\mathbb{K} = F_p$,

$$AQ_*(F_p[x]/F_p) \begin{cases} F_p & \text{if } * = 0, \\ 0 & \text{otherwise.} \end{cases}$$

On the other hand, it was established in [B-M] that $P_1^w \text{Exp}(I_{F_p[x]})$ is equivalent to the topological André-Quillen homology ($TAQ$) of $F_p[x]$. However, $TAQ(F_p[x])$ is known to be equivalent to the smash product of the Eilenberg-Mac Lane spectra $HF_p$ and $HZ$ ([R]). This smash product has nontrivial homology in dimensions greater than 0, and as a result, $AQ_*(F_p[x]/F_p) \neq P_1^w \text{Exp}(F_p[x])$.

**Example 6.16.** There are categories other than $\text{Comm}_\mathbb{Q}$ for which $P_1^w$ and Quillen homology are related. Let $\mathcal{G}$ be the category of groups and $Ab$ the category of abelian groups. The abelianization functor $L : \mathcal{G} \rightarrow Ab$ is the left adjoint to the forgetful functor from $Ab$ to $\mathcal{G}$. Recall that for a group $A$,

$$L(A) \cong H_1(B,A) \cong H_0(A;\mathbb{Z}).$$

Then for groups $A$ and $A'$, by Seifert-Van Kampen, we have

$$L(A \ast A') = H_1(B,(A \ast A');\mathbb{Z})$$

$$\cong H_1(B,A \vee B.A';\mathbb{Z})$$

$$\cong H_1(B,A;\mathbb{Z}) \oplus H_1(B.A';\mathbb{Z})$$

$$\cong L(A) \oplus L(A').$$

In other words, $L$ is additive and $P_1 L \cong L$. Moreover, as a functor to abelian groups, $H_* P_1 L = 0$ for $* > 0$. For an object $A$ in $\mathcal{A}$, the Quillen homology of $A$
is the homology of $L(P_\ast)$ for a projective resolution $P_\ast$ of $A$. Hence, in this case, Quillen homology is the same as the homology of $P_1^wL$. Furthermore, the Kan loop group $G$ of $B.A$ is a free resolution of $A$, and so

$$H_\ast P_1^wL(A) = H_\ast[L(GB.A)]$$

$$\cong H_{\ast+1}(B.A;\mathbb{Z})$$

$$\cong H_\ast(A;\mathbb{Z}).$$

As $H_\ast(A;\mathbb{Z})$ is generally nonzero for $\ast > 0$, we see that $P_1L \neq P_1^wL$.

Remarks about the general case: $E_\infty$-algebras. By the $\Sigma_2$ equivariant cofibration sequence of pointed simplicial sets, we obtain a diagram of cofibrations

$$X \xrightarrow{\Delta} X \wedge X \xrightarrow{\pi} \left(\frac{X}{2}\right).$$

we obtain a diagram of cofibrations

$$X_{h\Sigma_2} \longrightarrow \left[\Lambda^2 X\right]_{h\Sigma_2} \longrightarrow \left(\frac{X}{2}\right)_{h\Sigma_2}$$

$$\downarrow \tau \hspace{1cm} \downarrow \tau \hspace{1cm} \downarrow \tau$$

$$X \longrightarrow \left[\Lambda^2 X\right]_{/\Sigma_2} \longrightarrow \left(\frac{X}{2}\right)_{/\Sigma_2}.$$

Since $\left(\frac{X}{2}\right)$ is $\Sigma_2$ free, the vertical map on the right is an equivalence. Taking $D_1(\tilde{K}[\_\_])$, we obtain a diagram of fibrations (up to equivalence)

$$\tilde{K}[X] \otimes \tilde{K}[B\Sigma_2] \longrightarrow \ast \longrightarrow D_1\tilde{K}\left[\left(\frac{X}{2}\right)_{/\Sigma_2}\right]$$

$$\downarrow \pi \hspace{1cm} \downarrow \hspace{1cm} \|$$

$$\tilde{K}[X] \longrightarrow D_1\tilde{K}[\Lambda^2 X_{/\Sigma_2}] \longrightarrow D_1\tilde{K}\left[\left(\frac{X}{2}\right)_{/\Sigma_2}\right]$$

and hence there is a convergent first quadrant spectral sequence

$$E^2_{p,q} = H_{p+1}(\Sigma_2;H_q(X;\tilde{K})) \Rightarrow H_{p+q}(D_1\tilde{K}[\Lambda^2 X_{/\Sigma_2}])$$

(where the action of $\Sigma_2$ is trivial on the homology of $X$). In particular,

$$\tilde{K}[\Lambda^2 X_{/\Sigma_2}] \text{ is homogeneous } \Leftrightarrow \frac{1}{2} \in \mathbb{K}.$$
and use $S^w$ to construct our functor $K$. Of course, this can’t be done for strictly commutative algebras, but V. Minasian has shown how to do it for strongly homotopy commutative, or $E_\infty$-algebras, in [M]. We outline the general approach here and refer the reader to [M] for the complete story. Part I of [K-M] provides a nice introduction to $E_1$ structures for those who are interested.

One can consider Comm$_K$ as a full and faithful subcategory of the category of $E_\infty$ $\mathbb{K}$-algebras, $E_\infty(\mathbb{K})$ (for a description of the $E_\infty$-operad structure, see [K-M]). We will once again write $\text{Exp}$ for the forgetful functor from $E_\infty(\mathbb{K})$ to $Ch(K)$. This functor has a left adjoint $S^w$ of the form we desire. The explicit construction of $S^w$ depends upon the model one chooses to encode the higher homotopy compatibility conditions in $E_\infty(\mathbb{K})$. The main point for our purposes is that the composite functor $\text{Exp}(S^w \circ N \circ \mathbb{K}[ ])$ is an infinite direct sum of homogeneous functors. Independent of the models chosen, $(\ast)$ becomes equivalent to the sequence

$$\left( \bigotimes_{k=1}^{n} D_1 \left( \coprod_{k=1}^{n} \mathbb{K}[\bigwedge_{h \Sigma_n}] \right) \right)_{h \Sigma_n}$$

$$\Downarrow$$

$$\left( \bigotimes_{k=1}^{n} D_1 \left( \frac{1}{n} \mathbb{K}[\bigwedge_{h \Sigma_n}] \right) \right)_{h \Sigma_n}$$

$$\Downarrow \simeq$$

$$\left( \bigotimes_{k=1}^{n} \mathbb{K}[\bigwedge_{(h \Sigma_n)}] \right)_{h \Sigma_n}$$

and because each $\left( \mathbb{K}[\bigwedge_{(h \Sigma_n)}] \right)_{h \Sigma_n}$ is $n$–homogeneous this composite is an equivalence. If one further changes the definition of $J/J^{n+1}$ to be the mapping cone (as opposed to the strict cofiber) of the multiplication map, one can then repeat our earlier discussion, using $K^w = S^w \circ N \circ \mathbb{K}[ ] \circ U \circ \Gamma \circ U$ instead of $K$. One can let $P^W_n \text{Exp} = (P_n \text{Exp})K^{w,*+1}$, which is a degree $n$ equivalence-preserving functor from $E_\infty(\mathbb{K})$ to $Ch(K)$, and one sees that

$$P^W_n \text{Exp} \xrightarrow{\simeq} I/I^n,$$

where $I/I^n = J/J^n(K^{w,*+1})$.
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