COMMUTING TOEPLITZ OPERATORS ON THE POLYDISK
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Abstract. We obtain characterizations of (essentially) commuting Toeplitz operators with pluriharmonic symbols on the Bergman space of the polydisk. We show that commuting and essential commuting properties are the same for dimensions bigger than 2, while they are not for dimensions less than or equal to 2. Also, the corresponding results for semi-commutators are obtained.

1. Introduction

Let $D$ be the unit disk in the complex plane $\mathbb{C}$. For a fixed positive integer $n$, the unit polydisk $D^n$ is the cartesian product of $n$ copies of $D$. Let $L^p = L^p(D^n)$ denote the usual Lebesgue space with respect to the volume measure $V$ on $D^n$ normalized to have total mass 1. The Bergman space $A^2$ is then the closed subspace of $L^2$ consisting of all holomorphic functions on $D^n$. Let $P$ be the Bergman projection from $L^2$ onto $A^2$. For a function $u \in L^\infty$, the Toeplitz operator $T_u$ with symbol $u$ is defined by

$$T_u f = P(uf)$$

for $f \in A^2$. It is clear that $T_u : A^2 \to A^2$ is a bounded linear operator.

In this paper we consider the problem of when two Toeplitz operators with pluriharmonic symbols commute or essentially commute. Recall that a complex-valued function $u \in \mathcal{C}^\infty(D^n)$ is said to be pluriharmonic if its restriction to an arbitrary complex line that intersects $D^n$ is harmonic as a function of single complex variable. So, the notions of harmonicity and pluriharmonicity coincide on $D$. It turns out that every pluriharmonic function on $D^n$ can be expressed, uniquely up to an additive constant, as the sum of a holomorphic function and an antiholomorphic function. See Chapter 2 of [7] for details. Also, recall that two bounded linear operators $S_1, S_2$ on a Hilbert space $X$ are said to be essentially commuting on $X$ if the commutator $S_1 S_2 - S_2 S_1$ is compact on $X$.

The problem of characterizing commuting Toeplitz operators has been studied on various settings. Axler and Čučković [1] first obtained a complete description of harmonic symbols of commuting Toeplitz operators on $D$: If two Toeplitz operators with harmonic symbols commute, then either both symbols are holomorphic, or both symbols are antiholomorphic, or a nontrivial linear combination of the symbols is constant (the converse implication is also true and trivial). Later, some extensions of this characterization were obtained on higher-dimensional balls as in [4, 9] or...
Also, the same problem was considered on the annulus \([0, 1]\) and for more general symbols [2]. For related results on the (pluri)harmonic Bergman space, see [3] and [10].

For essentially commuting Toeplitz operators, Stroethoff [13] obtained characterizations of harmonic symbols on \(D\). Choe and Lee [4] extended the result of Stroethoff to pluriharmonic symbols on the ball. On the other hand, the polydisk case was studied by Sun and Zheng [14]. However, Sun and Zheng considered holomorphic or antiholomorphic symbols only. They proved that given \(f, g \in H^\infty\), the following three conditions are equivalent for \(n > 1\): (i) \(T_f \text{ and } T_g\) are commuting, (ii) \(T_f \text{ and } T_g\) are essentially commuting, (iii) for each \(j\), either \(\partial_j f = 0\) or \(\partial_j g = 0\). Here, \(H^\infty\) denotes the class of bounded holomorphic functions on \(D^n\) and \(\partial_j\) denotes the partial differential operator with respect to the \(j\)-th variable.

Our results obtained in this paper are characterizations of general pluriharmonic symbols of commuting or essentially commuting Toeplitz operators. For \(n \geq 3\), as in the result of Sun and Zheng mentioned above, our results show that the commuting property and the essential commuting property are the same for Toeplitz operators with pluriharmonic symbols. However, they are different for \(n = 2\). Our method, whose main idea is adapted from [4], is entirely different from that of Sun and Zheng.

Following [11], we say that a complex-valued function \(u \in C^2(D^n)\) is \(n\)-harmonic if \(u\) is harmonic in each variable separately. More explicitly, \(u\) is \(n\)-harmonic if

\[
\partial_j \overline{\partial}_j u = 0, \quad j = 1, 2, \ldots, n.
\]

For a characterization of pluriharmonic symbols of commuting Toeplitz operators, we have the following. In what follows \(H(D^n)\) denotes the class of all holomorphic functions on \(D^n\).

**Theorem 1.1.** Let \(u, v \in L^\infty\) be pluriharmonic symbols and assume \(u = f + \overline{\mathcal{F}}, v = h + \mathcal{F}\) for some \(f, g, h, k \in H(D^n)\). Then the following statements are equivalent:

(a) \(T_u T_v = T_v T_u\) on \(A^2\).

(b) \(f \mathcal{K} - h \overline{\mathcal{F}}\) is \(n\)-harmonic.

In addition, we obtain characterizations of functions \(f, g, h, k \in H(D^n)\) for which \(f \mathcal{K} - h \overline{\mathcal{F}}\) is \(n\)-harmonic. Before stating our result, we first introduce some notation. Let \(I = \{1, 2, \ldots, n\}\). For \(J \subset I\), we write \(H(J)\) for the set of all holomorphic functions independent of variables \(z_j\) with \(j \in I \setminus J\). Also, for \(J_1 \subset J_2 \subset I\), we write \(H(J_2)/H(J_1)\) for the set of all holomorphic functions in \(H(J_2)\) whose power series (at the origin) do not contain any nonzero terms in \(H(J_1)\).

**Theorem 1.2.** Let \(f, g, h, k \in H(D^n)\). Then the following statements are equivalent:

(a) \(f \mathcal{K} - h \overline{\mathcal{F}}\) is \(n\)-harmonic.

(b) There are pairwise disjoint sets \(I_0, \ldots, I_m\) with \(\bigcup_{j=0}^m I_j = I\) for some non-negative integer \(m \leq n\), functions \(f_0, h_0, g_0, k_0, p_1, \ldots, p_m, q_1, \ldots, q_m\) holomorphic on \(D^n\), and constants \(\alpha_1, \ldots, \alpha_m\) with the following properties:

(b1) \(f_0, h_0, g_0, k_0 \in H(I_0)\) and \(p_j, q_j \in H(I_0 \cup I_j)/H(I_0)\) for each \(j\).
Thus, we will say that

\[ f = f_0 + \sum_{j=1}^{m} p_j, \quad h = h_0 + \sum_{j=1}^{m} \alpha_j p_j, \]

\[ g = g_0 + \sum_{j=1}^{m} q_j, \quad k = k_0 + \sum_{j=1}^{m} \tau_j q_j. \]

(b2) We have

\[ f = f_0 + \sum_{j=1}^{m} p_j, \quad h = h_0 + \sum_{j=1}^{m} \alpha_j p_j, \]

\[ g = g_0 + \sum_{j=1}^{m} q_j, \quad k = k_0 + \sum_{j=1}^{m} \tau_j q_j. \]

(b3) For each \( r \in I_0 \), one of the following four cases holds:

(i) \( \partial_x f_0 = \partial_x h_0 = 0 \) and \( \partial_x p_j = 0 \) for all \( j \).

(ii) \( \partial_x k_0 = \partial_x g_0 = 0 \) and \( \partial_x q_j = 0 \) for all \( j \).

(iii) \( \partial_x f_0 = \partial_x g_0 = 0 \) and \( \partial_x p_j = \partial_x q_j = 0 \) for all \( j \).

(iv) \( \partial_x k_0 = \partial_x h_0 = 0 \) and \( \partial_x p_j = \partial_x q_j = 0 \) for all \( j \).

(c) There are subsets \( J_1, \ldots, J_k \) of \( I \) for some integer \( k \geq 1 \), and holomorphic functions \( A_1, \ldots, A_k \) with \( A_i \in H(J_i) \) and \( B_i \in H(I \setminus J_i) \) for each \( i \) such that

\[ f^k - h^k = \sum_{i=1}^{k} A_i \bar{B}_i. \]

Our next result is the essential version of Theorem 1.1. To state it, we need some more notation. First, we let

\[ \tilde{\Delta}_j u(z) = (1 - |z|^2) \partial_j \bar{\partial}_j u(z) \]

for \( j = 1, \ldots, n \) and \( u \in C^2(D^n) \). Here and elsewhere, \( z_j \) denotes the \( j \)-th component of \( z \in D^n \). Note that \( u \) is \( n \)-harmonic if and only if \( u \) is annihilated by all \( \tilde{\Delta}_j \). Thus, we will say that \( u \) is boundary \( n \)-harmonic if \( \lim_{a \to \partial D^n} \tilde{\Delta}_j u(a) = 0 \) for all \( j \). Here, \( \partial D^n \) denotes the topological boundary of \( D^n \). Also, we let \( \Phi \) denote a class of functions related to the maximal ideal space of \( H^\infty \). See Section 2 for the precise definition.

**Theorem 1.3.** Let \( u, v \in L^\infty \) be pluriharmonic symbols and assume \( u = f + \overline{g} \), \( v = h + \overline{k} \) for some \( f, g, h, k \in H(D^n) \). Then the following statements are equivalent:

(a) \( T_u \) and \( T_v \) are essentially commuting on \( A^2 \).

(b) \( T_{u \varphi} T_{v \varphi} = T_{v \varphi} T_{u \varphi} \) on \( A^2 \) for every \( \varphi \in \Phi \).

(c) \( f^k - h^k \) is boundary \( n \)-harmonic.

Finally, only for \( n \geq 3 \), we show that the commuting property and the essential commuting property of Toeplitz operators with pluriharmonic symbols are equivalent. This will follow from Theorem 3.8 of Section 3 which asserts that the \( n \)-harmonicity and the boundary \( n \)-harmonicity are equivalent for functions of the form \( f^k - h^k \) under consideration.

**Theorem 1.4 (n \geq 3).** Let \( u, v \in L^\infty \) be pluriharmonic symbols. Then the following statements are equivalent:

(a) \( T_u T_v = T_v T_u \) on \( A^2 \).

(b) \( T_u \) and \( T_v \) are essentially commuting on \( A^2 \).

**Remarks 1.** In case \( n = 1 \), Theorem 1.1 together with Theorem 1.2 reduces to the result of Axler and Čučković [11] mentioned before. To see this, consider the case \( n = 1 \). Then, there are two cases: \( I = I_1 \) or \( I = I_2 \). If \( I = I_1 \), then \( f_0, g_0, h_0 \) and \( k_0 \) are constants. Now, since \( v = \alpha_1 u + (h_0 + \overline{k_0}) - \alpha_1 (f_0 + \overline{g_0}) \) by (b2), we find
that a nontrivial linear combination of $u$ and $v$ is constant. If $I = I_0$, then $p_1 = 0$ by (b1). Now, if condition (i) or (ii) holds, then (b2) shows that $u$ and $v$ are both antiholomorphic or both holomorphic, respectively. Similarly, (iii) or (iv) implies $u$ or $v$ is constant, respectively.

2. The class $\Phi$ has the property that if $u \in L^\infty$ is pluriharmonic and if $\varphi \in \Phi$, then $u \circ \varphi$ is also pluriharmonic. So, Theorem 1.1 as well as Theorem 1.2 can be applied to get more conditions equivalent to (b) of Theorem 1.3.

3. Theorem 1.4 fails to hold for $n \leq 2$, as mentioned before. For a counterexample, see (3.5). Also, see an example at the end of Section 5.

This paper is arranged as follows. In Section 2 we collect basic materials which we need in later sections. In Section 3 we prove Theorem 1.2. Also, we show that the $n$-harmonicity and the boundary $n$-harmonicity of functions of certain forms are equivalent for $n \geq 3$. In Section 4 we prove Theorem 1.3. As an application we obtain a characterization of normal Toeplitz operators with pluriharmonic symbols. In Section 5 we prove Theorem 1.4. As a consequence we obtain Theorem 1.5. As an application we obtain a characterization of essentially normal Toeplitz operators with pluriharmonic symbols. As another application we recover the result of Sun and Zheng [14] mentioned above. In Section 6 we modify our arguments used in previous sections to obtain (essentially) semi-commuting Toeplitz operators with pluriharmonic symbols. It turns out that the semi-commuting property and the essential semi-commuting property are equivalent for $n \geq 2$.

2. Preliminaries

We collect several basic facts which we need in later sections.

**Bergman projection.** Since every point evaluation is a bounded linear functional on $A^2$, there corresponds to every $a \in D^n$ a unique function $K_a \in A^2$ which has the following reproducing property:

\[(2.1) \quad f(a) = \langle f, K_a \rangle, \quad f \in A^2,\]

where the notation $\langle \cdot, \cdot \rangle$ denotes the inner product in $L^2$ with respect to the measure $V$. The function $K_a$ is the well-known Bergman kernel and its explicit formula is given by

\[K_a(z) = \prod_{j=1}^{n} \frac{1}{(1 - \overline{a_j}z_j)^2}, \quad z, a \in D^n.\]

The Bergman projection $P$ is the orthogonal projection from $L^2$ onto $A^2$. Thus, by the reproducing property (2.1), the projection $P$ can be represented by

\[P\psi(a) = \int_{D^n} \psi K_a \, dV, \quad a \in D^n,\]

for functions $\psi \in L^2$. It follows that $P$ naturally extends via the above formula to an integral operator from $L^1$ into $H(D^n)$. Moreover, we have $Pf = f$ for functions $f \in A^1$. Here, $A^p = L^p \cap H(D^n)$. Also, it is well known that $P : L^p \to A^p$ is bounded for $p > 1$. See, for example, Theorem 4.2.3 of [13] for details on the disk. The same proof works on $D^n$. 
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Invariant mean value property. For each $a = (a_1, \ldots, a_n) \in D^n$, we let $\varphi_a(z) = (\varphi_{a_1}(z_1), \ldots, \varphi_{a_n}(z_n))$, where each $\varphi_{a_i}$ is the usual Möbius map on $D$ given by

$$\varphi_{a_i}(z_i) = \frac{a_i - z_i}{1 - \overline{a_i}z_i}, \quad z_i \in D.$$ 

Then $\varphi_a \in \text{Aut}(D^n)$, the set of all automorphisms of $D^n$. Moreover, $\varphi_a \circ \varphi_a$ is the identity on $D^n$. Now, it is clear that if $u$ is $n$-harmonic, then so is $u \circ \varphi_a$ for each $a \in D^n$. Therefore, every $n$-harmonic function $u \in L^1$ satisfies the invariant mean value property

$$\int_{D^n} (u \circ \varphi_a) \, dV = u(a), \quad a \in D^n.$$ 

However, the converse of the invariant mean value property is known to hold only for $n = 1$. See [8] and the references therein. Nevertheless, the converse turns out to be true in general with a certain additional hypothesis. To state it, we associate with each $u \in L^1$ its so-called radialization $R_u$ defined by

$$R_u(z) = \int_{T^n} u(z_1 \zeta_1, \ldots, z_n \zeta_n) \, d\sigma(\zeta_1, \ldots, \zeta_n)$$

for $z = (z_1, \ldots, z_n) \in D^n$. Here and elsewhere, $T^n$ denotes the cartesian product of $n$ copies of the unit circle $T$ and $\sigma = \sigma_n$ is the normalized Haar measure on $T^n$. The following is taken from Corollary 3.7 of [8].

**Proposition 2.1.** Let $u \in L^1$. Then $u$ is $n$-harmonic on $D^n$ if and only if

$$\int_{D^n} (u \circ \varphi_a) \, dV = u(a)$$
and $R(u \circ \varphi_a) \in L^\infty$ for every $a \in D^n$.

Normalized kernel. We let $k_a$ denote the normalized kernel, namely,

$$k_a = K_a \prod_{j=1}^n \left(1 - |a_j|^2 \right).$$

First, we mention that the set $\{k_a : a \in D^n\}$ spans a dense subset of $A^2$, because its orthogonal complement is $\{0\}$ by (2.1). Next, since the real Jacobian of $\varphi_a$ is given by $|k_a|^2$, we have a change-of-variable formula,

$$\int_{D^n} (h \circ \varphi_a) \, dV = \int_{D^n} h|k_a|^2 \, dV, \quad a \in D^n,$$

whenever the integrals make sense. In particular, we have by the mean value property

$$\int_{D^n} f|k_a|^2 \, dV = f(a), \quad a \in D^n,$$

for functions $f \in A^1$.

**Hardy space.** Given $p > 0$, the Hardy space $H^p = H^p(D^n)$ is the space of all $f \in H(D^n)$ for which

$$\|f\|_p^p = \sup_{0 \leq r < 1} \left( \int_{T^n} |f(r\zeta)|^p \, d\sigma(\zeta) \right) < \infty.$$ 

By an integration in polar coordinates using $n$-subharmonicity, we have $H^p \subset A^p$. 

It is well known that if $f \in H^p$, then $f(\zeta) = \lim_{r \to 1} f(r\zeta)$ exists at almost all points $\zeta \in T^n$. Moreover, we have $\log |f| \in L^1(T^n)$ for any nontrivial $f \in H^p$. In particular, if the boundary function of $f \in H^p$ vanishes on a set of positive measure in $T^n$, then $f$ itself must be identically 0 on $D^n$. See Theorem 3.4.2 of [11].

From the above definition, one can easily verify

$$(2.4) \quad R(fg) \in L^\infty, \quad f, g \in H^2.$$ 

Also, by using the $L^p$-boundedness of the Cauchy projection, one can easily verify the following.

**Proposition 2.2.** Let $f, g \in H(D^n)$ and assume $f + \overline{g} \in L^\infty$. Then we have $f, g \in H^p$ for all $p > 0$.

**Maximal ideal space.** Let $\mathcal{M}$ be the maximal ideal space of $H^\infty$ which is defined to be the set of all multiplicative linear functionals on $H^\infty$. As is well known, the space $\mathcal{M}$ becomes a compact Hausdorff space as a subset of the dual of $H^\infty$ with weak-star topology. See Theorem 11.9 of [12] for details. Identifying $z \in D^n$ with the multiplicative evaluation functional $f \mapsto f(z)$, we can regard $D^n$ as a subset of $\mathcal{M}$. In other words, $\varphi_z \in \mathcal{M}^{D^n}$. Equipped with product topology, the function space $\mathcal{M}^{D^n}$ is compact by Tychono’s theorem. Hence, for any net $\{\varphi_{z_\alpha}\}$ of automorphisms, there is a subnet $\{\varphi_{z_\beta}\}$ of $\{\varphi_{z_\alpha}\}$ such that $\varphi_{z_\beta}$ converges (pointwise) to a map $\varphi : D^n \to \mathcal{M}$. Now, we let

$$\Phi = \text{closure } \{\varphi_z : z \in D^n\} \setminus \{\varphi_z : z \in D^n\}$$

where the closure is taken in $\mathcal{M}^{D^n}$.

We will use a couple of basic facts concerning the maximal ideal space $\mathcal{M}$ and the class $\Phi$. First, note that $H^\infty \subset C(\mathcal{M})$ via the Gelfand transform. For bounded pluriharmonic functions, we have the following.

**Proposition 2.3.** Each bounded pluriharmonic function on $D^n$ extends to a continuous function on $\mathcal{M}$.

In what follows we will use the same notation for a bounded pluriharmonic function and its continuous extension on $\mathcal{M}$.

**Proposition 2.4.** If a net $\{\varphi_{z_\alpha}\}$ of automorphisms converges to some $\varphi \in \Phi$, then for any pluriharmonic function $u \in L^\infty$, the function $u \circ \varphi_{z_\alpha}$ converges to $u \circ \varphi$ uniformly on every compact subset of $D^n$. So, $u \circ \varphi \in L^\infty$ is also pluriharmonic on $D^n$.

The above two propositions are proved in [16] on the ball. The same proofs work on the polydisk and thus proofs are omitted.

### 3. $n$-Harmonic Functions

In this section we prove Theorem 1.2, which will play an essential role in the proof of Theorem 1.1. We begin with a simple lemma.

**Lemma 3.1.** Suppose $J_0, J_1, J_2$ are pairwise disjoint subsets of $I$. Let $p_j \in H(J_0 \cup J_j) / H(J_0)$ for $j = 1, 2$ and assume $p_1 + p_2 = 0$. Then $p_1 = p_2 = 0$. 
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Proof. Let \( z^j = (z_r)_{r \in I_j} \) for \( j = 0, 1, 2 \). Changing the coordinate system if necessary, we may write \( p_j = p_j(z^0, z^j) \) for \( j = 1, 2 \). Now, taking \( z^2 = 0 \), we have \( p_1(z^0, z^1) = -p_2(z^0, 0) \) and thus \( p_1 \in H(J_0 \cup J_1)/H(J_0) \cap H(J_0) = \{0\} \). So, we have \( p_1 = p_2 = 0 \). The proof is complete. \( \square \)

We are now ready to prove Theorem 1.2.

Proof of Theorem 1.2. First suppose (a) and show (b). So, assume that the function \( f \) is n-harmonic. Then, for each \( r \in I \), we have \( \partial_r \overline{\partial_r}(f \overline{g}) = \partial_r \overline{\partial_r}(h \overline{g}) \) and thus

\[
(3.1) \quad (\partial_r f)(\overline{\partial_r k}) = (\partial_r h)(\overline{\partial_r g}).
\]

Let \( I_0 \) be the set of all \( r \in I \) with \( (\partial_r f)(\overline{\partial_r h})(\overline{\partial_r g})(\partial_r k) = 0 \). Then, for each \( r \notin I_0 \), we have

\[
\frac{\partial_r h}{\partial_r f} = \frac{(\partial_r k)(\overline{\partial_r g})}{(\partial_r h)(\overline{\partial_r g})}
\]

and therefore there exists a constant \( \beta_\tau \neq 0 \) such that

\[
\partial_r h = \beta_\tau \partial_r f, \quad \partial_r k = \overline{\beta_\tau} \partial_r g.
\]

Now, define an equivalence relation on \( I \setminus I_0 \) by \( r \sim s \) if and only if \( \beta_\tau = \beta_s \) and let \( I_1, ..., I_m \) be the equivalence classes induced by \( \sim \). It follows that there are nonzero constants \( \alpha_1, ..., \alpha_m \) such that

\[
(3.2) \quad \partial_r h = \alpha_j \partial_r f, \quad \partial_r k = \overline{\alpha_j} \partial_r g, \quad r \in I_j,
\]

for each \( j \geq 1 \).

Note that, for \( r \in I_i, s \in I_j \) with \( i, j \geq 1 \) and \( i \neq j \), we have

\[
(\alpha_i - \alpha_j)\partial_r \partial_s f = \alpha_i \partial_r \partial_s f - \alpha_j \partial_r \partial_s f = \partial_s \partial_r h - \partial_r \partial_s h = 0
\]

and thus \( \partial_r \partial_s f = 0 \). This means that the power series of \( f \) cannot contain any terms involving both \( z_r \) and \( z_s \) with \( r \in I_i, s \in I_j \) whenever \( i, j \geq 1 \) and \( i \neq j \). Similarly, the same is true for \( g \). Also, since \( \alpha_j \)'s are nonzero, the same holds for \( h \) and \( k \). Therefore, we may decompose functions \( f, g, h \) and \( k \) as

\[
f = \sum_{j=0}^m f_j, \quad g = \sum_{j=0}^m g_j, \quad h = \sum_{j=0}^m h_j, \quad k = \sum_{j=0}^m k_j,
\]

where \( f_0, g_0, h_0, k_0 \in H(I_0) \) and \( f_j, g_j, h_j, k_j \in H(I_0 \cup I_j) \) for \( j \geq 1 \). Since we have \( f_0, g_0, h_0, k_0 \in H(I_0) \), we may further assume \( f_j, g_j, h_j, k_j \in H(I_0 \cup I_j)/H(I_0) \) for \( j \geq 1 \).

Now, we prove (b1) and (b2). Fix \( j \geq 1 \). Note that we have by (3.2)

\[
\partial_r (h_j - \alpha_j f_j) = \partial_r (h - \alpha_j f) = 0
\]

for all \( r \in I_j \). It follows that \( h_j - \alpha_j f_j \in H(I_0 \cup I_j)/H(I_0) \cap H(I_0) = \{0\} \) and thus \( h_j = \alpha_j f_j \). Similarly, we have \( k_j = \overline{\alpha_j} g_j \). Thus, (b1) and (b2) hold with \( p_j = f_j \) and \( q_j = g_j \) for \( j \geq 1 \).

Finally, we prove (b3). Let \( r \in I_0 \). Then by (3.1), one of the following four cases should occur:

\[
(\text{i})' \quad \partial_r f = \partial_r h = 0, \quad (\text{ii})' \quad \partial_r k = \partial_r g = 0,
(\text{iii})' \quad \partial_r f = \partial_r g = 0, \quad (\text{iv})' \quad \partial_r k = \partial_r h = 0.
\]
In the case (i)', we have by (b2)
\[ \partial_r f_0 + \sum_{j=1}^{m} \partial_r p_j = \partial_r h_0 + \sum_{j=1}^{m} \alpha_j \partial_r p_j = 0. \]

Note that, for each \( j \), we have \( \partial_r p_j \in H(I_0 \cup I_j)/H(I_0) \), because \( p_j \in H(I_0 \cup I_j)/H(I_0) \). Also, we have \( \partial_r f_0, \partial_r h_0 \in H(I_0) \). Thus, by repeated applications of Lemma 4.1, we conclude \( \partial_r f_0 = \partial_r h_0 = 0 \) and \( \partial_r p_j = 0 \) for each \( j \), which is just the case (i). Similarly, the remaining cases (ii)', (iii)' and (iv)' correspond to the cases (ii), (iii), and (iv), respectively. Therefore, we have (b).

Now, suppose (b) and show (c). By (b3), given \( r \in I_0 \), we have either \( \partial_r f_0 = \partial_r p_j = 0 \) for all \( j \) or \( \partial_r k_0 = \partial_r q_j = 0 \) for all \( j \). This means that we can decompose \( I_0 = J_1 \cup J_2 \) where \( J_1 \cap J_2 = \emptyset \) such that \( f_0 \in H(J_1), k_0 \in H(J_2), p_j \in H(J_1 \cup I_j), q_j \in H(J_2 \cup I_j) \) for all \( j \). Since
\[
\int_k - \sum_{j=1}^{m} \alpha_j p_j \overline{q}_j = f_0 \overline{k}_0 + \sum_{j=1}^{m} \alpha_j f_0 \overline{q}_j + \sum_{j=1}^{m} p_j \overline{k}_0 + \sum_{i \neq j} \alpha_j p_i \overline{q}_j
\]
by (b2), we see the function \( \int_k - \sum \alpha_j p_j \overline{q}_j \) can be written as a finite sum of functions of desired form. Also, a similar argument shows that the same is true for \( h \overline{g} - \sum \alpha_j p_j \overline{q}_j \). Hence, we conclude (c).

Finally, it is trivial that (c) implies (a). The proof is complete. \( \square \)

As a special case of Theorem 3.2, we have the following consequence.

**Corollary 3.2.** Let \( f, g \in H(D^n) \). Then the following statements are equivalent:

(a) \( |f|^2 - |g|^2 \) is \( n \)-harmonic.
(b) There are pairwise disjoint sets \( I_1, \ldots, I_m \) with \( \bigcup_{j=1}^{m} I_j = I \) for some positive integer \( m \leq n \), functions \( p_1, \ldots, p_m \) with \( p_j \in H(I_j) \) for each \( j \), and unimodular constants \( \alpha_1, \ldots, \alpha_m \) such that
\[ f = \sum_{j=1}^{m} p_j, \quad g = \sum_{j=1}^{m} \alpha_j p_j + \lambda \]
for some constant \( \lambda \).

**Proof.** By Theorem 3.2 with \( h = g \) and \( k = f \), we see that \( |f|^2 - |g|^2 \) is \( n \)-harmonic if and only if there are pairwise disjoint sets \( I_0, \ldots, I_m \) with \( \bigcup_{j=0}^{m} I_j = I \) for some nonnegative integer \( m \leq n \), functions \( f_0, g_0 \in H(I_0) \), constants \( \alpha_1, \ldots, \alpha_m \), and \( p_1, \ldots, p_m \) with \( p_j \in H(I_0 \cup I_j)/H(I_0) \) for each \( j \), such that
\[ f = f_0 + \sum_{j=1}^{m} p_j, \quad g = g_0 + \sum_{j=1}^{m} \alpha_j p_j \]
and
\[ |\alpha_j|^2 p_j = p_j, \quad \partial_r f_0 = \partial_r g_0 = \partial_r p_j = 0 \]
for all \( r \in I_0 \) and \( j \geq 1 \). By the first equation of the above, we may take \( |\alpha_j| = 1 \). By the second equation, we see that functions \( f_0, g_0 \) are constant. Thus, we may take \( f_0 = 0, I_0 = \emptyset \) and \( p_j \in H(I_j) \) for all \( j \geq 1 \). The proof is complete. \( \square \)
Lemma 3.3. Let \( m, \ell \) be integers with \( 1 \leq m < n, \ell \geq 0 \) and assume \( f \in H^2 \). Then, \( \partial f(z, \cdot) \in H^2(D^{n-m}) \) for each \( z \in D^m \). Furthermore, there exists a set \( E \subset T^{n-m} \) with \( \sigma_{n-m}(E) = 1 \) with the following properties:

(a) \( \partial f(z, \eta) = \lim_{r \to 1^{-}} \partial f(z, r\eta) \) exists for each \( z \in D^m \) and \( \eta \in E \).

(b) The function \( \partial f(z, \cdot) \) is holomorphic on \( D^m \) for each \( \eta \in E \).

Proof. Let \( \psi \) be a measurable function on \( D^m \), let \( N\psi \) be the non-tangential maximal function of \( \psi \) with respect to the nontangential approach region of a fixed aperture. Also, given \( u \in L^1(T^{n-m}) \), let \( Mu \) be the Hardy-Littlewood maximal function of \( u \). As is well-known, the operator \( M \) is bounded on \( L^2(T^{n-m}) \). Also, it is well known that if \( \psi \) is the Poisson integral of some \( u \in L^1(T^{n-m}) \), then \( N\psi \leq CMu \) for some constant \( C \) independent of \( u \).

Proof. Let \( z = (z_1, \ldots, z_n) \in D^m \) and \( \eta \in T^{n-m} \). Let \( \max_{1 \leq j \leq m} |z_j| < t < 1 \). Then, for arbitrary \( 0 < r < 1 \), we have by the Cauchy integral formula

\[
\partial f(z, \eta) = \frac{1}{\mathcal{L}} \int_{T^{n-m}} \frac{f(t, \eta)}{(1 - t \cdot z_j)^\ell} \prod_{j=1}^m (1 - t \cdot z_j)^{\ell} \sigma_m(\zeta) d\sigma_m(\zeta)
\]

and therefore

\[
\int_{T^{n-m}} |\partial f(z, \eta)|^2 d\sigma_{n-m}(\eta) \\
\leq C_\ell \frac{1}{(t - |z_j|)^{2\ell}} \prod_{j=1}^m (t - |z_j|)^{2\ell} \int_{T^{n-m}} |f(t, \eta)|^2 d\sigma_m(\zeta) d\sigma_{n-m}(\eta) \\
\leq \frac{C_\ell}{(t - |z_j|)^{2\ell}} \prod_{j=1}^m (t - |z_j|)^{2\ell} |f|^2_{H^2}.
\]

Hence, \( \partial f(z, \cdot) \in H^2(D^{n-m}) \).

Now, pick a sequence of positive numbers \( \{t_j\} \) increasing to 1 and let \( K_j = \{t_j z : z \in D^m \} \) for \( j \geq 1 \). Fix \( j \) and \( t_j < t < 1 \). Then the above estimate shows

\[
|\partial f(z, ru)|^2 \leq C_j \int_{T^{n-m}} |f(t, ru)|^2 d\sigma_m(\zeta)
\]
for all \( z \in K_j, \ 0 < r \leq 1 \) and \( w \in D^{n-m} \). Here and in what follows, the letter \( C_j = C_j(t) \) denotes various constants independent of \( f, z, r \) and \( w \). Let \( z \in D^m \) and \( 0 < r < 1 \). Then, it follows from \( \text{(3.3)} \) that

\[
\left( \sup_{z \in K_j} N \partial_1^f f_{z, r}(\eta) \right)^2 \leq C_j \int_{T^m} N f_{t \zeta, r}(\eta)^2 \, d\sigma_m(\zeta), \quad \eta \in T^{n-m},
\]

where we use the notation \( h_{z, r}(w) = h(z, rw) \) for holomorphic functions \( h \) on \( D^n \). Integrating both sides of the above on \( T^{n-m} \), we have

\[
\int_{T^{n-m}} \left( \sup_{z \in K_j} N \partial_1^f f_{z, r}(\eta) \right)^2 \, d\sigma_{n-m}(\eta) \\
\leq C_j \int_{T^m} \int_{T^{n-m}} N f_{t \zeta, r}(\eta)^2 \, d\sigma_{n-m}(\eta) \, d\sigma_m(\zeta) \\
\leq C_j \int_{T^m} \int_{T^{n-m}} N f_{t \zeta, r}(\eta)^2 \, d\sigma_{n-m}(\eta) \, d\sigma_m(\zeta) \\
\leq C_j \int_{T^m} \int_{T^{n-m}} |f_{t \zeta, r}(\eta)|^2 \, d\sigma_{n-m}(\eta) \, d\sigma_m(\zeta) \\
= C_j \int_{T^m} \int_{T^{n-m}} |f(t \zeta, r\eta)|^2 \, d\sigma_{n-m}(\eta) \, d\sigma_m(\zeta) \\
\leq C_j \|f\|^2_{H^2}. 
\]

Thus, by Fatou’s lemma, we have

\[
(3.4) \quad \int_{T^{n-m}} \left( \sup_{z \in K_j} N \partial_1^f f_{z, 1}(\eta) \right)^2 \, d\sigma_{n-m}(\eta) \leq C_j \|f\|^2_{H^2}. 
\]

Having the above inequality, one may now follow the well-known proof of Fatou’s theorem to conclude that there exists a set \( E_j \subset T^{n-m} \) with \( \sigma_{n-m}(E_j) = 1 \) such that nontangential limits of \( \partial_1^f f(z, \cdot) \) exist at all points in \( E_j \) for each \( z \in K_j \). Let \( E = \bigcap_{j=1}^{\infty} E_j \). Then we still have \( \sigma_{n-m}(E) = 1 \) and nontangential limits of \( \partial_1^f f(z, \cdot) \) exist at all points in \( E \) for each \( z \in D^m \). This proves (a).

Note that \( \text{(3.4)} \) yields

\[
\sup_{z \in K_j} N \partial_1^f f_{z, 1}(\eta) < \infty
\]

for almost all points \( \eta \) in \( T^{n-m} \). We may assume the above holds for \( \eta \in E_j \). Thus, given a compact set \( K \subset D^m \), we have

\[
\sup_{z \in K} N \partial_1^f f_{z, 1}(\eta) < \infty
\]

for each \( \eta \in E \). In particular, given \( \eta \in E \), we see that functions \( \partial_1^f f(\cdot, r\eta), \ 0 < r < 1 \), form a normal family and thus (b) holds. The proof is complete. \( \square \)

The following is taken from Lemma 9 of [3].

**Lemma 3.4.** Let \( \Omega \) be a given connected open subset of \( \mathbb{C}^n \). If \( A_i \) and \( B_i \) \((1 \leq i \leq \ell)\) are holomorphic functions such that \( \sum_{i=1}^{\ell} A_i \overline{B}_i = 0 \) on \( \Omega \), then \( \sum_{i=1}^{\ell} A_i(z) \overline{B}_i(w) = 0 \) for all \( z, w \in \Omega \).
Now, we prove the following theorem, which does not extend to \( n \geq 2 \). For \( n = 1 \), it is not hard to find counterexamples. For \( n = 2 \), we have a counterexample:

\[
(3.5) \quad f = -g = (1 - z_1)(1 - z_2), \quad h = k = (1 + z_1)(1 + z_2).
\]

**Theorem 3.5** \((n \geq 3)\). Let \( f, h, k, g \in H^2 \). Then the following statements are equivalent:

(a) \( \overline{f_k - h\overline{g}} \) is n-harmonic.
(b) \( \overline{f_k - h\overline{g}} \) is boundary n-harmonic.

**Proof.** The implication (a) \( \Rightarrow \) (b) is trivial. We prove (b) \( \Rightarrow \) (a). So, assume (b). By symmetry we only need to prove

\[
(\partial_1 f)(\overline{\partial_1 k}) = (\partial_1 h)(\overline{\partial_1 g}).
\]

First, let us introduce some notation. For simplicity, put \( F = \partial_1 f, G = \partial_1 g, H = \partial_1 h \) and \( K = \partial_1 k \). Then, by Lemma [3.3] there exists a set \( E \subset T \) with \( \sigma_f(E) = 1 \) such that, given \( \eta \in E \), the functions \( F(\cdot, \eta), G(\cdot, \eta), H(\cdot, \eta) \) and \( K(\cdot, \eta) \) are holomorphic on \( D^{n-1} \). Also, we may assume that, given \( \zeta \in E \), the functions \( F(\cdot, \zeta, \cdot), G(\cdot, \zeta, \cdot), H(\cdot, \zeta, \cdot) \) and \( K(\cdot, \zeta, \cdot) \) are holomorphic on \( D^{n-1} = D^{n-2} \times D \).

Now, since we have

\[
\lim_{a \to \partial D^n} \overline{\Delta_1(f_k - h\overline{g})}(a) = 0
\]

by assumption, it follows that

\[
\lim_{t \to 1} (\overline{FK} - H\overline{G})(z, t\eta) = 0
\]

for all \( z \in D^{n-1} \) and \( \eta \in T \). In particular, we obtain

\[
(\overline{FK} - H\overline{G})(z, \eta) = 0
\]

for all \( z \in D^{n-1} \) and \( \eta \in E \). Thus, we have by Lemma [8.4] \((3.7)\)

\[
F(z, \eta)K(w, \eta) = H(z, \eta)G(w, \eta)
\]

for all \( z, w \in D^{n-1} \) and \( \eta \in E \).

Let \( E_f \) be the set of all \( \eta \in E \) such that \( F(\cdot, \eta) = 0 \). Define the sets \( E_g, E_h \) and \( E_k \) in a similar way. First, consider the case where one of the sets \( E_f, E_g, E_h \) and \( E_k \) is of positive \( \sigma_1 \)-measure. Without loss of generality, assume \( \sigma_f(E_f) > 0 \). Let \( z \in D^{n-1} \). Note that \( F(z, \cdot) \in H^2(D) \) by Lemma [3.3]. Since the boundary function of \( F(z, \cdot) \) vanishes on a set of positive \( \sigma_1 \)-measure, we have \( F(z, \cdot) = 0 \) on \( D \). It follows that \( F = 0 \) on \( D^n \). Thus, we see from \((3.7)\) that

\[
H(z, \eta)G(z, \eta) = 0
\]

for all \( z \in D^{n-1} \) and \( \eta \in E \). This means that, for each \( z \in D^{n-1}, \) the boundary function of \( H(z, \cdot)G(z, \cdot) \in H^1(D) \) vanishes on \( E \). Hence, \( HG = 0 \) on \( D^n \). So, we have \((3.6)\).

Now, assume that all the sets \( E_f, E_g, E_h \) and \( E_k \) are of \( \sigma_1 \)-measure 0. We may further assume that, for each \( \eta \in E \), all the functions \( F(\cdot, \eta), G(\cdot, \eta), H(\cdot, \eta) \) and \( K(\cdot, \eta) \) are not identically 0 on \( D^{n-1} \). Thus, we see from \((3.7)\) that, for each \( \eta \in E \), there exists a constant \( \alpha(\eta) \) such that

\[
F(b, \lambda, \eta) = \alpha(\eta) H(b, \lambda, \eta)
\]

for all \( b \in D^{n-2} \) and \( \lambda \in D \).
Repeating exactly the same argument as above, we may assume that, given \( \zeta \in E \), the functions \( F(\cdot, \zeta, \cdot) \), \( H(\cdot, \zeta, \cdot) \) are not identically 0 on \( D^{n-1} \) and there is a constant \( \beta(\zeta) \) such that
\[
F(b, \zeta, \lambda) = \beta(\zeta) \cdot H(b, \zeta, \lambda)
\]
for all \( b \in D^{n-2} \) and \( \lambda \in D \).

Now, choose \( b_0 \in D^{n-2} \) for which \( F(b_0, \cdot) \) and \( H(b_0, \cdot) \) are not identically 0. By Lemma 3.3, we have \( F(b_0, \cdot), H(b_0, \cdot) \in H^2(D^2) \) (it is in this step where we use the hypothesis \( n \geq 3 \)). Hence, \( F(b_0, \cdot) \) and \( H(b_0, \cdot) \) have nonzero boundary values at almost all points of \( T^2 \). Therefore, we may further assume that \( F(b_0, \cdot) \) and \( H(b_0, \cdot) \) have nonzero boundary values on \( E \times E \). Thus, given \( \eta, \zeta \in E \), we obtain \( \alpha(\eta) = \beta(\zeta) \) by (3.8) and (3.9). It follows that \( \alpha(\eta) = \alpha \) is also independent of \( \eta \).

We now have
\[
F(z, \eta) = \alpha H(z, \eta)
\]
for all \( z \in D^{n-1} \) and \( \eta \in E \). This yields \( F = \alpha H \) on \( D^n \) as before. Similarly, we have \( G = \alpha K \). So, (3.6) holds. The proof is complete.

Now, Theorem 1.4 follows from Theorem 1.1, Theorem 1.3 and Theorem 3.5.

As a corollary of the proof of Theorem 3.5, we have the following.

**Corollary 3.6** \((n \geq 2)\). Let \( f, g \in H^2 \). Then the following statements are equivalent:

(a) \( f \overline{g} \) is \( n \)-harmonic.
(b) \( f \overline{g} \) is boundary \( n \)-harmonic.

## 4. Commuting Toeplitz operators

In this section we prove Theorem 1.1. The following fact is very useful for our purpose.

**Proposition 4.1.** Let \( f, g \in A^2 \). If \( \partial_j f = 0 \) or \( \partial_j g = 0 \) for each \( j \), then we have
\[
P(f \overline{g} K_a) = fg(a) K_a
\]
for \( a \in D^n \). The converse also holds for \( f, g \in H^2 \).

**Proof.** Suppose \( \partial_j f = 0 \) or \( \partial_j g = 0 \) for each \( j \). Then there are disjoint sets \( J_1, J_2 \) with \( J_1 \cup J_2 = I \) such that \( f \in H(J_1) \) and \( g \in H(J_2) \). Write \( z^j = (z_{r})_{r \in J_j} \) for \( j = 1, 2 \). By changing the coordinate system if needed, we may write \( z = (z^1, z^2) \) for \( z \in D^n \). By assumption, we may regard \( f \) and \( g \) as functions holomorphic on lower-dimensional polydisks. That is, we may write \( f(z) = f(z^1) \) and \( g(z) = g(z^2) \) for \( z \in D^n \). Also, note \( K_a(z) = K_{a^1}(z^1) K_{a^2}(z^2) \) for \( z, a \in D^n \). Here, we abuse the notation \( K_{a^1} \) and \( K_{a^2} \) for the kernel functions on the corresponding lower dimensional polydisks. Thus, for every \( a, z \in D^n \), we have
\[
\langle f K_{a^1}, gK_{a^2} \rangle = \langle f K_{a^1} K_{a^2}, gK_{z^1} K_{z^2} \rangle
\]
\[
= \langle f K_{a^1} K_{z^1} K_{z^2}, gK_{z^2} \rangle
\]
\[
= \langle f K_{a^1} K_{z^2}, gK_{z^2} \rangle K_{a^2} K_{a^2}
\]
\[
= f(z) K_{a^1}(z^1) g(a^2) K_{z^2}(a^2)
\]
\[
= f(z) g(a) K_{a}(z)
\]
and therefore

\[ P(f\overline{g}K_a)(z) = \langle f\overline{g}K_a, K_z \rangle = \langle fK_a, gK_z \rangle = f(z)\overline{g(a)}K_a(z) \]

for every \( a, z \in D^n \).

Now, let \( f, g \in H^2 \) and assume (4.1) holds. Let \( a \in D^n \) be an arbitrary point. Then, by (2.3) we have

\[ \langle P(f\overline{g}k_a), k_a \rangle = \langle f\overline{g(a)}k_a, k_a \rangle = f(a)\overline{g(a)} \]

On the other hand, we have

\[ \langle P(f\overline{g}k_a), k_a \rangle = \langle f\overline{g}k_a, k_a \rangle = \int_{D^n} (f\overline{g}) \circ \varphi_a \ dV \]

by (2.2). It follows that

\[ \int_{D^n} (f\overline{g}) \circ \varphi_a \ dV = f(a)\overline{g(a)}. \]

Note \( R(f\overline{g}) \in L^\infty \) by (2.4). Now, by Proposition 2.1 we conclude that \( f\overline{g} \) is \( n \)-harmonic and therefore \( \partial_j f = 0 \) or \( \partial_j g = 0 \) for each \( j \). This completes the proof.

We now turn to the proof of Theorem 1.1.

**Proof of Theorem 1.1**. We first prove (a) \( \Rightarrow \) (b). So, assume \( T_uT_v = T_vT_u \) on \( A^2 \). Since \( u \) and \( v \) are bounded, the functions \( f, g, h \) and \( k \) are all in \( H^2 \) and hence in \( A^2 \) by Proposition 2.2. Fix a point \( a \in D^n \). By Proposition 4.1, we have \( P(f\overline{g}k_a) = \overline{g(a)}k_a \) and hence

\[ T_{f+\overline{g}}k_a = P((f+\overline{g})k_a) = (f+\overline{g(a)})k_a. \]

Therefore, we have

\[ T_{h+\overline{k}}T_{f+\overline{g}}k_a = P((h+\overline{k})(f+\overline{g(a)})k_a) \]

\[ = fhk_a + \overline{h(g(a))}k_a + \overline{g(a)}k(a)k_a + P(f\overline{g}k_a). \]

Similarly, we also have

\[ T_{f+\overline{g}}T_{h+\overline{k}}k_a = fhk_a + \overline{f(k(a))}k_a + \overline{g(a)}k(a)k_a + P(h\overline{g}k_a). \]

It follows that

\[ (4.2) \quad [T_{f+\overline{g}}T_{h+\overline{k}} - T_{h+\overline{k}}T_{f+\overline{g}}]k_a = [f\overline{k(a)} - h\overline{g(a)}]k_a - P(f\overline{k} - h\overline{g})k_a. \]

Since \( T_{f+\overline{g}}T_{h+\overline{k}} = T_{h+\overline{k}}T_{f+\overline{g}} \) by assumption, we get

\[ P([f\overline{k} - h\overline{g}]k_a) = [f\overline{k(a)} - h\overline{g(a)}]k_a. \]

Now, as in the proof of the second part of Proposition 4.1 the above leads to the \( n \)-harmonicity of \( f\overline{k} - h\overline{g} \).

Next, we prove (b) \( \Rightarrow \) (a). So, assume \( f\overline{k} - h\overline{g} \) is \( n \)-harmonic. Note that the set \( \{ k_a : a \in D^n \} \) spans a dense subset of \( A^2 \). Thus, in order to prove \( T_uT_v = T_vT_u \), it is sufficient to show

\[ (4.3) \quad P([f\overline{k} - h\overline{g}]k_a) = [f\overline{k(a)} - h\overline{g(a)}]k_a, \quad a \in D^n, \]

by (1.2).
Now, write $f^k - h^g = \sum A_iB_i$ where $A_i, B_i$ are functions as in (c) of Theorem 1.2. Let $z, a \in D^n$. Then, by Lemma 3.2 we have
\[ f(z)k(a) - h(z)g(a) = \sum A_i(z)B_i(a). \]
By the remark at the end of Section 3, we may assume $A_i, B_i \in A^2$. It follows from Proposition 4.1 that
\[ P[(f^k - h^g)k_a](z) = \sum P(A_iB_i k_a)(z) = \sum A_i(z)B_i(a)k_a(z) = [f(z)k(a) - h(z)g(a)]k_a(z). \]
So, we conclude (4.3), as desired. The proof is complete.

Note that the adjoint of $T_u$ is $T_{\overline{u}}$. It follows that $T_u$ is normal if and only if $T_uT_{\overline{u}} = T_{\overline{u}}T_u$. Thus, by Theorem 1.1 and Corollary 3.2, we have the following.

**Corollary 4.2.** Let $u \in L^\infty$ be a pluriharmonic symbol. Then the following statements are equivalent:

(a) $T_u$ is normal on $A^2$.

(b) There are pairwise disjoint sets $I_1, \ldots, I_m$ with $\bigcup_{j=1}^m I_j = I$ for some positive integer $m \leq n$, functions $p_1, \ldots, p_m$ with $p_j \in H(I_j)$ for each $j$, and unimodular constants $\alpha_1, \ldots, \alpha_m$ such that
\[ u = \sum_{j=1}^m \alpha_j(p_j + \overline{p_j}) + \lambda \]
for some constant $\lambda$.

Remarks
1. In the case $n = 1$, (4.4) is equivalent to the fact that $u(D)$ is contained in a straight line, which is also pointed out in [11]. However, such a characterization for a normal Toeplitz operator is no longer true for $n > 1$. In fact, it is not hard to see that $u(D^n)$ is contained in a straight line if and only if $u = \alpha(p + \overline{p}) + \lambda$ for some constants $\alpha, \lambda$ and $p \in H(D^n)$, which belongs to only a small part of functions of the form (4.4).

2. The same arguments used in this section work for the Toeplitz operators on the Hardy space $H^2$. Thus, the Hardy space versions of Theorem 1.1 and Corollary 4.2 are also valid.

5. **Essentially commuting Toeplitz operators**

In this section we prove Theorem 1.3. The proof will be completed by proving the following sequence of implications:
\[ (a) \Rightarrow (b) \Rightarrow (c) \Rightarrow (b) \Rightarrow (a). \]
Since proofs are somewhat long, we will prove each implication separately.

For the proof of the implication $(a) \Rightarrow (b)$, we introduce some notation. For each $a \in D^n$, we define a linear operator $U_a$ on $L^2$ by
\[ U_a \psi = (\psi \circ \varphi_a)k_a \]
for $\psi \in L^2$. One can readily see that $U_a$ is an isometry taking $A^2$ onto itself. Also, since $\varphi_a \circ \varphi$ is the identity on $D^n$, one can see that $U_a U_a$ is the identity. Moreover, for $u \in L^\infty$, we have

$$T_{u \circ \varphi_a} = U_a T_u U_a, \quad a \in D^n. \tag{5.1}$$

This is proved in [1] on $D$ and the same proof works on $D^n$.

**Proof of (a) $\Rightarrow$ (b).** Let $\varphi \in \Phi$. Since the set $\{k_a : a \in D^n\}$ spans a dense subset of $A^2$, it is sufficient to show that

$$\langle T_{u \circ \varphi} T_{v \circ \varphi} - T_{v \circ \varphi} T_{u \circ \varphi} \rangle k_a = 0, \quad a \in D^n. \tag{5.2}$$

Choose a net $\{w_\alpha\}$ in $D^n$ such that $\varphi_{w_\alpha} \to \varphi$. First, note $u \circ \varphi_{w_\alpha} \to u \circ \varphi$ and $v \circ \varphi_{w_\alpha} \to v \circ \varphi$ uniformly on every compact subset of $D^n$ by Proposition [2.4]. Moreover, since $u$ and $v$ are bounded, we have

$$u \circ \varphi_{w_\alpha} \to u \circ \varphi, \quad v \circ \varphi_{w_\alpha} \to v \circ \varphi \quad \text{in} \ L^2.$$

Fix $a \in D^n$. Then it follows from the above that $(v \circ \varphi_{w_\alpha}) k_a \to (v \circ \varphi) k_a$ in $L^2$. So, $P[(v \circ \varphi_{w_\alpha}) k_a] \to P[(v \circ \varphi) k_a]$ in $L^2$. Since $u \circ \varphi_{w_\alpha}$ is bounded and converges pointwise to $u \circ \varphi$, it is not hard to see

$$P[u \circ \varphi_{w_\alpha} P(v \circ \varphi_{w_\alpha} k_a)] \to P[u \circ \varphi P(v \circ \varphi k_a)] \quad \text{in} \ L^2.$$

In other words,

$$T_{u \circ \varphi_{w_\alpha}} \to T_{u \circ \varphi} \quad \text{in} \ L^2.$$

Similarly, we have

$$T_{\varphi_{w_\alpha}} \to T_{\varphi} \quad \text{in} \ L^2.$$

It follows from (5.1) that

$$\|\langle T_{u \circ \varphi} T_{v \circ \varphi} - T_{v \circ \varphi} T_{u \circ \varphi} \rangle k_a \|_2 = \lim_{\alpha} \|\langle T_{u \circ \varphi_{w_\alpha}} T_{v \circ \varphi_{w_\alpha}} - T_{v \circ \varphi_{w_\alpha}} T_{u \circ \varphi_{w_\alpha}} \rangle k_a \|_2$$

$$= \lim_{\alpha} \|U_{w_\alpha} (T_u T_v - T_v T_u) U_{w_\alpha} k_a \|_2$$

$$= \lim_{\alpha} \|k_a U_{w_\alpha} (T_u T_v - T_v T_u) U_{w_\alpha} \|_2,$$

where $\|\cdot\|_2$ denotes the $L^2$-norm. It is easy to see that $U_{w_\alpha} k_a$ converges to 0 weakly in $A^2$. Hence, the compactness of $T_u T_v - T_v T_u$ yields (5.2). This completes the proof. \qed

For the proof of equivalence (b) $\Leftrightarrow$ (c), we first prove the following lemma. In the proof below, we will use the well-known fact that

$$\tilde{\Delta}_j (u \circ \varphi) = (\Delta_j u) \circ \varphi, \quad j = 1, \ldots, n,$$

for all $\varphi \in \text{Aut}(D^n)$ and $u \in C^2(D^n)$.

**Lemma 5.1.** Let $u = f + g$, $v = h + K$ be as in the hypothesis of Theorem L.8. Suppose $\{\varphi_{w_\alpha}\}$ is a net such that $\varphi_{w_\alpha} \to \varphi \in \Phi$. If $u \circ \varphi = F + G$, $v \circ \varphi = H + K$ where $F, G, H, K \in H(D^n)$, then

$$\tilde{\Delta}_j (f K - h G) \circ \varphi_{w_\alpha} \to \tilde{\Delta}_j (F K - H G)$$

for each $j$. 
Proof. Fix $j$. Put $f_{a} = f \circ \varphi_{w_{a}} - f(w_{a})$ and $k_{a} = k \circ \varphi_{w_{a}} - k(w_{a})$ for simplicity. First, by (5.3), we have

$$\Delta_{j}(f_{a}K_{a} - h_{a}G_{a}) = \Delta_{j}((fK - hG) \circ \varphi_{w_{a}}) = \Delta_{j}(fK - hG) \circ \varphi_{w_{a}}.$$ 

Thus, it remains to show

(5.4) $$\Delta_{j}(f_{a}K_{a} - h_{a}G_{a}) = \Delta_{j}(F\overline{K} - H\overline{G}).$$ 

Note that

$$u \circ \varphi_{w_{a}} - u(w_{a}) \rightarrow u \circ \varphi - u \circ \varphi(0)$$

uniformly on every compact subset of $D^{n}$. In particular, since $u$ and $v$ are bounded,

$$u \circ \varphi_{w_{a}} - u(w_{a}) \rightarrow u \circ \varphi - u \circ \varphi(0)$$
in $L^{2}$.

Now, using the $L^{2}$-boundedness of the Bergman projection $P$, we have

$$P[u \circ \varphi_{w_{a}} - u(w_{a})] \rightarrow P[u \circ \varphi - u \circ \varphi(0)]$$
in $L^{2}$.

Note that an application of Proposition 4.1 yields

$$P[u \circ \varphi_{w_{a}} - u(w_{a})] = f_{a}, \quad P[u \circ \varphi - u \circ \varphi(0)] = F - F(0).$$

Hence, $f_{a} \rightarrow F - F(0)$ in $L^{2}$. It follows that $f_{a} \rightarrow F - F(0)$ uniformly on every compact subset of $D^{n}$ and therefore $\partial_{j}f_{a} \rightarrow \partial_{j}F$. Applying the same reasoning to $\overline{u}$, we have $\partial_{j}k_{a} \rightarrow \partial_{j}K$. Since

$$\Delta_{j}(f_{a}K_{a})(z) = (1 - |z|^{2})^{2}\partial_{j}f_{a} \partial_{j}k_{a},$$

it follows that

$$\Delta_{j}(f_{a}K_{a}) \rightarrow (1 - |z|^{2})^{2}\partial_{j}F \partial_{j}K = \Delta_{j}(F\overline{K}).$$

Similarly, we have $\Delta_{j}(h_{a}G_{a}) \rightarrow \Delta_{j}(H\overline{G})$. Hence, (5.4) holds. This completes the proof.

We now prove that (b) implies (c) and vice versa.

Proof of (b) $\Rightarrow$ (c). It is sufficient to show that, for a given net $\{w_{a}\}$ such that $\varphi_{w_{a}} \rightarrow \varphi$ for some $\varphi \in \Phi$,

(5.5) $$\Delta_{j}(fK - hG)(w_{a}) \rightarrow 0$$

holds for each $j$. So, fix a net $\{w_{a}\}$ such that $\varphi_{w_{a}} \rightarrow \varphi$ for some $\varphi \in \Phi$ and let $F, G, H, K$ be as in Lemma 5.1. Since $T_{\varphi_{w_{a}}}F$ and $T_{\varphi_{w_{a}}}G$ commute by assumption, Theorem 1.1 shows the function $F\overline{K} - H\overline{G}$ is $n$-harmonic. Hence $\Delta_{j}(F\overline{K} - H\overline{G}) = 0$ for each $j$. Consequently, by Lemma 5.1, $\Delta_{j}$ with evaluation at the origin, we have (5.5) as desired. The proof is complete.

Proof of (c) $\Rightarrow$ (b). Let $\varphi \in \Phi$ and assume $\varphi_{w_{a}} \rightarrow \varphi$. Let $u \circ \varphi = F + \overline{G}$ and $v \circ \varphi = H + \overline{K}$ as before. Fix an arbitrary point $a \in D^{n}$ and put $z_{a} = \varphi_{w_{a}}(a)$. Since $\varphi_{a} \circ \varphi_{w_{a}} \circ \varphi_{z_{a}} \in \text{Aut}(D^{n})$ fixes the origin, it is a unitary transformation, say $U_{a,\alpha}$. Thus we have

(5.6) $$\varphi_{z_{a}} = \varphi_{w_{a}} \circ \varphi_{a} \circ U_{a,\alpha}.$$ 

Since the set of all unitary transformations is compact, we may assume $U_{a,\alpha}$ converges to some unitary transformation $U_{a}$. Now, for a given function $\psi \in H^{\infty}$, since $\psi \circ \varphi_{w_{a}} \rightarrow \psi \circ \varphi$ uniformly on every compact subset of $D^{n}$ and $\varphi_{a} \circ U_{a,\alpha} \rightarrow \varphi_{a} \circ U_{a}$, we see that $\psi \circ \varphi_{w_{a}} \circ \varphi_{a} \circ U_{a,\alpha} \rightarrow \psi \circ \varphi \circ \varphi_{a} \circ U_{a}$. This, together with (5.6), shows $\varphi_{z_{a}} \rightarrow \phi$ where $\phi = \varphi \circ \varphi_{a} \circ U_{a}$. By the same argument, we have $u \circ \varphi_{z_{a}} \rightarrow u \circ \phi$.
and \( v \circ \varphi_{z_n} \to v \circ \hat{\varphi} \) uniformly on every compact subset of \( D^n \). Note that \( \varphi \in \Phi \) implies \( u_n \to \partial D^n \) and thus \( z_n \to \partial D^n \). So, \( \hat{\varphi} \in \Phi \).

Now, since \( u \circ \hat{\varphi} = F \circ \varphi \circ U_n + G \circ \varphi \circ U_n \) and \( v \circ \hat{\varphi} = H \circ \varphi \circ U_n + K \circ \varphi \circ U_n \), it follows from Lemma 5.1 and (5.3) that

\[
0 = \lim_{\alpha} \Delta_j[fK - hG](z_\alpha) = \Delta_j[(F \circ K - H \circ G) \circ \varphi \circ U_n](0) = \Delta_j[F \circ K - H \circ G](\varphi \circ U_n(0)) = \Delta_j[F \circ K - H \circ G](\alpha)
\]

for all \( j \). So, the function \( F \circ K - H \circ G \) is \( n \)-harmonic. Thus, \( T_{u \circ \varphi} \) and \( T_{v \circ \varphi} \) commute by Theorem 1.1. The proof is complete.

For the proof of the implication (b) \(\Rightarrow\) (a), we introduce some notation. Given a pair of bounded pluriharmonic symbols \( u = f + g \) and \( v = h + K \), where \( f, g, h, k \in H(D^n) \), we let

\[
R_{u,v}(z,a) = (f(z) - f(a))(h(z) - h(a)) (g(z) - g(a)) + \cdots
\]

for \( z, a \in D^n \). The significance of the function \( R_{u,v} \) lies in the fact that the commutator \( T_u T_v - T_v T_u \) can be expressed as an integral operator given by

\[
(T_u T_v - T_v T_u)\psi(a) = \int_{D^n} R_{u,v}(z,a) K_a(z) \psi(z) dV(z)
\]

for \( \psi \in A^2 \) and \( a \in D^n \). Recall that the functions \( f, g, h \) and \( k \) are all in \( H^p \) and hence in \( A^p \) for all \( p > 0 \) by Proposition 2.2. In particular, we have \( R(\cdot, a) \in L^2 \) for each fixed \( a \in D^n \). Thus, the above integral is well defined. The above representation is well known. See, for example, [4] for details on the ball. The same proof works on \( D^n \).

Finally, we prove that (b) implies (a).

Proof of (b) \(\Rightarrow\) (a). Put \( R = R_{u,v} \) and \( R_{\varphi} = R_{u \circ \varphi, v \circ \varphi} \) for \( \varphi \in \Phi \). First, we claim the following:

\[
\lim_{a \to \partial D^n, \varphi \in \Phi} \inf \int_{D^n} |R(\varphi(a,z),a) - R_{\varphi}(z,0)|^4 dV(z) = 0.
\]

Suppose not. Then there exists a net \( \{w_\alpha\} \) such that \( w_\alpha \to \partial D^n \) and

\[
\inf \int_{D^n} |R(\varphi_{w_\alpha}(z),w_\alpha) - R_{\varphi}(z,0)|^4 dV(z) > 0
\]

for all \( w_\alpha \). Now, by taking a subnet if necessary, we may assume \( \varphi_{w_\alpha} \to \varphi \) for some \( \varphi \in \Phi \). Note that

\[
u \circ \varphi_{w_\alpha} - u(w_\alpha) \to u \circ \varphi - u \circ \varphi(0)
\]

uniformly on every compact subset of \( D^n \). In particular, since \( u \) and \( v \) are bounded,

\[
u \circ \varphi_{w_\alpha} - u(w_\alpha) \to u \circ \varphi - u \circ \varphi(0)
\]

in \( L^2 \). Now, using the \( L^p \)-boundedness of the Bergman projection \( P \) for \( p > 1 \), we have in particular

\[
P[u \circ \varphi_{w_\alpha} - u(w_\alpha)] \to P[u \circ \varphi - u \circ \varphi(0)]
\]

in \( L^2 \).
On the other hand, letting $u \circ \varphi = F + G$ and $v \circ \varphi = H + K$, we see that an application of Proposition 4.1 yields

$$P[u \circ \varphi_{w_\alpha} - u(w_\alpha)] = f \circ \varphi_{w_\alpha} - f(w_\alpha), \quad P[u \circ \varphi - u \circ \varphi(0)] = F - F(0).$$

Hence, $f \circ \varphi_{w_\alpha} - f(w_\alpha) \to F - F(0)$ in $L^{28}$. Similarly, we have $k \circ \varphi_{w_\alpha} - k(w_\alpha) \to K - K(0)$ in $L^{28}$. It follows that

$$[f \circ \varphi_{w_\alpha} - f(w_\alpha)][k \circ \varphi_{w_\alpha} - k(w_\alpha)] \to [F - F(0)][K - K(0)] \quad \text{in} \quad L^{14},$$

Also, the same is true for functions $h, g$. Hence, we have

$$R(\varphi_{w_\alpha}(), w_\alpha) - R(\varphi, 0) \to 0 \quad \text{in} \quad L^{14},$$

which is a contradiction to (5.9). Thus, we have (5.8).

Fix $\varphi \in \Phi$ and $\psi \in A^2$. Then $T_{u \circ \varphi}$ and $T_{v \circ \varphi}$ are commuting by assumption. Hence, a simple application of (5.11) yields $T_{u \circ \varphi \circ \varphi \circ \varphi \circ \varphi} = T_{\varphi \circ \varphi \circ \varphi} T_{u \circ \varphi \circ \varphi \circ \varphi}$ for $a \in D^n$. In particular, we have

$$(T_{u \circ \varphi \circ \varphi \circ \varphi \circ \varphi} - T_{\varphi \circ \varphi \circ \varphi})\psi(a) = 0, \quad a \in D^n.$$ 

Note that

$$R_{u \circ \varphi \circ \varphi \circ \varphi \circ \varphi}(z, a) = R_{u \circ \varphi \circ \varphi \circ \varphi \circ \varphi}(\varphi_a(z), \varphi_a(a)) = R_{u \circ \varphi \circ \varphi \circ \varphi \circ \varphi}(\varphi_a(z), 0).$$

Thus, (5.7) shows

$$\int_{D^n} \frac{R_{\varphi}(\varphi_a(z), 0)}{\prod_{j=1}^n (1 - a_j \bar{z}_j)^2} \psi(z) dV(z) = 0.$$

It follows from (5.7) again that

$$(5.10) \quad (T_u T_v - T_v T_u)\psi(a) = \int_{D^n} \frac{R(z, a) - R_{\varphi}(\varphi_a(z), 0)}{\prod_{j=1}^n (1 - a_j \bar{z}_j)^2} \psi(z) dV(z)$$

for $a \in D^n$.

For each $\rho \in (0, 1)$, let $M_\rho : L^2 \to L^2$ be the multiplication operator by the characteristic function of $\rho D^n$. Here, $\rho D^n = \{\rho z : z \in D^n\}$. Then $M_\rho$ is compact when restricted to $A^2$. Thus, the operator $M_\rho(T_u T_v - T_v T_u)$ is also compact. Put

$$S_\rho = (1 - M_\rho)(T_u T_v - T_v T_u)$$

for simplicity. We note from (5.10) that

$$S_\rho \psi(a) = \chi_\rho(a) \int_{D^n} \frac{R(z, a) - R_{\varphi}(\varphi_a(z), 0)}{\prod_{j=1}^n (1 - a_j \bar{z}_j)^2} \psi(z) dV(z), \quad a \in D^n,$$

where $\chi_\rho = \chi_{D^n \setminus \rho D^n}$. 


By \((2.2)\) and simple manipulations, one obtains
\[
\int_{D^n} \frac{|R(z, a) - R_{\varphi_a}(z, 0)|^2}{\prod_{j=1}^n |1 - a_j z_j|^2 \sqrt{1 - |z_j|^2}} \, dV(z)
\]
\[
= \int_{D^n} \frac{|R(\varphi_a(z), a) - R(\varphi_a(z), 0)|^2 |K_a(z)|^2}{\prod_{j=1}^n |1 - a_j \varphi_a(z_j)|^2 \sqrt{1 - |\varphi_a(z_j)|^2}} \, dV(z)
\]
\[
= \frac{1}{\prod_{j=1}^n \sqrt{1 - |a_j|^2}} \int_{D^n} \frac{|R(\varphi_a(z), a) - R(\varphi_a(z), 0)|^2}{\prod_{j=1}^n |1 - a_j z_j| \sqrt{1 - |z_j|^2}} \, dV(z)
\]
\[
\leq \frac{1}{\prod_{j=1}^n \sqrt{1 - |a_j|^2}} \left( \int_{D^n} |R(\varphi_a(z), a) - R(\varphi_a(z), 0)|^{14} \, dV(z) \right)^{1/7}
\times \left( \int_{D^n} \prod_{j=1}^n |1 - a_j z_j|^{7/6} (1 - |z_j|^2)^{7/12} \right)^{6/7},
\]
where the inequality holds by Hölder’s inequality with the conjugate exponents \(7/6\) and \(7\). On the other hand, by an application of Lemma 4.2 of [13], we can see
\[
\int_{D^n} \prod_{j=1}^n \frac{1}{|1 - a_j z_j|^{7/6} (1 - |z_j|^2)^{7/12}} \, dV(z) \leq C
\]
for some constants \(C\). Here and in the rest of the proof, we use the same letter \(C\) for various constants depending only on \(n\). It follows that
\[
\int_{D^n} \frac{|R(z, a) - R_{\varphi_a}(z, 0)|^2}{\prod_{j=1}^n |1 - a_j z_j|^2 \sqrt{1 - |z_j|^2}} \, dV(z)
\]
\[
\leq \frac{C}{\prod_{j=1}^n \sqrt{1 - |a_j|^2}} \left( \int_{D^n} |R(\varphi_a(z), a) - R(\varphi_a(z), 0)|^{14} \, dV(z) \right)^{1/7}.
\]
Now, the Cauchy-Schwarz inequality yields
\[
|S_{\rho}(\psi)(a)|^2 \leq \left( \chi_{\rho}(a) \int_{D^n} \frac{|R(z, a) - R_{\varphi_a}(z, 0)|}{\prod_{j=1}^n |1 - a_j z_j|^2} |\psi(z)| \, dV(z) \right)^2
\]
\[
\leq \left( \int_{D^n} \chi_{\rho}(a) \frac{|R(z, a) - R_{\varphi_a}(z, 0)|}{\prod_{j=1}^n |1 - a_j \varphi_a(z_j)|^2 \sqrt{1 - |\varphi_a(z_j)|^2}} \, dV(z) \right)
\times \left( \int_{D^n} \prod_{j=1}^n \frac{1}{|1 - a_j z_j|^2} |\psi(z)|^2 \, dV(z) \right)
\]
\[
\leq C \frac{\chi_{\rho}(a)}{\prod_{j=1}^n \sqrt{1 - |a_j|^2}} \left( \int_{D^n} |R(\varphi_a(z), a) - R(\varphi_a(z), 0)|^{14} \, dV(z) \right)^{1/7}
\times \left( \int_{D^n} \prod_{j=1}^n \frac{1}{|1 - a_j z_j|^2} |\psi(z)|^2 \, dV(z) \right).
\]
It follows from Fubini’s theorem that
\[
\int_{D^n} |S_\rho \psi|^2 \, dV \leq C \sup_{a \in D^n, f \rho D^n} \left( \int_{D^n} |R(\varphi_a(z), a) - R_\varphi(z, 0)|^{14} \, dV(z) \right)^{1/7} \times \int_{D^n} \prod_{j=1}^n \sqrt{1 - |\zeta_j|^2} |\psi(z)|^2 \, dV(a) \int_{D^n} \prod_{j=1}^n |1 - a_j \zeta_j|^2 \sqrt{1 - |a_j|^2} \, dV(z).
\]
Moreover, by an application of Lemma 4.2.2 of [18], we have
\[
\text{Note that the above holds for all } f; g \in D^n, \quad \text{if } u \text{ is essentially normal on } A_n.
\]
and therefore, we have
\[
\int_{D^n} |S_\rho \psi|^2 \, dV \leq C \sup_{a \in D^n, f \rho D^n} \left( \int_{D^n} |R(\varphi_a(z), a) - R_\varphi(z, 0)|^{14} \, dV(z) \right)^{1/7} \int_{D^n} |\psi|^2 \, dV.
\]
Note that the above holds for all \( \varphi \in \Phi \) and \( \psi \in A^2 \). So, we finally have
\[
||S_\rho|| \leq C \sup_{a \in D^n, f \rho D^n} \left\{ \inf_{\varphi \in \Phi} \int_{D^n} |R(\varphi_a(z), a) - R_\varphi(z, 0)|^{14} \, dV(z) \right\}^{1/14}.
\]
Now, taking the limit \( \rho \to 1 \), we conclude \( S_\rho \to 0 \) in the operator norm by [18]. Hence, \( T_vT_u - T_uT_v \) can be approximated by compact operators, so it is compact, as desired. The proof is complete.

We say that a bounded linear operator \( L \) on a Hilbert space is essentially normal if \( L \) and its adjoint operator are essentially commuting. As a consequence of Theorem 1.3 and Corollary 4.2 we have the following.

**Corollary 5.2.** Let \( u \in L^\infty \) be a pluriharmonic symbol and assume \( u = f + \overline{g} \) for some \( f, g \in H(D^n) \). Then, the following statements are equivalent:

(a) \( T_u \) is essentially normal on \( A^2 \).

(b) \( |f|^2 - |g|^2 \) is boundary n-harmonic.

(c) For each \( \varphi \in \Phi \), there are pairwise disjoint sets \( I_1, \ldots, I_m \) with \( \bigcup_{j=1}^m I_j = I \) for some positive integer \( m \leq n \), functions \( p_1, \ldots, p_m \) with \( p_j \in H(I_j) \) for each \( j \), and unimodular constants \( \alpha_1, \ldots, \alpha_m \) such that
\[
\psi = \sum_{j=1}^m \alpha_j(p_j + \overline{p_j}) + \lambda
\]
for some constant \( \lambda \).

As a consequence of Theorem 1.4, Corollary 4.2 and Corollary 5.2 we obtain the following.

**Corollary 5.3** (\( n \geq 3 \)). Let \( u \in L^\infty \) be a pluriharmonic symbol and assume \( u = f + \overline{g} \) for some \( f, g \in H(D^n) \). Then, the following statements are equivalent:

(a) \( T_u \) is normal on \( A^2 \).

(b) \( T_u \) is essentially normal on \( A^2 \).

(c) \( |f|^2 - |g|^2 \) is n-harmonic.

(d) \( |f|^2 - |g|^2 \) is boundary n-harmonic.
Also, as an immediate consequence of Theorem 1.1 and Corollary 1.3, we recover the result of Sun and Zheng [13] mentioned in the Introduction.

Corollary 5.4 \((n \geq 2)\). Let \(f, g \in H^\infty\). Then, the following statements are equivalent:

(a) \(T_f T_\Sigma = T_\Sigma T_f\) on \(A^2\).

(b) For each \(j\), we have either \(\partial_j f = 0\) or \(\partial_j g = 0\).

(c) \(T_f\) and \(T_\Sigma\) are essentially commuting on \(A^2\).

Example. Corollary 5.3 does not extend to \(n = 2\), either. To see an example, let

\[
f(z) = \sum_{\ell=0}^{\infty} a_{\ell} \left( \sum_{i+j=\ell} z_{1}^{i} z_{2}^{j} \right), \quad z = (z_1, z_2),
\]

where coefficients \(a_{\ell} \neq 0\) are chosen so that the series converges on all of \(\mathbb{C}^2\). Then, a little manipulation yields

\[
z_{1}f(z) = \sum_{\ell=0}^{\infty} a_{\ell+1} \left( \sum_{i+j=\ell} z_{1}^{i+1} z_{2}^{j+1} \right) + \psi(z_1),
\]

where \(\psi(\lambda) = \sum_{\ell=0}^{\infty} a_{\ell} \lambda^{\ell+1}\). Define \(g(z) = z_{1}f(z) - \psi(z_1)\). By symmetry, we have \(g(z) = z_{2}f(z) - \psi(z_2)\). Hence, we have \(\partial_{1}g(z) = z_{2}\partial_{2}f(z)\), \(\partial_{2}g(z) = z_{1}\partial_{2}f(z)\) and thus

\[
\widetilde{\Delta}_j(|f|^2 - |g|^2)(z) = (1 - |z_{j}|^2)(1 - |z_{1}|^2)(1 - |z_{2}|^2)\partial_{j}f(z)^2
\]

for \(j = 1, 2\). Consequently, \(|f|^2 - |g|^2\) is boundary 2-harmonic, but not 2-harmonic.

6. Semi-commuting Toeplitz operators

For Toeplitz operators \(T_u\) and \(T_v\), we call \(T_uT_v - T_{uv}\) the semi-commutator. For Toeplitz operators with pluriharmonic symbols, the commuting property is very closely related to the semi-commuting property.

To see what is going on, let us begin with functions \(f, g, h, k \in H^\infty\). Put \(u = f + \overline{g}\) and \(v = h + \overline{k}\). Then, one can easily verify that

\[
T_uT_v - T_{uv} = T_f T_\Sigma - T_\Sigma T_f.
\]

Hence, the semi-commuting problem of \(T_u\) and \(T_v\) simply reduces to the commuting problem of \(T_f\) and \(T_\Sigma\). Thus, for \(n \geq 2\), the essentially semi-commuting property is the same as the semi-commuting property by Corollary 5.4.

For general pluriharmonic symbols, our arguments used in this paper can be easily modified to conclude the same. Lemma 6.1 and Lemma 6.2 below are valid even for \(n = 1\). For other characterizations on the disk and ball, see [14] and [16].

**Lemma 6.1.** Let \(u, v \in L^\infty\) be pluriharmonic symbols and assume \(u = f + \overline{g}, v = h + \overline{k}\) for some \(f, g, h, k \in H(D^n)\). Then, the following statements are equivalent:

(a) \(T_uT_v = T_{uv}\) on \(A^2\).

(b) For each \(j\), we have either \(\partial_j f = 0\) or \(\partial_j k = 0\).

**Proof.** As in the proof Theorem 1.1 one obtains

\[
(T_uT_v - T_{uv})k_a = f\overline{k}(a)k_a - P(f\overline{k})k_a.
\]

Thus, \(T_uT_v = T_{uv}\) if and only if

\[
P(f\overline{k})k_a = f\overline{k}(a)k_a.
\]
which is in turn equivalent to the fact that \( \partial_j f = 0 \) or \( \partial_j k = 0 \) for each \( j \) by Proposition\(^1\) because \( f, k \in H^2 \) by Proposition\(^2\). The proof is complete. \( \square \)

For essentially semi-commuting Toeplitz operators, we also have the following.

**Lemma 6.2.** Let \( u, v \in L^\infty \) be pluriharmonic symbols and assume \( u = f + \overline{g} \), \( v = h + \overline{k} \) for some \( f, g, h, k \in H(D^n) \). Then, the following statements are equivalent:

(a) \( T_u T_v - T_{uv} \) is compact on \( A^2 \).

(b) \( T_{uv} T_{v\varphi} = T_{(uv)\varphi} \) on \( A^2 \) for every \( \varphi \in \Phi \).

(c) \( f \overline{k} \) is boundary \( n \)-harmonic.

**Proof.** As in (5.7), we have the following representation:

\[
(T_u T_v - T_{uv}) \psi(a) = \int_{D^n} (\overline{f(z)} - f(a)) (\overline{k} - k(a)) K_\psi(z) dV(z)
\]

for \( a \in D^n \) and \( \psi \in A^2 \). Hence, one can easily modify the proof of Theorem 1.3 to conclude the theorem. The proof is complete. \( \square \)

Now, combining Corollary 5.6, Lemma 6.1, and Lemma 6.2, we see that the essentially semi-commuting property is the same as the semi-commuting property for \( n \geq 2 \).

**Theorem 6.3** \((n \geq 2)\). Let \( u, v \in L^\infty \) be pluriharmonic symbols and assume \( u = f + \overline{g} \), \( v = h + \overline{k} \) for some \( f, g, h, k \in H(D^n) \). Then, the following statements are equivalent:

(a) \( T_u T_v = T_{uv} \) on \( A^2 \).

(b) For each \( j \), we have either \( \partial_j f = 0 \) or \( \partial_j k = 0 \).

(c) \( T_u T_v - T_{uv} \) is compact on \( A^2 \).

(d) \( T_{uv} T_{v\varphi} = T_{(uv)\varphi} \) on \( A^2 \) for every \( \varphi \in \Phi \).

(e) \( f \overline{k} \) is boundary \( n \)-harmonic.
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