THE ABC THEOREM
FOR HIGHER-DIMENSIONAL FUNCTION FIELDS

LIANG-CHUNG HSIA AND JULIE TZU-YUEH WANG

Abstract. We generalize the ABC theorems to the function field of a variety over an algebraically closed field of arbitrary characteristic which is nonsingular in codimension one. We also obtain an upper bound for the minimal order sequence of Wronskians over such function fields of positive characteristic.

1. Introduction

Let $k$ be an algebraically closed field of characteristic $p \geq 0$. Let $x_0, x_1, x_2 \in k[t]$ be non-zero relatively prime polynomials such that $x_0 + x_1 = x_2$. If $x_0/x_1$ is not a constant for the case where $p = 0$, or $x_0/x_1$ is not a $p$-th power in $k(t)$ for the case where $p > 0$, then Mason’s ”ABC theorem” \cite{Ma} asserts that

$$\max \deg \{x_0, x_1, x_2\} \leq N_1(x_0x_1x_2) - 1.$$ 

We denote by $N_1(f)$ the number of distinct zeroes of $f$ for any non-zero polynomial $f \in k[t]$. In fact, Mason’s theorem is proved for any function field of transcendence degree one over $k$. With more variables involved in the sum of functions $x_0 + \cdots + x_n = x_{n+1}$, $n \geq 2$, Mason’s theorem was generalized by Voloch \cite{Vol}, Brownawell-Masser \cite{BM}, and the second author \cite{Wa1}. In the case of higher-dimensional function fields, Shapiro-Sparer \cite{SS} proved an ABC theorem for $\mathbb{C}[X_1, \ldots, X_N]$. Using techniques from Nevanlinna theory, Noguchi \cite{No} was able to generalize the ABC theorem for the function field of a smooth variety over $\mathbb{C}$. It is well known from Vojta’s dictionary \cite{Vo3} that the ABC theorem corresponds to the truncated second main theorem in Nevanlinna theory. A Nevanlinna second main theorem for affine algebraic manifolds defined over $\mathbb{C}$ was obtained by Stoll-Wong \cite{SW} and Ye \cite{Ye}.

The ABC theorem has many applications in the study of Diophantine geometry. For example, it was used to study the $S$-integral points on projective spaces minus hyperplanes. It also has applications in obtaining finiteness properties of integral or rational points on curves or varieties defined over function fields. It is also important to establish some sort of ABC theorem for a more general algebraic varieties. For example, Buium \cite{Bu} obtained an ABC theorem for any affine open subset of an abelian variety with trace zero. We refer to \cite{Bu} for a more general definition of ABC theorems, and to \cite{Wa3} for the relations between ABC theorem and integral points on projective spaces minus hyperplanes.
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The major goal of this paper is to generalize the ABC theorem over a higher-dimensional function field of positive characteristic. In fact, our method treats both the cases of zero characteristic as well as positive characteristic. Let $V$ be a projective variety over an algebraically closed field $k$ of characteristic $p \geq 0$ and which is non-singular in codimension one. Let $K = k(V)$ be its function field which is separably generated over $k$. Let $N$ be the dimension of $V$ over $k$. Let $M_K$ denote the set of prime divisors (irreducible subvarieties of codimension one) of $V$ over $k$. We state our main result (Theorem 1) in the case of positive characteristic as follows.

**Theorem.** Let $L_1, \ldots, L_q$, $q \geq n + 1$, be linear forms in $n + 1$ variables over $k$ which are in general position. Let $\mathcal{X} = [x_0, \ldots, x_n] \in \mathbb{P}^n(K)$ be such that $x_0, \ldots, x_n$ are linearly independent over $K^p$ for some $m \in \mathbb{N}$. Then, for any fixed finite subset $S$ of $M_K$, the following inequality holds:

$$(q - n - 1)h(x_0, \ldots, x_n) \leq \sum_{i=1}^{q} \sum_{p \in S} \deg p \min\{np^{m-1}, \text{ord}_p(L_i(\mathcal{X})) - \min_{0 \leq j \leq n} \text{ord}_p(x_j)\} + \frac{n(n + 1)}{2}p^{m-1}(\deg K_V + O(N)\deg V + \sum_{p \in S} \deg p),$$

where $O(N) = 0$ if $N = 1$ and $O(N) = N$ if $N > 1$.

For the definition of the height $h(x_0, \ldots, x_n)$ of $\mathcal{X} \in \mathbb{P}^n(K)$ and the canonical divisor $K_V$, see Section 4.

Our approach uses algebraic methods which are close to the methods used in [GV], [Wa1] and [Wa2]. One of the key ingredients is the study of a generalized Wronskian in positive characteristic which was introduced by H. Hasse and F. K. Schmidt [HS] in the curve case and by Okugama [Ok] in the case of multi-variables. In [GV] Garcia and Voloch gave a criterion for the linear independence of elements of $K$ over $K^p$ in terms of the non-vanishing property of a generalized Wronskian. We will generalize their criterion to the multi-variable case and follow the ideas in [Wa1], [Wa2] to refine their criterion. We will also give a formula of changing variables for a generalized Wronskian. This formula is necessary for estimating the vanishing order of the generalized Wronskian along any prime divisor in $V$. Similar results were obtained in [Wa1], [Wa2] in the curve case. Since more variables are involved, more efforts are needed in deducing the results. These will be treated in Section 2 and Section 3.

The major difficulty in proving the higher-dimensional ABC theorem is that the ramification theory is more complicated in the higher-dimensional case than in the curve case. In our case, $V$ is regarded as a finite ramified cover over the $N$-dimensional projective space $\mathbb{P}^N$. The ramified divisors of the cover $V \rightarrow \mathbb{P}^N$ will arise naturally when estimating the vanishing order of a generalized Wronskian. We will briefly review in Section 4 the theory of ramification which will be used in our situation.

In Section 5, we deduce our main result. The major task is to estimate the vanishing order of a generalized Wronskian along an arbitrary prime divisor of $V$. We are able to bound the vanishing order in terms of the degree of the ramification
divisor of $V$. Once this is done, we then apply our results in Sections 2 and 3 to prove our main theorem.

In the final section, we give a refinement of the orders of the iterated derivative (Theorem 2) appearing in the generalized Wronskian. For the definition of the iterated derivatives, see Section 2. In the course of the proof of our main result, these orders will affect the sharpness of the error term in the ABC theorem. We believe that these refinements should be useful in improving the error term in some circumstances.

Throughout this paper, we fix $k$ to be an algebraically closed field of characteristic $p \geq 0$. We let $V$ denote a projective variety of dimension $N$ over $k$ which is non-singular in codimension one. Let $K = k(V)$ be its function field.

2. Wronskians in positive characteristic

In this section we will generalize results in [GV], [Wa1], [Wa2] on Wronskians over 1-dimensional function fields to the higher-dimensional case. The methods used here are similar to those three papers.

Let $z = \{z_1, ..., z_N\}$ be a set of transcendental basis of $K$ such that $K$ is a finite separable extension over $k(z_1, ..., z_N)$. Let $\alpha_j, \beta_j$ be positive integers. The iterated Hasse partial derivatives (iterated derivatives for short) $D_z^{\beta_j}$ are defined by the formula $D_z^{\beta_j}(z_j) = (\beta_j)z_j^{\beta_j-\alpha_j}$, and $D_z^{\alpha_j}(x_j) = 0$ if $j \neq m$. Then the iterated derivatives are defined on $k(z_1, ..., z_N)$ and they can be uniquely extended to $K$ as $K$ is separable over $k(z_1, ..., z_N)$. We will use the same notations $D_z^{\beta_j}$ to denote their extensions.

Throughout the paper, we will use the bold Greek letters $\alpha, \beta, ..., \epsilon$, etc. to denote integer vectors whose entries are non-negative integers. For $\alpha = (\alpha_1, ..., \alpha_N)$ and $\beta = (\beta_1, ..., \beta_N)$, we use the convention $\alpha \leq \beta$ ($\alpha < \beta$) to mean that $\alpha_i \leq \beta_i$ (resp., $\alpha_i < \beta_i$) for all $i = 1, ..., N$. Set $D_\alpha^\beta := D_{z_1}^{\alpha_1} ... D_{z_N}^{\alpha_N}$; then the order of $D_\alpha^\beta$ is defined to be $|\alpha| := \sum_{j=1}^N \alpha_j$. The iterated derivatives satisfy the following elementary properties. (See [GV], [OR].)

**Proposition 2.1.** (a) $D_\alpha^\beta(xy) = \sum_{\gamma + \gamma = \alpha} D_\gamma^\gamma(x)D_\gamma^\gamma(y)$, for all $x, y \in K$.

(b) $D_\alpha^\beta D_\gamma^\beta(x) = (\alpha + \beta)^N \beta_1 \beta_2 ... \beta_N D_\alpha^{\alpha + \beta}(x)$, for all $x \in K$.

(c) Let $t = \{t_1, ..., t_N\}$ be another separable transcendental basis of $K$ over $k$. Then we have

$$D_{z_j}(x) = \sum_{i=1}^N \frac{\partial t_i}{\partial z_j} D_{t_i}(x)$$

for all $x \in K$.

For the rest of this section we assume that $k$ is of positive characteristic $p$. Set

$K_m = \{x \in K | D_{z_j}^{\alpha_j}(x) = 0 \text{ for } 1 \leq \alpha_j < p^m, 1 \leq j \leq N\}$, and $K_\infty = \{x \in K | D_\alpha^\beta(x) = 0 \text{ for all } |\alpha| \geq 1\}$.

**Proposition 2.2.** (a) For all $m \geq 1$, $K_m$ is a field. Moreover, $D_{z_j}^{\alpha_j}, 1 \leq j \leq N$, are partial derivations on $K_m$ and $K_{m+1} = \{x \in K_m | D_{z_j}^{\alpha_j}(x) = 0, \text{ for all } 1 \leq j \leq N\}$.

(b) $K_m = K^{p^m}$ and $K_\infty = k$. 
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Proof. (a) follows from [GV, Proposition 1], and (b) follows from [HS, Satz 10], and induction on the transcendence degree of \( K \) over \( k \). \( \Box \)

**Proposition 2.3.** The field extension degree \( |K : K_m| \) is \( p^{Nm} \). Furthermore, if \( \{z_1, \ldots, z_N\} \) is a set of transcendental basis of \( K \) over \( k \), then \( K \) is a separable extension of \( K_m \) and the set \( \{z_1^\epsilon \ldots z_N^\epsilon\mid 0 \leq \epsilon_i \leq p^m - 1, \ 1 \leq i \leq N\} \) forms a basis of \( K \) over \( K_m \).

Proof. To ease the notation, we denote \( k(z_1, \ldots, z_N) \) by \( F \). Note that \( F_m = k(z_1^m, \ldots, z_N^m) \) since \( k \) is perfect. Note that the map \( \phi_m = (x \mapsto x^p) \) induces a field isomorphism from \( K \) to \( K_m \). Also, \( F \) is isomorphic to \( F_m \) via this isomorphism. Since \( K \) is separable over \( F \), it follows easily that \( K_m \) is separable over \( F_m \) and \( |K_m : F_m| = |K : F| \). The separability of \( K_m \) over \( F_m \) implies that \( K_m \) is linear disjoint from \( F \) over \( F_m \) (see, for example, [La1] Chap. X, \( \S 6 \)). By the linear disjointness, we have \( |K_m F : F| = |K_m : F_m| = |K : F| \). Hence, \( K = K_m F \).

It's clear that \( \{z_1^\epsilon \ldots z_N^\epsilon\mid 0 \leq \epsilon_i \leq p^m - 1, \ 1 \leq i \leq N\} \) is a basis for \( F \) over \( F_m \).

Now our claim follows by the linear disjointness between \( K_m \) and \( F \) over \( F_m \). \( \Box \)

We now formulate a linear independence criterion for a given set of elements of \( K \) over \( K_m \).

**Lemma 1.** Let \( x_0, \ldots, x_n \) be elements of \( K \). Then \( x_0, \ldots, x_n \) are linearly independent over \( K_m \) if and only if there exists a sequence of integer vectors \( \epsilon^i \leq (p^m - 1, \ldots, p^m - 1) \) with \( 0 = |\epsilon^0| \leq |\epsilon^1| \cdots \leq |\epsilon^n| \) such that

\[
\det(D_x^\epsilon(x_j))_{0 \leq i, j \leq n} \neq 0.
\]

**Remark.** Lemma 1 can be proved by induction as in [GV] for the proof of the case \( N = 1 \). Here we present a different proof by using Proposition 2.3.

Proof. By Proposition 2.3 the set of elements \( \{z^\epsilon \mid 0 \leq \epsilon \leq (p^m - 1, \ldots, p^m - 1)\} \) is a basis of \( K \) over \( K_m \). For this chosen basis, we note that \( D_x^\epsilon(z^\epsilon) = 1 \) and \( D_x^\epsilon(z^\epsilon) = 0 \) if \( \alpha_i > \epsilon_i \) for some \( \alpha \leq N \). We fix an order among the integer vectors \( \epsilon^i \)'s and set \( B = (D_x^\epsilon(z^\epsilon)) \) to be the square matrix with entry \( D_x^\epsilon(z^\epsilon) \) where \( 0 \leq \epsilon, \epsilon \leq (p^m - 1, \ldots, p^m - 1) \). Then, a direct computation shows that \( B \) is an invertible matrix. For any given elements \( x_0, \ldots, x_n \) of \( K \), there exists an \( (n+1) \times p^{Nm} \)-matrix \( M \) over \( K_m \) with \( M = (m_{i\epsilon}) \), \( 0 \leq i \leq n, \ 0 \leq \epsilon \leq (p^m - 1, \ldots, p^m - 1) \), such that

\[
x_i = \sum_\epsilon m_{i\epsilon} z^\epsilon, \quad i = 0, \ldots, n,
\]

where the sum is over all integer vectors \( \epsilon \) such that \( 0 \leq \epsilon \leq (p^m - 1, \ldots, p^m - 1) \). By Proposition 2.1(a) and Proposition 2.2, we see that

\[
D_x^\epsilon(x_i) = \sum_\epsilon m_{i\epsilon} D_x^\epsilon(z^\epsilon) \quad \text{for } i = 0, \ldots, n \text{ and all } 0 \leq \epsilon \leq (p^m - 1, \ldots, p^m - 1).
\]

Hence, \( (D_x^\epsilon(x_i) = BM^\epsilon) \). Now it is clear that \( x_0, \ldots, x_n \) are linear independent over \( K_m \) if and only if \( M \) has rank equal to \( n + 1 \), and this is equivalent to the rank of the matrix \( (D_x^\epsilon(x_i)) \) being \( n + 1 \). Thus there exists a sequence of integer vectors \( \epsilon^0, \epsilon^1, \ldots, \epsilon^n \) with \( 0 \leq \epsilon \leq (p^m - 1, \ldots, p^m - 1) \) such that the determinant of the matrix \( (D_x^\epsilon(x_i)) \) is not identically zero. We may rearrange the indices so that \( 0 = |\epsilon^0| \leq |\epsilon^1| \leq \cdots \leq |\epsilon^n| \). This completes the proof of Lemma 1. \( \Box \)
Lemma 2. If \( x_0, ..., x_n \in K \) and are linearly independent over \( K_m \), then there exists a sequence of integer vectors \( \mathbf{e}^i \) with \( 0 = |\mathbf{e}^0| \leq |\mathbf{e}^1| \leq \cdots \leq |\mathbf{e}^n| \) and \( |\mathbf{e}^i| \leq ip^{m-1} \) such that

\[
\det(D^e_z(x_j))_{0 \leq i,j \leq n} \neq 0.
\]

Remark 1. The bound is sharp in some cases. For example, let \( K = k(z_1, ..., z_N) \) and the sequence of functions be \( 1, z_1 f_1, ..., z_1^{(p-1)p^{m-1}} f_p \), where \( f_i \in K^{p^m} \) and \( f_i \neq 0 \). Then the minimal \( \mathbf{e}^i \) satisfying Lemma 2 is \( \mathbf{e}^i = (1, 0, ..., 0) \).

Remark 2. If \( K \) is of characteristic zero, then \( |\mathbf{e}^i| \leq i \). A proof can be found in [Fn].

Proof. The proof will be done by induction on \( n \). When \( n = 0 \), this is trivial. Let \( n \) be a positive integer. Let \( x_0, ..., x_n \in K \) be linearly independent over \( K_m \) and assume that the lemma holds for \( x_0, ..., x_{n-1} \). That is, there exist integer vectors \( \mathbf{e}^0, ..., \mathbf{e}^{n-1} \) with \( |\mathbf{e}^i| \leq ip^{m-1} \) such that \( \det(D^e_z(x_j)) \) is not identically zero. Let the integer vectors \( \mathbf{e}^n \) be fixed for \( i = 0, ..., n-1 \). If the lemma does not hold for \( x_0, ..., x_n \), then the following \( n+1 \) vectors

\[
\mathbf{e}_n = (x_1, D^e_z(x_1), ..., D^{e_{n-1}}_z(x_1), ..., D^e_z(x_n)), \quad \text{with } |\mathbf{e}| \leq np^{m-1}
\]

are linearly dependent over \( K \). Thus, there exist \( a_0, ..., a_n \in K \) such that

\[
\sum_{i=0}^{n} a_i D^e_z(x_i) = 0 \quad \text{for } |\mathbf{e}| \leq np^{m-1}.
\]

Since \( x_0, ..., x_{n-1} \) are linearly independent over \( K_m \), by the induction hypothesis, the first \( n \) vectors \( \mathbf{e}_0, ..., \mathbf{e}_{n-1} \) are linearly independent over \( K \). Hence \( a_n \neq 0 \), and without loss of generality, we may assume that \( a_n = 1 \). We shall show that \( a_i \in K_m \), and then (2.1) with \( \mathbf{e} = (0, ..., 0) \) will give a contradiction to the assumption that \( x_0, ..., x_n \) are linearly independent over \( K_m \).

To show that \( a_i \in K_m \), it suffices to show that \( D^e_z(x_i) = 0 \) for \( 1 \leq r \leq p^{m-1} \) and \( 1 \leq j \leq N \). This will be done by induction on \( r \). For \( r = 1 \), applying the operator \( D_z \) to (2.1), then by Proposition 2.1 and (2.1) we have

\[
\sum_{i=0}^{n-1} (D_z a_i) D^e_z(x_i) = 0, \quad \text{for } |\mathbf{e}| \leq np^{m-1} - 1.
\]

In particular,

\[
\sum_{i=0}^{n-1} (D_z a_i) D^e_z(x_i) = 0, \quad \text{for } |\mathbf{e}| \leq (n-1)p^{m-1}.
\]

By the induction hypothesis that the \( n \) vectors \( \mathbf{e}_0, ..., \mathbf{e}_{n-1} \) are linearly independent over \( K \), we conclude that \( D_z a_i = 0 \) for \( j = 1, ..., N \) and \( i = 0, ..., n-1 \).

Assume that for \( i = 0, ..., n-1 \)

\[
D^e_z(x_i) = 0 \quad \text{for } 1 \leq r < b \leq p^{m-1}.
\]

Now applying \( D^b_z \) to (2.1), we deduce that

\[
\sum_{i=0}^{n-1} (D^b_z a_i) D^e_z(x_i) = 0, \quad \text{for } |\mathbf{e}| \leq (n-1)p^{m-1}.
\]
by Proposition 2.1, (2.1) and (2.2). Consequently, the linear independency of \( \mathbf{a}_1, \ldots, \mathbf{a}_{n-1} \) over \( K \) implies that \( D^b_j a_i = 0 \) for \( 1 \leq b \leq p^{n-1}, j = 1, \ldots, N \), and \( i = 0, \ldots, n - 1 \). This completes the induction steps and proves the lemma. \( \square \)

3. Further properties of Wronskians

We retain the notation used in Section 2. In order to simplify the notation, we let the boldface letter \( \mathbf{f} \) denote the vector \((f_0, \ldots, f_n)\) of \( K^{n+1} \). For any iterated derivatives \( D^\alpha \), we set \( D^\alpha \mathbf{f} = (D^\alpha f_0, \ldots, D^\alpha f_n) \) and more generally, for \( D = \sum_\alpha a_\alpha D^\alpha \), we set \( D \mathbf{f} = \sum_\alpha a_\alpha D^\alpha \mathbf{f} \), where \( a_\alpha \in K \) and the sum is a finite sum. We now denote \( kK^{p^m} \) to be \( k \) if \( p = 0 \) or \( K^{p^m} \) if \( p > 0 \). By results of Section 2, if \( f_0, \ldots, f_n \) are linearly independent over \( kK^{p^m} \), then there exists a sequence of integer vectors \( \mathbf{e}_0, \ldots, \mathbf{e}_n \) with \( 0 = |\mathbf{e}_0| < |\mathbf{e}_1| \leq \cdots \leq |\mathbf{e}_n| \) such that the Wronskian

\[
\det(D^\mathbf{e}_i f_j)_{0 \leq i, j \leq n}
\]

does not vanish identically. We choose a sequence of integer vectors \( \mathbf{e}_i \) so that they are minimal in the following sense: \( \mathbf{e}_0 = (0, \ldots, 0) \); if \( \mathbf{e}^0, \ldots, \mathbf{e}^{i-1} \) are chosen, then we choose \( \mathbf{e}_i \) with \( |\mathbf{e}_i| \) minimal such that the row vectors \( D^\mathbf{e}_i f, \ldots, D^\mathbf{e}_n f \) are linearly independent over \( K \). Therefore, if \( \beta^0, \ldots, \beta^n \) are integer vectors with \( |\beta^0| < \cdots < |\beta^n| \) such that the vectors \( D^{\beta^0}_z f, \ldots, D^{\beta^n}_z f \) are linearly independent over \( K \), then \( |\mathbf{e}_i| \leq |\beta_i| \) for each \( i = 0, \ldots, n \). For a fixed \( f = (f_0, \ldots, f_n) \in K^{n+1} \), the symbols \( \mathbf{e}_0, \ldots, \mathbf{e}_n \) are reserved for any chosen sequence of minimal integer vectors in the above sense with respect to the set of transcendental basis \( z = \{z_1, \ldots, z_N\} \). In our discussion below, the \( K \)-vector \( \mathbf{f} \) (or \( \mathbf{x} \)) is fixed, hence we will call \( \{\mathbf{e}_0, \ldots, \mathbf{e}_n\} \) a sequence of minimal integer vectors (with respect to \( z \)). Let \( t = \{t_1, \ldots, t_N\} \) be another separable transcendental basis for \( K \) over \( k \). Let \( \alpha \) be a given integer vector. For integer vector \( \beta \) with \( |\beta| = |\alpha| \) we define \( \prod_\alpha^{\beta} \frac{\partial}{\partial z} \) to be the coefficient of \( D^\beta f \) in the following formula:

\[
D^\mathbf{e}_i f = \sum_\alpha \left( \prod_\beta \frac{\partial}{\partial z} \right) D^\beta f + \mathbb{Q}\text{-linear combination of } D^\beta f \text{ with } |\beta| < |\alpha|.
\]

Then \( \prod_\alpha^{\beta} \frac{\partial}{\partial z} \) is a \( \mathbb{Q} \)-linear combination of \( \prod_{i=1}^{|\alpha|} \frac{\partial a(i)}{\partial z} \), where \( a(i) \) and \( b(i) \) are some integers between 1 and \( |\alpha| \). For example, if \( \alpha = (2, 1, 0, \ldots, 0) \) and \( \beta = (1, 2, 0, \ldots, 0) \), then \( \prod_\alpha^{\beta} \frac{\partial}{\partial z} = 2 \frac{\partial a(1)}{\partial z} \frac{\partial a(2)}{\partial z} + \frac{\partial a(1)}{\partial z} \left( \frac{\partial a(2)}{\partial z} \right)^2 \).

Note that a sequence of minimal integer vectors is not unique. However the sequence of their orders \( |\mathbf{e}_0|, \ldots, |\mathbf{e}_n| \) is unique with respect to \( z \). In fact, we will show that the sequence of orders \( |\mathbf{e}_0|, \ldots, |\mathbf{e}_n| \) is independent of the choice of separable transcendental basis.

**Proposition 3.1.** (a) If \( g_i = \sum a_{ij} f_j \) with \( (a_{ij}) \in GL_{n+1}(k) \), then

\[
\det(D^\mathbf{e}_i g_j) = \det(a_{ij}) \det(D^\mathbf{e}_i f_j).
\]

(b) If \( h \in K \), then

\[
\det(D^\mathbf{e}_i h f_j) = h^{n+1} \det(D^\mathbf{e}_i f_j).
\]

(c) The sequence of minimal order \( \{|\mathbf{e}_0|, |\mathbf{e}_1|, \ldots, |\mathbf{e}_n|\} \) is independent of the choice of a separable transcendental basis for \( K \) over \( k \). Furthermore, if
$t = \{t_1, ..., t_N\}$ is another transcendental basis, then the following formula for the determinant of the Wronskian holds:
\[
\det(D^{\alpha}_z f_j) = \det \left( \sum_{|\alpha| = |\epsilon|} (\prod_{i} \frac{\partial}{\partial z^i}) D^{\alpha}_z f_j \right).
\]

Before we give a proof of Proposition 3.1, we make the following remark.

**Remark.** Let $E_d$ denote the subspace generated by the set of vectors $\{D^{\alpha}_z f \mid |\alpha| \leq d\}$ over $K$ and let $\lambda_d = \dim_K E_d$.

By definition, it is clear that $1 = \lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_i \leq \cdots$. Since $f_0, ..., f_n$ are linearly independent over $K_m$, it follows by Lemma 1 that there exists a positive integer $d_\alpha$ such that $\lambda_{d_\alpha} = n + 1$. Let $d_1, d_2, ..., d_s$ be the indices such that $1 = \lambda_0 = \cdots < \lambda_{d_1} = \cdots < \lambda_{d_2} = \cdots$, etc., and $\lambda_{d_s} = n + 1$. By the definition of the sequence of minimal integer vectors, we see that the sequence of integers $0 < d_1 < \cdots < d_s$ are the orders of minimal integer vectors. Moreover, the set of $K$-vectors $\{f, D^{\epsilon}_z f, ..., D^{\epsilon,s}_z f\}$ forms a basis of $E_d$ for $1 \leq i \leq s$.

**Proof.** (a) This is a standard property of Wronskians.

(b) Note that the $(i + 1)$-th row of the Wronskian $(D^{\epsilon}_z h f_j)$ is the row vector $D^{\epsilon}_z h f$. We claim that each row of the Wronskian can be replaced by the row vector $h D^{\epsilon}_z f$ for $0 \leq i \leq n$ without changing the determinant of the Wronskian. For $i = 0$, $D^{\epsilon}_z h f = h f$ and the claim holds automatically. Assume that the claim holds for all rows $D^{\epsilon}_z h f$ such that $|\epsilon'| < d_j$ for some $j$ with $0 < j \leq s$. Assume that $|\epsilon'| = d_j$, then by Proposition 2.1(a),
\[
D^{\epsilon}_z h f = h D^{\epsilon}_z f + \sum_{|\beta| < |\epsilon'|} (D^{\alpha}_z h)(D^{\beta}_z f).
\]

The set of vectors $\{D^{\alpha}_z f \mid |\beta| < |\epsilon'| = d_j\}$ is contained in $E_{d_{\beta-1}}$. They are in the subspace generated by $D^{\epsilon}_z f$ with $|\epsilon'| < d_j$. Hence, replacing the row vector $D^{\epsilon}_z h f$ by $h D^{\epsilon}_z f$ does not change the determinant of the Wronskian. The claim now follows. It is clear that assertion (b) follows from the claim.

(c) By Proposition 2.1, we have the following identity:

\[
D^{\alpha}_z f = \sum_{|\beta| = |\alpha|} (\prod_{i} \frac{\partial}{\partial z^i}) D^{\beta}_z f + \text{linear combination of } D^{\beta}_z f \text{ with } |\beta| < |\alpha|.
\]

We also have
\[
D^{\delta}_z f = \sum_{|\gamma| = |\delta|} (\prod_{i} \frac{\partial}{\partial z^i}) D^{\gamma}_z f + \text{linear combination of } D^{\gamma}_z f \text{ with } |\delta| < |\gamma|.
\]

Let $F_d$ denote the subspace generated by the set of vectors $\{D^{\alpha}_z f \mid |\alpha| \leq d\}$ over $K$. It is not hard to see from (3.1) and (3.2) that $E_d \subseteq F_d$ as well as $F_d \subseteq E_d$. Thus, the orders of minimal integer vectors $0 = d_0 < d_1 < \cdots < d_s$ are invariant under the change of coordinates. This proves the first part of (c).

The second part of (c) is also a consequence of (3.1) and (3.2). Note that the first row of the Wronskian $(D^{\epsilon}_z f_j)$ is the row vector $f$ which remains the same after
the change of coordinates. Suppose that we have replaced the row vectors $D_x^j f$ by the following sum:

$$
\sum_{|\alpha| = |e'|} \left( \prod_{i \in e'} \frac{\partial t}{\partial z_i} \right) D_x^\alpha f \quad \text{for all } e' \text{ with } |e'| < d_j
$$

without changing the determinant of the Wronskian. Let $|e'| = d_j$, then by (3.1) we have

$$
D_x^{e'} f = \sum_{|\alpha| = |e'|} \left( \prod_{i \in e'} \frac{\partial t}{\partial z_i} \right) D_x^\alpha f + A_i,
$$

where $A_i$ is a linear combination of $D_x^\alpha f$ with $|\alpha| < d_j$ and hence they are in $F_{d_j-1}$. Therefore, replacing $D_x^{e'} f$ by the sum $\sum_{|\alpha| = |e'|} \left( \prod_{i \in e'} \frac{\partial t}{\partial z_i} \right) D_x^\alpha f$ does not change the determinant. Moreover, the row vectors $\{\sum_{|\alpha| = |e'|} \left( \prod_{i \in e'} \frac{\partial t}{\partial z_i} \right) D_x^\alpha f \mid |e'| \leq d_j\}$ must be linearly independent over $K$ and generate $F_{d_j}$, otherwise, the determinant would be zero which is not the case. Inductively, we can replace each row of the Wronskian by the sum as above and the second part of (c) follows.

**Proposition 3.2.** Let $p$ be an irreducible subvariety of $V$ of codimension one. Let $P$ be a smooth point of $p$ and let $t = \{t_1, \ldots, t_N\}$ be a local coordinate system of $P$ in an open neighborhood $U$. If $f$ is a non-constant element of $K$ and regular along $p$, then for any integer vector $\alpha \geq 0$,

$$
\text{ord}_p \frac{D_t^{\alpha}(f)}{f} \geq -\min\{|\alpha|, \text{ord}_p f\}.
$$

**Proof.** Let $O_{V,p}$ denote the local ring at $P$. Over some smaller neighborhood of $p$ contained in $U$, $p$ has a local defining equation $g \in O_{V,p}$ and $f = ug^{\text{ord}_p f}$ where $u \in O_{V,p}$ and $u$ does not vanish along $p$. By Proposition 2.1,

$$
D_t^{\alpha} (ug^{\text{ord}_p f}) = \sum_{\alpha = \beta + \gamma} D_t^{\beta} u D_t^{\gamma} g^{\text{ord}_p f}.
$$

The following inequality is clear:

$$
\text{ord}_p D_t^{\gamma} g^{\text{ord}_p f} \geq \max\{0, \text{ord}_p(f) - |\gamma|\}.
$$

Hence

$$
\text{ord}_p \frac{D_t^{\alpha}(f)}{f} \geq -\min\{|\gamma|, \text{ord}_p f\} \geq -\min\{|\alpha|, \text{ord}_p f\}.
$$

4. Height over a function field

For the rest of the paper, we shall fix a projective embedding of $V$ such that $V \subset \mathbb{P}^M$ for some positive integer $M$. Let $M_K$ denote the set of prime divisors (irreducible subvarieties of codimension one) of $V$. In this section, we recall the definition of the Weil height of points of $\mathbb{P}^n(K)$ as well as some basic facts from algebraic geometry.

Let $p \in M_K$ be a prime divisor. As $V$ is non-singular in codimension one, the local ring $O_p$ at $p$ is a discrete valuation ring. For each $x \in K^*$ its order $\text{ord}_p x$ at $p$ is well defined. We can associate to $x$ its divisor

$$
(x) = \sum_{p \in M_K} \text{ord}(x)p = (x)_0 - (x)_\infty,
$$
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where \((x)_0\) is the zero divisor of \(x\) and \((x)_∞\) is the polar divisor of \(x\), respectively. Let \(\deg p\) denote the projective degree of \(p\) in \(\mathbb{P}^M\). Then the sum formula

\[
\deg(x) = \sum_{p \in M_K} \ord(x) \deg p = 0
\]

holds for all \(x \in K^*\).

Given \(x = [x_0, \ldots, x_n] \in \mathbb{P}^n(K)\) with \(x_0, \ldots, x_n \in K\) not all zero, the (logarithmic) height of \(x\) is defined by the following formula:

\[
h(x) = -\sum_p \min_i \{\ord(x_i)\} \deg p.
\]

Note that \(x\) defines a rational map \(x : V \rightarrow \mathbb{P}^n\) over \(k\). The height of \(x\) can also be interpreted as the projective degree of \(x^{-1}(H)\), where \(H\) is any hyperplane of \(\mathbb{P}^n\) which does not contain the image of \(x\) (for a proof, see [La2, Chap. 3, Prop. 3.2] or [Sc, Chap. 1, 2.2]).

In what follows, we shall fix an \((M - N - 1)\)-plane \(\mathbb{P}^{M - N - 1} \subset \mathbb{P}^M\) which is disjoint from \(V\). Let \(\mathbb{P}^N\) be an \(N\)-plane which is complementary to \(\mathbb{P}^{M - N - 1}\) and let \(\pi : V \rightarrow \mathbb{P}^N\) be the projection from \(\mathbb{P}^{M - N - 1}\). We may choose \(\pi\) so that it is a finite, separable morphism over \(k\). Then the degree of \(\pi\) is equal to the projective degree of \(V\) in \(\mathbb{P}^M\). Let \(V̄\) denote the smooth locus of \(V\). Let \(\pi^0\) denote the restriction of \(\pi\) on \(V̄\). Because \(V\) is non-singular in codimension one, the group of divisors \(\text{Div}_k(V̄)\) as well as the divisor classes \(\text{Cl}(V̄)\) of \(V̄\) are isomorphic to \(\text{Div}_k(V)\) and \(\text{Cl}(V)\), respectively.

Let \(\mathcal{K}_{V̄}\) denote the canonical divisor class of \(V̄\) and let \(\mathcal{R}^0_\pi\) denote the divisor class containing the branch divisor of \(\pi^0\). Then, the identity

\[
\mathcal{K}_{V̄} = \mathcal{R}^0_\pi + (\pi^0)^*(\mathcal{K}_P^N)
\]

holds as usual, where \(\mathcal{K}_P^N\) denotes the canonical divisor class of \(\mathbb{P}^N\). Let \(H^0\) denote a hyperplane section of \(V̄\). By abuse of notation, we will also denote \(H^0\) as the divisor class containing \(H^0\). Then the above identity can by expressed in terms of \(H^0\) as follows:

\[
\mathcal{K}_{V̄} = \mathcal{R}^0_\pi - (N + 1)H^0.
\]

We also have the corresponding identity on \(V\):

\[
\mathcal{K}_V = \mathcal{R}^0_\pi - (N + 1)H,
\]

where \(\mathcal{K}_V, \mathcal{R}_\pi\) and \(H\) denote the divisor class obtained by taking the Zariski closure of each codimension one irreducible subvariety in the representing divisors of \(\mathcal{K}_{V̄}, \mathcal{R}^0_\pi\) and \(H^0\) in \(V\), respectively. In the following, we will also call \(\mathcal{R}_\pi\) the branch divisor of \(\pi\). Note that \(H\) is also a hyperplane section of \(V\).

5. The truncated second main theorem

We retain the notation from Section 4. Let \([Z_0, \ldots, Z_N]\) be a set of homogeneous coordinates of \(\mathbb{P}^N\). Without loss of generality, we may assume that the coordinate hyperplane \(H_0\) of \(\mathbb{P}^n\), defined by equation \(Z_0 = 0\), is not contained in \(\pi(\mathcal{R}_\pi)\). Let \(z_i = \frac{Z_i}{Z_0}\) for \(1 \leq i \leq N\). Then the set of functions \(\pi^*(z_i) = z_i \circ \pi, 1 \leq i \leq n\), forms a set of transcendental basis of \(K\). By abuse of the notation, we will still let \(z_i\) denote \(\pi^*(z_i)\) in \(K\). Then, \(K\) is finite and separable over \(k(z_1, \ldots, z_N)\) with degree equal to the degree of \(\pi\).

Definition. Let \(Q = \sum_p m_p p\) be a divisor of \(V\). We define \(\deg Q = \sum_p m_p \deg p\).
Theorem 1. Let $\mathcal{X} = [x_0, ..., x_n] \in \mathbb{P}^n(K)$. Let $q \geq n + 1$ and let $L_1, ..., L_q$ be linear forms in $n + 1$ variables over $k$ which are in general position, that is, any $n + 1$ elements of $L_1, ..., L_q$ are linearly independent over $k$. Let $S$ be any fixed finite subset of $M_K$. Suppose that $x_0, ..., x_n$ are linearly independent over $kK^p$, then

\[
(q - n - 1)h(x_0, ..., x_n) \leq \sum_{i=1}^{q} \sum_{p \notin S} \deg p \min\{nc(m, k), \text{ord}_p(L_i(\mathcal{X}))\} - \min_{0 \leq j \leq n} \{\text{ord}_p(x_j)\} + \frac{n(n + 1)}{2}c(m, k)(\deg K_V + O(N)\deg V + \sum_{p \in S} \deg p),
\]

where the constant $c(m, k) = 1$ if $p = 0$ and $c(m, k) = p^{m-1}$ otherwise; and the constant $O(N) = 0$ if $N = 1$ and $O(N) = N$ if $N > 1$.

Remark 1. If $k$ is of positive characteristic, then $c(m, k)$ can be formulated in terms of the minimal order $|e|$ which has a better bound as described in Theorem 2 in Section 6.

Remark 2. If $V$ is a smooth curve over $k$ ($N = 1$), then $\deg K_V = 2g(V) - 2$ where $g(V)$ denotes the genus of $V$.

Remark 3. When $k = \mathbb{C}$, Theorem 1 is similar to the result of Noguchi [No]. However, the error term in Theorem 1, $\frac{n(n+1)}{2}(\deg K_V + O(N)\deg V + \sum_{p \in S} \deg p)$, is more explicit.

As a special case of Theorem 1, we have the following result for polynomial rings.

Corollary. Let $K = k(z_1, ..., z_N)$ and let $f_1, ..., f_n \in k[z_1, ..., z_N]$ which are relatively prime. Let $L_1, ..., L_q$ be linear forms in $n + 1$ variables over $k$ and in general position. If $f_0, ..., f_n$ are linearly independent over $kK^p$, then

\[
(q - n - 1)\max\{\deg f_0, ..., \deg f_n\} \leq \sum_{i=1}^{q} \sum_{p} \min\{nc(m, k), \text{ord}_p(L_i(f_0, ..., f_n))\} \deg P,
\]

where $P$ runs through all irreducible polynomials in $k[z_1, ..., z_N]$.

Remark 4. Shapiro and Sparer [SS] dealt with the special case that $k = \mathbb{C}$ under the assumption that $f_0, ..., f_n$ are pairwise coprime.

Proof of Theorem 1. Let $U_0 = \mathbb{P}^N \setminus H_0$. Fix any prime divisor $p$ of $V$. Since $V$ is non-singular in codimension one by assumption, the intersection $p^0 = p \cap V^0$ is non-empty. We will choose any point $w$ which is in the smooth locus of $p$ and choose a neighborhood $U_{w,p}$ of $w$ such that $p$ is defined by the zero locus of a single function $g_p$. Let $t = \{t_1, ..., t_N\}$ be a local coordinate system of $w$ in $U_{w,p}$. The point $w$ and the local coordinate system $t$ can be chosen to satisfy one of the following conditions:

(i) If $p$ is contained in the support of the branched divisor $\mathcal{R}_\pi$, then $\pi(p) \neq H_0$ by assumption. Let $w \in p^0 \cap \pi^{-1}(U_0)$ and $U_{w,p} \subset \pi^{-1}(U_0)$. We may choose $t_1 = g_p$ and the branch locus $\pi(p)$ is defined by $a_1^{e_p}$ near $\pi(w)$ for some $a \in K$ which has no pole or zero along $p$. Then $\{a_1^{e_p}, t_2, ..., t_N\}$ forms a local coordinate system in an open neighborhood of $\pi(w)$. (See [BPV], p. 41, for a proof which also works in
finite characteristic.) Write \( u = at_i^{e_p} \), then \( \frac{\partial u}{\partial t_i} \neq 0 \) with \( \ord_p \left( \frac{\partial u}{\partial t_i} \right) \geq e_p - 1 \) since \( \pi \) is separable.

(ii) If \( p \) is not branched and \( \pi(p) \neq H_0 \), then we may choose any \( w \in p^0 \cap \pi^{-1}(U_0) \). There exists an open neighborhood \( U_{w,p} \subset \pi^{-1}(U_0) \) of \( w \) such that \( \{t_1 = z_1, \ldots, t_N = z_N\} \) forms a local coordinate system of \( U_{w,p} \).

(iii) If \( p \) is not branched but \( \pi(p) = H_0 \), then we may choose a \( w \) and an open neighborhood \( U_{w,p} \) of \( w \) such that \( \{t_1 = \pi^*(Z_0/Z_N), \ldots, t_N = \pi^*(Z_{N-1}/Z_N)\} \) forms a local coordinate system of \( U_{w,p} \).

Since \( \{z_1, \ldots, z_N\} \) forms a set of transcendental basis of \( K \) and \( x_0, \ldots, x_n \) are linearly independent over \( kK \), by Lemma 1 there exists a sequence of minimal integer vectors \( e^0, e^1, \ldots, e^n \) with \( 0 = |e^0| < |e^1| \leq \cdots \leq |e^n| \) such that

\[
det(D_z^e v) \neq 0.
\]

To ease the notation, we will set \( l_i := L_i(x_0, \ldots, x_n) \) for \( 1 \leq i \leq q \). Rearranging the indices if necessary, we may assume that \( \ord_p(l_1) \geq \ord_p(l_2) \geq \cdots \geq \ord_p(l_q) \). Then we have \( \ord_p(l_{n+1}) = \cdots = \ord_p(l_q) = \min\{\ord_p(x_i)\} \) ([Wa1], Proposition 4.2). Set

\[
(G = \frac{l_1 \cdots l_q}{\det(D_z^e x_v)}).
\]

By Proposition 3.1(a)

\[
det(D_z^e l_{1,\mu})_{1 \leq \mu \leq n+1} = det(a_{\mu v}) det(D_z^e x_v),
\]

where \( l_\mu = \sum_{v=0}^n a_{\mu v} x_v \) for \( 1 \leq \mu \leq n+1 \) and the following identities are clear:

\[
l_{n+2} \cdots l_q = cG \frac{\det(D_z^e l_{1,\mu})}{l_1 \cdots l_{n+1}} = cG \det\left(\frac{D_z^e l_{1,\mu}}{l_\mu}\right),
\]

where \( c \) is a non-zero constant in \( k \). To estimate the vanishing order of the function \( \det(D_z^e l_{1,\mu})_{1 \leq \mu \leq n+1} \) at \( p \), we proceed as follows.

First, we express the determinant of the Wronskian \( (D_z^e l_{1,\mu}) \) in terms of the local coordinate system \( t \) in the neighborhood \( U_{w,p} \) of \( w \). By Proposition 3.1(c), we have

\[
\det(D_z^e l_{1,\mu}) = \det(\sum_{|\alpha| = |e^\mu|} \left( \prod_{\alpha} \frac{\partial t}{\partial z} \right) D_t^e l_{1,\mu}).
\]

Put \( \xi_p = - \min_{0 \leq i \leq n} \{\ord_p(x_i)\} \) and let \( x_p^i = x_i g_p^{e_p} \). By Proposition 3.1(b),

\[
\ord_p \left( \det(\frac{D_z^e l_{1,\mu}}{l_\mu}) \right) = \ord_p \left( \det(\frac{D_z^e L_{1,\mu}(x_p^0, \ldots, x_p^n)}{L_{1,\mu}(x_p^0, \ldots, x_p^n)}) \right).
\]
Let $m_p = - \min_{1 \leq i, j \leq N} \{ \text{ord}_p (\frac{\partial g}{\partial x_j}) \}$. Then

\[
\text{det} \left( \frac{D_{x_i}^e l_\mu}{l_\mu} \right)
= -m_p \sum_{i=0}^n |e^i| \text{det} \left( g_p L_\mu (x_0^p, \ldots, x_n^p) \right)
= -m_p \sum_{i=0}^n |e^i| \text{det} \left( \sum_{|\alpha| = |e|} \left( \prod_{i=0}^\alpha \frac{\partial t_i}{\partial z} \right) g_p D_{x_i}^e L_\mu (x_0^p, \ldots, x_n^p) \right).
\]

(5.3)

By construction, $x_i^p$ and $(\prod_{e^i} \frac{\partial t_i}{\partial z}) g_p |e^i|$ have no poles at $p$. Also by Proposition 3.2, for $|\alpha| = |e^i|$ we have

\[
\text{ord}_p \left( \frac{D_{x_i}^e l_\mu}{l_\mu} \right) \geq - \min \{ |e^i|, \text{ord}_p (l_\mu) + \xi_p \} \geq -|e^i|.
\]

(5.4)

Using the last inequality of (5.4) and the fact that $(\prod_{e^i} \frac{\partial t_i}{\partial z}) g_p |e^i|$ does not have pole along $p$, we obtain the following:

\[
-\text{ord}_p \left( \frac{D_{x_i}^e l_\mu}{l_\mu} \right) \leq (m_p + 1) \sum_{i=0}^n |e^i|.
\]

(5.5)

On the other hand, $|e^i| \leq |e^n|$ for $0 \leq i \leq n$. Then the first inequality of (5.4) gives

\[
-\text{ord}_p \left( \frac{D_{x_i}^e l_\mu}{l_\mu} \right) \leq m_p \sum_{i=0}^n |e^i| + \sum_{j=1}^{n+1} \min \{ |e^n|, \text{ord}_p (l_j) + \xi_p \}.
\]

(5.6)

Now (5.2) and (5.6) imply that

\[
- (q - n - 1) \min \{ \text{ord}_p (x_j) \} \text{deg } p \leq \left( -\text{ord}_p (G) + m_p \sum_{i=0}^n |e^i| + \sum_{j=1}^q \min \{ |e^n|, \text{ord}_p (l_j) + \xi_p \} \right) \text{deg } p.
\]

(5.7)

Similarly, (5.2) and (5.5) imply that

\[
- (q - n - 1) \min \{ \text{ord}_p (x_j) \} \text{deg } p \leq - \text{ord}_p (G) + (m_p + 1) \sum_{i=0}^n |e^i| \text{deg } p.
\]

(5.8)

Summing (5.7) over all irreducible divisors $p$ which are not in $S$ and summing (5.8) over all $p$ which are in $S$, by the sum formula (4.1),

\[
(q - n - 1) h(x_0, \ldots, x_n) \leq \sum_{p \notin S} \sum_{i=1}^q \min \{ |e^n|, \text{ord}_p (l_i) + \xi_p \} \text{deg } p
\]

\[
+ \sum_{i=0}^n |e^i| \left( \sum_{p \in M_{K}} m_p \text{deg } p + \sum_{p \in S} \text{deg } p \right).
\]

(5.9)

We will now calculate $m_p$ in the three cases. In case (i), we have chosen a local coordinate system $(t_1, \ldots, t_N)$ of $w$ in $U_{w,p} \cap p$ such that $(\alpha^e t_1^e, \ldots, t_N) =$
\((u_1, \ldots, u_N)\) forms a local coordinate system in a neighborhood of \(\pi(w)\). Note that
\[-\min_{1 \leq i, j \leq N} \{\text{ord}_p(\frac{\partial u_i}{\partial z_j})\} = 0.\]
Therefore,
\[-\min_{1 \leq i, j \leq N} \{\text{ord}_p(\frac{\partial t_i}{\partial z_j})\} \leq -\min_{1 \leq i, j \leq N} \{\text{ord}_p(\frac{\partial t_i}{\partial u_j})\} - \min_{1 \leq i, j \leq N} \{\text{ord}_p(\frac{\partial u_i}{\partial z_j})\} \leq e_p - 1.\]

In case (ii), \(t_i = z_i\). Therefore \(m_p = 0\) in this case. In case (iii), \(t_1 = z_N^{-1}\) and \(t_i = z_{i-1}z_N^{-1}\) if \(i \neq 1\). It is easy to see that \(m_p = -2\) if \(N = 1\) and \(m_p = -1\) if \(N > 1\). Since \(p\) is unbranched in this case, the number of irreducible divisors in \(\pi^{-1}(\{z_0 = 0\})\) equals \(\deg V\). Therefore
\[
\sum_p m_p \deg p \leq \begin{cases} 
\deg \mathcal{R}_n - 2 \deg V & \text{if } N = 1, \\
\deg \mathcal{R}_n - \deg V & \text{if } N > 1.
\end{cases}
\]
Equation (4.2) gives that \(\mathcal{R}_n = \mathcal{K}_N - \pi^* \mathcal{K}_{pN} = \mathcal{K}_V + (N + 1)\pi^*[H]\), where \(H\) is a generic hyperplane of \(\mathbb{P}^N\). Therefore
\[
\sum_p m_p \deg p \leq \begin{cases} 
\deg \mathcal{K}_V & \text{if } N = 1, \\
\deg \mathcal{K}_V + N \deg V & \text{if } N > 1.
\end{cases}
\]
If \(K\) has positive characteristic, then Lemma 2 implies
\[
\sum_{i=0}^{n} |e_i| \leq \sum_{i=0}^{n} ip^{n-1} = \frac{n(n+1)}{2} p^{n-1}.
\]
If \(p = 0\), then by Remark 2 of Lemma 2, we have
\[
\sum_{i=0}^{n} |e_i| \leq \sum_{i=0}^{n} i = \frac{n(n+1)}{2}.
\]
Now the proof of Theorem 1 is completed. \(\square\)

Proof of the Corollary. Let \(V = \mathbb{P}^N\) in Theorem 1. Let \(U_i = \{|z_0, \ldots, z_N| \mid z_i \neq 0\}, i = 0, \ldots, N\), be the standard open coverings of \(V\). Choose \(z_1 = Z_1/Z_0, \ldots, z_N = Z_N/Z_0\) to be the fixed transcendental basis which is also the coordinate system in \(U_0\). The polynomial ring \(k[z_1, \ldots, z_n]\) are rational functions on \(\mathbb{P}^N\) which are regular on \(U_0\). Denote by \(p_\infty\) the divisor defined by \(Z_0 = 0\). Let \(p \neq p_\infty\) be a prime divisor of \(\mathbb{P}^N\); then \(p\) corresponds an irreducible polynomial of \(k[z_1, \ldots, z_N]\). Since \(k[z_1, \ldots, z_N]\) is a unique factorization domain and \(f_0, \ldots, f_n\) are relatively prime, we have \(\min_{0 \leq j \leq n} \{\text{ord}_p f_j\} = 0\) and the given set of elements \(f_0, \ldots, f_n\) has height \(h((f_0, \ldots, f_n)) = \max\{\deg f_0, \ldots, \deg f_n\}\).

Let \(K = k(z_1, \ldots, z_N)\) be the field of rational functions in \(N\)-variables. Let \(S\) be the subset of \(M_K\) consisting of \(p_\infty\) only. Note that \(\deg \mathcal{K}_{pN} = -(N+1)\). It is clear the corollary follows from Theorem 1. \(\square\)

6. A Refinement on the Orders of the Iterated Derivatives

We assume that \(p\) is positive in this section. Although the bounds of the order of the minimal integer vectors \(e^0, \ldots, e^n\) given in Lemma 1 and Lemma 2 are the best possible in some special cases, they may not be sharp enough in most cases. In the following theorem we provide a better bound for the order of the integer vectors \(e^0, \ldots, e^n\) in terms of the dimension of the vector spaces spanned by \(x_0, \ldots, x_n\) over
Let $x_0, \ldots, x_n \in K$. Then $x_0, \ldots, x_n$ are linearly independent over $K_m$ if and only if there exist integer vectors $\epsilon^i$ with $0 = |\epsilon^0| < |\epsilon^1| \leq \cdots \leq |\epsilon^n|$ such that

\begin{equation}
\det \left( D^i_j x_l \right)_{0 \leq i, j, l \leq n} \neq 0,
\end{equation}

and the integer vectors $\epsilon^i = (\epsilon^i_1, \ldots, \epsilon^i_N), i = 0, 1, \ldots, n$, satisfy the following conditions for $1 \leq s \leq l_{\gamma(\delta)-1} - l_{\gamma(\delta-1)}$ where $1 \leq \delta \leq u$ as defined above:

(A) $\epsilon^i_j l_{\gamma(\delta-1)+s} \leq \min \{ sp^{\gamma(\delta)-1} - 1, p^{\gamma(\delta)-1} \}, \quad 1 \leq j \leq N,$

(B) $|\epsilon^i_{l_{\gamma(\delta-1)+s}}| \leq (l_{\gamma(\delta)-1} + s)p^{\gamma(\delta)-1},$

(C) there exists a component $\epsilon^i_j l_{\gamma(\delta-1)+s}$ in the corresponding vector $\epsilon^i_{l_{\gamma(\delta-1)+s}}$ such that $\epsilon^i_j l_{\gamma(\delta-1)+s} \geq p^{\gamma(\delta)-1}.$

In particular, there exists a component $\epsilon^i_{l_{\gamma(\delta-1)+1}}$ in the corresponding vector $\epsilon^i_{l_{\gamma(\delta-1)+1}}$ such that $\epsilon^i_{l_{\gamma(\delta-1)+1}} = p^{\gamma(\delta)-1}.$

We recall the following result which is needed for the proof of Theorem 2.

Proposition 6.1. Let $p$ be a prime number. Let $a = \sum_{i \geq 0} a_i p^i$ and $b = \sum_{i \geq 0} b_i p^i$, with $0 \leq a_i, b_i \leq p - 1$, be the $p$-adic expansions of the nature numbers $a$ and $b$. Then $\binom{a}{b}$ is not divisible by $p$ if and only if $a_i \geq b_i$ for all $i \geq 0.$

Proof. See [HS], or [GV].

Proof of Theorem 2. The “if” part of the theorem comes from Lemma 1. Therefore we only need to show the “only if” part.

Without loss of generality we may assume that $x_0, \ldots, x_{l_{\gamma(\delta)}}$ are linearly independent over $K^{p^{\gamma(\delta)}}$. By the definition of $\gamma(\delta)$, $x_0, \ldots, x_{l_{\gamma(\delta)-1}+s}$ are linearly dependent over $K^{p^{\gamma(\delta)-1}}$ for $1 \leq s \leq l_{\gamma(\delta)} - l_{\gamma(\delta-1)}$. Then the row vectors

\begin{equation}
(D^e_x x_0, D^e_x x_1, \ldots, D^e_x x_{l_{\gamma(\delta)}}), \quad \text{for all } |\alpha| \text{ such that } \alpha_j < p^{\gamma(\delta)-1} \text{ for all } j
\end{equation}

are linearly dependent. Hence, if $\epsilon^0, \ldots, \epsilon^n$ satisfy (*), then they must satisfy (C).

We now claim that there exists a sequence of integer vectors which satisfies (A) and (B) such that (*) holds. This will be done by induction on $n$. When $n = 0$, this is trivial. The proof will then be completed by two induction steps. First we show that if the claim is true for $n = l_{\gamma(\delta-1)}$, then it is true for $n = l_{\gamma(\delta-1)} + 1$. We then show that if the claim is true for $n = l_{\gamma(\delta-1)} + s$, then it is true for $n = l_{\gamma(\delta-1)} + s + 1$, where $1 \leq s < l_{\gamma(\delta)} - l_{\gamma(\delta-1)}$.

Now we start the first part of the induction steps. By induction, we assume that the claim is true for $n = l_{\gamma(\delta-1)}$. Let $x_0, \ldots, x_{l_{\gamma(\delta-1)}+1}$ be linearly independent over $K^{p^{\gamma(\delta)}}$ and assume the conclusion of the claim does not hold. Then the following
vectors, $0 \leq i \leq l_\gamma(\delta-1)+1$,

$$\mathbf{x}_i = (x_i, \ldots, D^\alpha x_i, \ldots)$$

with $\alpha = (p^{\gamma(\delta)-1}, \ldots, p^{\gamma(\delta)-1})$ and $|\alpha| \leq (l_\gamma(\delta-1)+1)p^{\gamma(\delta)-1}$ are linearly dependent over $K$. Then there exist $a_0, \ldots, a_{l_\gamma(\delta-1)+1} \in K$, not all zeros, such that

$$\sum_{i=0}^{l_\gamma(\delta-1)+1} a_i D^\alpha x_i = 0$$

for $\alpha = (p^{\gamma(\delta)-1}, \ldots, p^{\gamma(\delta)-1})$ and $|\alpha| \leq (l_\gamma(\delta-1)+1)p^{\gamma(\delta)-1}$.

Since $x_0, \ldots, x_{l_\gamma(\delta-1)}$ are linearly independent over $K^{p^{\gamma(\delta)}}$, by the induction assumption that the vectors $\mathbf{x}_0, \ldots, \mathbf{x}_{l_\gamma(\delta-1)}$ are linearly independent over $K$. Hence $a_{l_\gamma(\delta-1)+1} \neq 0$ and without loss of generality we can assume that $a_{l_\gamma(\delta-1)+1} = 1$.

We shall show that $a_1 \in K^{p^{\gamma(\delta)}}$ and then (6.1) with $\alpha = (0, \ldots, 0)$ will give a contradiction that completes this step of proof. By Proposition 2.2(a), it suffices to show that $D^\alpha a_i = 0$ for $0 \leq r < \gamma(\delta)-1$ and $1 \leq j \leq N$. This will be done by induction. For $r = 0$, applying $D_{x_j}$ to (6.1) we have

$$\sum_{i=0}^{l_\gamma(\delta-1)+1} a_i D^\alpha x_i + D_{x_j} a_i D^\alpha x_i = 0.$$  

Then from (6.1), we have $\sum_{i=0}^{l_\gamma(\delta-1)+1} D_{x_j} a_i D^\alpha x_i = 0$, for $\alpha \leq (p^{\gamma(\delta)-1}, \ldots, p^{\gamma(\delta)-1})$ and $|\alpha| \leq l_\gamma(\delta-1)p^{\gamma(\delta)-1}-1$. Deduce from the induction assumption that the following vectors for $0 \leq i \leq l_\gamma(\delta-1)$

$$\sum_{i=0}^{l_\gamma(\delta-1)+1} a_i D^\alpha x_i = 0.$$  

Therefore

$$D^\alpha a_i = 0$$

for $(0, \ldots, 0) \neq \beta \leq (p^{\gamma(\delta)-1}-1, \ldots, p^{\gamma(\delta)-1})$ and $0 \leq i \leq l_\gamma(\delta-1)$. Then

$$D^\beta p^\gamma a_i = 0$$

for $0 \leq r \leq N$, $0 \leq u \leq r-1$ and $0 \leq i \leq l_\gamma(\delta-1)$. Let the operator $D_{x_j}^\beta$ with $\beta_j \leq p^{\gamma(\delta)-1}$ apply to (6.1) for $\alpha$ with $\alpha_j = p^{\gamma(\delta)-1}$. Then by Proposition 2.1 and (6.4) we have

$$p^{\gamma(\delta)-1} + \beta_j \sum_{i=0}^{l_\gamma(\delta-1)+1} a_i D^\alpha x_i = 0.$$  

Since $\beta_j < p^{\gamma(\delta)-1}$, from Proposition 6.1 we have $p^{\gamma(\delta)-1} + \beta_j \neq 0$ (mod $p$). Therefore,

$$\sum_{i=0}^{l_\gamma(\delta-1)+1} a_i D^\alpha x_i = 0,$$

for $\alpha$ in (6.1) and $\beta_j \leq p^{\gamma(\delta)-1}$.

Now apply the operator $D_{x_j}^\beta$ to (6.1); then as a result of (6.6),

$$D_{x_j}^\beta a_i D^\alpha x_i = 0,$$

for $\alpha \leq (p^{\gamma(\delta)-1}, \ldots, p^{\gamma(\delta)-1})$ and $|\alpha| \leq l_\gamma(\delta-1)p^{\gamma(\delta)-1}$. 


Again since the vectors in (6.3) are linearly independent over \( K \), it follows that 
\[ D_p^\nu a_i = 0 \] for \( 0 \leq i \leq l_{\gamma(\delta-1)} \). This completes the first step of the induction proof of the claim.

It remains to show that if the claim is true for 
\[ n = l_{\gamma(\delta-1)} + s, \] then it is true for 
\[ n = l_{\gamma(\delta-1)} + s + 1, 1 \leq s < l_{\gamma(\delta)} - l_{\gamma(\delta-1)}. \] If \( (s + 1)p^{\gamma(\delta)-1} \geq p^{\gamma(\delta)} - 1 \), then this induction step is similar to the proof of Lemma 1. If \( (s + 1)p^{\gamma(\delta)-1} < p^{\gamma(\delta)} - 1 \), this induction step can be showed by Lemma 1 and Lemma 2. We will omit these arguments.

\[ \square \]
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