GEOMETRIC CHARACTERIZATION OF STRONGLY NORMAL EXTENSIONS
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Abstract. This paper continues previous work in which we developed the Galois theory of strongly normal extensions using differential schemes. In the present paper we derive two main results. First, we show that an extension is strongly normal if and only if a certain differential scheme splits, i.e. is obtained by base extension of a scheme over constants. This gives a geometric characterization to the notion of strongly normal. Second, we show that Picard-Vessiot extensions are characterized by their Galois group being affine. Our proofs are elementary and do not use “group chunks” or cohomology. We end by recalling some important results about strongly normal extensions with the hope of spurring future research.

Introduction

In [17] we developed the theory of strongly normal extensions using tensor products and differential schemes. The present paper continues that work.

Let \( F \) be a differential field of characteristic 0 with algebraically closed field of constants \( C \). Let \( G \) be a finitely differentially generated extension of \( F \). The central idea of [17] is to study \( P = G \otimes_F G \) and \( P = \text{diffspec} P \). One of the more important results is that if \( G \) is strongly normal over \( F \), then \( P \) splits. This means that \( P \), as a differential scheme over \( G = \text{diffspec} G \), is obtained by base extension from a scheme over \( C = \text{spec} C \).

The first few sections briefly summarize some needed results from [17] and then we prove our first main result. We show the converse of the above, i.e. if \( G \) has field of constants \( C \) and \( P \) splits, then \( G \) is strongly normal over \( F \). This gives a geometric interpretation to the notion of strongly normal extension.

Kolchin and Lang [13] give a different characterization, namely that there exists a model for the field extension \( G \) over \( F \) which is a torsor (principal homogeneous space) for the Galois group. The proof requires use of Weil’s “group chunks” (as extended by Rosenlicht [24]). In [17] we were able to avoid use of this device. Here too we do not use it.

Next we describe the Picard-Vessiot theory for partial differential fields. We need to do this since most treatments in the literature restrict themselves to ordinary differential fields. This is unfortunate. There is little added difficulty in treating the partial case. Also, one can find in the literature at least six different definitions of Picard-Vessiot extensions, thus one is almost forced to restate the definitions in every paper. We choose the one from Kolchin’s book [11].
Our goal is not to give yet another presentation of Picard-Vessiot theory, so our treatment is brief. Instead we concentrate on proving our second main theorem. It states that a strongly normal extension is Picard-Vessiot if and only if its Galois group is affine. This was first shown by Kolchin (9, Theorem 2, p. 891). However, his proof requires knowing that Galois cohomology of the general linear group is trivial and that this implies that the rational cohomology is also trivial. Our proof is more elementary; it relies on a few simple theorems about almost constant differential rings from [17] Section 5, p. 4482.

Examples of strongly normal extensions are not easy to find. Picard-Vessiot extensions are certainly strongly normal. There is only one other explicit example in the literature, namely Example 2.7. The reason for this may be because the theory has not yet been extensively studied. We hope that this paper, and its predecessor, will encourage further research.

To that end, we summarize some important results in the last few sections. The Chevalley-Barsotti theorem (Proposition 12.2) leads to a tower of $\Delta$-fields consisting of a finite (Galois) extension, a Picard-Vessiot extension, and one generated by abelian functions. Thus a strongly normal extension decomposes into three parts, two of which have been extensively studied.

There is a “factory” for creating strongly normal extensions: the logarithmic derivative. In Section 13 we give the definition and state results. Unfortunately the references for these results use Weil style algebraic geometry; they await modernization. The next section applies this to the case of hyperelliptic Jacobians.

In Section 15 we state Kolchin’s theorem which asserts that every connected algebraic group is the Galois group of some strongly normal extension. Thus strongly normal extensions are abundant. Unlike Picard-Vessiot extensions, however, one cannot simply start with a (non-linear) differential equation and produce a strongly normal extension. The first Painlevé transcendent gives a counterexample. There has been some work to determine what property of a differential equation ensures that a solution is contained in a strongly normal extension. We give some references in Section 15.

1. Notation

We assume familiarity with [17]. For the basic notions of differential algebra, see Kolchin [11], Kaplansky [5], Magid [18] or van der Put-Singer [29]. Except for [11] and an appendix of [29], these books restrict themselves to ordinary differential fields. We do not. The bibliography in [29] is especially recommended; it has almost 300 entries. For the Galois theory of strongly normal extensions we use the methods and notation of [17]. For more information about diffspec see [16].

The set of (commuting) derivation operators is denoted by $\Delta = \{\delta_1, \ldots, \delta_m\}$. The free commutative monoid on $\Delta$ is denoted by $\Theta$, thus an element $\theta \in \Theta$ has the form $\theta = \delta_1^{e_1} \cdots \delta_m^{e_m}$ for some (unique) $e_i \in \mathbb{N}$. The “identity derivation operator” ($e_i = 0$ for all $i$) is denoted by $1$.

We use the prefix $\Delta$ in lieu of the word “differential”, e.g. $\Delta$-ring, $\Delta$-ideal, $\Delta$-field. The ring of constants of a $\Delta$-ring $R$ is denoted by $R^\Delta$. Throughout this paper, $\mathcal{F}$ is a fixed $\Delta$-field of characteristic 0 with algebraically closed field of constants $\mathcal{C} = \mathcal{F}^\Delta$, and $\mathcal{J}$ is a finitely $\Delta$-generated extension of $\mathcal{F}$.

All $\Delta$-rings are assumed to be algebras over $\mathcal{F}$, or over $\mathcal{C}$ if they are rings of constants. In particular all $\Delta$-rings are Keigher rings ([16] Definition 2.3, p. 73),
in fact even Ritt algebras. The following symbols will be used frequently in what follows:

\[ \mathcal{P} = \mathcal{G} \otimes \mathcal{F}, \quad P = \text{diffspec} \mathcal{P}, \]

and

\[ G = \text{diffspec} \mathcal{G}, \quad F = \text{diffspec} \mathcal{F}, \quad C = \text{diffspec} \mathcal{C} = \text{spec} \mathcal{C}. \]

2. Strongly normal extensions

**Definition 2.1.** By a \( \Delta \)-isomorphism \( \sigma \) of \( \mathcal{G} \) over \( \mathcal{F} \) we mean a \( \Delta \)-homomorphism (necessarily injective) of \( \mathcal{G} \) into some \( \Delta \)-extension of \( \mathcal{G} \) with \( \sigma \mid \mathcal{F} = \text{id} \).

**Definition 2.2.** Let \( \sigma \) be a \( \Delta \)-isomorphism of \( \mathcal{G} \) over \( \mathcal{F} \). Define

\[ \sigma: \mathcal{P} \to \mathcal{G}[\sigma \mathcal{G}] \] by \( \sigma(a \otimes b) = a \sigma b \), and \( p_\sigma = \ker \sigma \).

Evidently \( p_\sigma \) is a prime \( \Delta \)-ideal of \( \mathcal{P} \). By [17, Proposition 6.4, p. 4485], every prime \( \Delta \)-ideal of \( \mathcal{P} \) is of this form.

**Definition 2.3.** Let \( \mathcal{G} \) be a finitely \( \Delta \)-generated extension of \( \mathcal{F} \). Then \( \mathcal{G} \) is strongly normal over \( \mathcal{F} \) if every \( \Delta \)-isomorphism \( \sigma \) of \( \mathcal{G} \) over \( \mathcal{F} \) satisfies

\begin{align*}
(1) \quad & \sigma|_{\mathcal{G}} = \text{id} \\
(2) \quad & \sigma \mathcal{G} = \mathcal{G} \mathcal{C}(\sigma) = \mathcal{C} \mathcal{G}(\sigma), \quad \text{where} \quad \mathcal{C}(\sigma) = (\mathcal{G} \mathcal{G})^\Delta.
\end{align*}

It follows by [17, Proposition 12.2, p. 4489] that \( \mathcal{G}^\Delta = \mathcal{C} \).

**Proposition 2.4.** Suppose that \( \mathcal{G}^\Delta = \mathcal{C} \) and that every \( \Delta \)-isomorphism \( \sigma \) of \( \mathcal{G} \) over \( \mathcal{F} \) satisfies

\[ \sigma \mathcal{G} \subset \mathcal{G} \mathcal{D}_\sigma, \]

where \( \mathcal{D}_\sigma \) is some field of constants. Then \( \mathcal{G} \) is strongly normal over \( \mathcal{F} \).

**Proof.** [17, Proposition 12.15, p. 4490]. □

**Definition 2.5.** If \( \mathcal{G} \) is strongly normal over \( \mathcal{F} \), the group of all \( \Delta \)-automorphisms of \( \mathcal{G} \) over \( \mathcal{F} \) is called the Galois group of \( \mathcal{G} \) over \( \mathcal{F} \) and is denoted by \( \text{Gal}(\mathcal{G}/\mathcal{F}) \).

By [17, Corollary 14.4, p. 4494], \( \sigma \in \text{Gal}(\mathcal{G}/\mathcal{F}) \) if and only if \( p_\sigma \) is a maximal \( \Delta \)-ideal. Thus \( \text{Gal}(\mathcal{G}/\mathcal{F}) \) is canonically identified with the set of closed points of \( \mathcal{P} \).

In the following simple examples we restrict our attention to ordinary \( \Delta \)-fields \((m = 1)\) and denote the derivation by ‘\('.

**Example 2.6.** Picard-Vessiot extensions are strongly normal. For the case of partial \( \Delta \)-fields see Proposition 6.2. Here we define \( \mathcal{G} \) to be a Picard-Vessiot extension of \( \mathcal{F} \) if

\begin{align*}
(1) \quad & \mathcal{G}^\Delta = \mathcal{C}, \\
(2) \quad & \mathcal{G} = \mathcal{F}(\omega), \quad \text{where} \quad \omega = (\omega_1, \ldots, \omega_n) \text{ is a fundamental system of solutions of a linear homogeneous differential equation} \\
& \quad L(y) = y^{(n)} + a_{n-1}y^{(n-1)} + \cdots + a_0y = 0.
\end{align*}

Let \( \sigma \) be a \( \Delta \)-isomorphism of \( \mathcal{G} \) over \( \mathcal{F} \) into some \( \Delta \)-extension field \( \mathcal{E} \) of \( \mathcal{G} \). \( \omega \) is a fundamental system of solutions of \( L(y) = 0 \) in \( \mathcal{E} \), and each \( \sigma \omega_i \) is also a solution of \( L(y) = 0 \). Therefore \( \sigma \omega_i \) is a linear combination \( \omega_1, \ldots, \omega_n \) over \( \mathcal{D}_\sigma = \mathcal{E}^\Delta \). By Proposition 2.4, \( \mathcal{G} \) is strongly normal over \( \mathcal{F} \).

The Galois group of \( \mathcal{G} \) over \( \mathcal{F} \) is affine, and therefore isomorphic to a subgroup of \( \text{GL}_C(n) \). See also Proposition 6.7.
Example 2.7. Elliptic extensions are strongly normal. Let $E \subset \mathbb{P}^2$ be the non-singular elliptic curve with Weierstraß equation

$$Y^2Z = X^3 + a_4XZ^2 + a_6Z^3,$$

$a_4, a_6 \in \mathbb{C}$.

Here we are using the notation of Silverman [25, Section 1, p. 46].

Definition 2.8. A $\Delta$-extension field $\mathcal{G}$ of $\mathcal{F}$ is elliptic if

1. $\mathcal{G}^\Delta = \mathbb{C}$,
2. $\mathcal{G} = \mathcal{F}\langle \eta \rangle$, where $\eta^2 = \alpha^2(\eta^3 + a_4\eta + a_6)$ for some $\alpha \in \mathcal{F}$.

If $\mathcal{F} = \mathbb{C}(z)$, with $z' = 1$, then $\mathcal{F}\langle \wp\left(\frac{1}{z}\right) \rangle$ is an example (with $\alpha = 1$). Kolchin [8, section 6, p. 227] generalizes our definition to partial $\Delta$-fields, however for him the coefficient of $X^3$ is 4 and he calls the element $\eta$ Weierstrassian.

Let $\sigma$ be a $\Delta$-isomorphism of $\mathcal{G}$ over $\mathcal{F}$, $\sigma \neq \text{id}$. Then $[\sigma\eta, \sigma\eta'/\alpha, 1]$ and $[\eta, \eta'/\alpha, 1]$ are two elements of $E$, and we may form their difference $[c, d, 1]$. Using the formulas of Silverman [25, Group Law Algorithm 2.3, p. 58] we have

$$c = \frac{1}{\alpha^2} \left( \frac{\eta' + \sigma\eta'}{\eta - \sigma\eta} \right)^2 - \eta - \sigma\eta,$$

$$d = -\frac{1}{\alpha} \left( \frac{\eta' + \sigma\eta'}{\eta - \sigma\eta} \right) \gamma + \frac{1}{\alpha} \frac{\eta\sigma\eta' + \eta'\sigma\eta}{\eta - \sigma\eta}.$$

We claim that $c$ and $d$ are constants (of $\mathcal{G}\sigma\mathcal{G}$). Using the differential equation $\eta'^2 = \alpha(\eta^3 + a_4\eta + a_6)$, we compute

$$\eta'' = \frac{\alpha'}{\alpha} \eta' + \alpha^2 \left( \frac{4}{3} \eta^2 + \frac{1}{2} a_4 \right).$$

Next we compute

$$\left( \frac{\eta' + \sigma\eta'}{\eta - \sigma\eta} \right)' = \frac{\alpha'}{\alpha} \frac{\eta' + \sigma\eta'}{\eta - \sigma\eta} + \frac{1}{2} \alpha^2 (\eta + \sigma\eta).$$

From these formulas, we get that $c' = 0$. $d$ is also a constant since $d^2 = c^3 + a_4c + a_6$.

The formula

$$[\sigma\eta, \sigma\eta'/\alpha, 1] = [\eta, \eta'/\alpha, 1] + [c, d, 1]$$

gives

$$\sigma\eta = \left( \frac{d - \eta'/\alpha}{c - d} \right)^2 - c - \eta,$$

which, using Proposition 2.4, shows that $\mathcal{G}$ is strongly normal over $\mathcal{F}$.

The Galois group is a subgroup of the $\mathbb{C}$-rational points of $E$. In fact it is easy to see that the mapping

$$\sigma \mapsto [c, d, 1], \quad \text{id} \mapsto [1, 0, 0]$$

gives an injective homomorphism of $\text{Gal}(\mathcal{G}/\mathcal{F})$ into the subgroup of $\mathbb{C}$-rational points of $E$. The details are worked out in [17, Example 29.2, p. 4511] in the special case where $\alpha = 1$. The general case is similar.
3. Differential schemes

**Definition 3.1.** Let $\mathcal{R}$ be a reduced $\Delta$-ring and let $X = \text{diffspec} \mathcal{R}$. The *local ringed space of constants*, denoted by $X^\Delta$, is defined as follows:

1. The topological space $X^\Delta$ is the same as that of $X$.
2. If $U \subset X^\Delta$ is open, then
   $$\mathcal{O}_{X^\Delta}(U) = \mathcal{O}_X(U)^\Delta.$$  

In general $X^\Delta$ is only a local ringed space, not a scheme. The stalk $\mathcal{O}_{X^\Delta, p}$ is isomorphic to $(\mathcal{R}_p)^\Delta$, but not necessarily to $(\mathcal{R}^\Delta)_p$. For details see [17, Section 26, p. 4508].

**Definition 3.2.** Let $\mathcal{R}$ be a reduced $\Delta$-ring and let $X = \text{diffspec} \mathcal{R}$. We say that $X$ splits if there is a scheme $Y$ over $C$ such that

$$X \approx G \times_C Y,$$

as $\Delta$-schemes over $G$.

If $X$ splits, then, by [17] Proposition 28.2, p. 4510, $X^\Delta$ is a scheme and $X^\Delta \approx Y$. Note that $X^\Delta$ need not be affine; for an example see [17] Section 29, p. 4511. Indeed $X^\Delta$ is an affine scheme if and only if $\mathcal{R}$ is almost constant, i.e. the inclusion

$$\mathcal{R}^\Delta \subset \mathcal{R}$$

induces a bijection between the set of radical $\Delta$-ideals of $\mathcal{R}$ and radical ideals of $\mathcal{R}^\Delta$ ([17] Proposition 27.1, p. 4509)).

4. Characterization of strongly normal extensions

In this section we show that $G$ is strongly normal over $F$ if and only if $P$ splits, thus giving a geometric characterization to the notion of strongly normal extension. The “heavy lifting” was done in [17]; the proof here simply makes use of results from that paper.

**Theorem 4.1.** Let $\mathfrak{G}$ be a finitely $\Delta$-generated extension of $\mathcal{F}$ with $\mathfrak{G}^\Delta = \mathcal{C}$. Then $\mathfrak{G}$ is a strongly normal extension of $\mathcal{F}$ if and only if $P$ splits.

**Proof.** If $\mathfrak{G}$ is strongly normal over $\mathcal{F}$, then $P$ splits by [17] Theorem 33.2, p. 4516]. Conversely, suppose that $P$ splits. Let $\sigma$ be any $\Delta$-isomorphism of $\mathfrak{G}$ over $\mathcal{F}$ and set $p = p_\sigma$. By hypothesis, there exists an isomorphism

$$f : P \to G \times_C P^\Delta$$

over $G$. Let $q = f(p)$. Choose an affine open subset $U \subset P^\Delta$ such that $q \in G \times_C U$, say $U = \text{spec} \mathcal{D}$, where we think of $\mathcal{D}$ as a $\Delta$-ring of constants. Then

$$G \times_C U = \text{diffspec}(\mathfrak{G} \otimes_\mathcal{C} \mathcal{D}).$$

The isomorphism $f$ induces an isomorphism of stalks

$$f_p^\#: (\mathfrak{G} \otimes_\mathcal{C} \mathcal{D})_q \to \mathcal{P}_p.$$

We also have a surjective homomorphism

$$\overline{\sigma}_p : \mathcal{P}_p \to \mathfrak{G} \sigma \mathfrak{G}$$

induced by $\overline{\sigma} : \mathcal{P} \to \mathfrak{G}[\sigma \mathfrak{G}]$, and the composition

$$g : (\mathfrak{G} \otimes_\mathcal{C} \mathcal{D})_q \xrightarrow{f_p^\#} \mathcal{P}_p \xrightarrow{\overline{\sigma}_p} \mathfrak{G} \sigma \mathfrak{G}$$
is a surjective ∆-homomorphism. Let $D_\sigma = g(1 \otimes C \mathcal{D})$, so that $D_\sigma$ is a field of constants. Since every element of $G_\sigma G$ is the quotient of elements of $g(\mathcal{G} \otimes C \mathcal{D}) = \mathcal{G}[D_\sigma]$, we can apply Proposition 2.3 to conclude that $G$ is strongly normal over $\mathcal{F}$. □

5. Logarithmic derivative of matrices

In this section we summarize facts about the logarithmic derivative of matrices for partial ∆-fields. This will be the basis of our definition of Picard-Vessiot extension. For the generalization to non-matric groups see Section 13. Most of the results cited are easy computations, so we merely hint at the proofs.

**Definition 5.1.** If $\eta \in \text{Mat}_G(n)$, then $\delta_i \eta \in \text{Mat}_G(n)$ ($i = 1, \ldots, m$) is the matrix formed by applying $\delta_i$ to each coordinate of $\eta$, i.e. $(\delta_i \eta)_{jk} = \delta_i(\eta_{jk})$. If $\eta \in \text{GL}_G(n)$, then $\ell \delta_i \eta = \delta_i(\eta^{-1}) \in \text{Mat}_G(n)$ is called the logarithmic derivative of $\eta$ with respect to $\delta_i$.

Using the product rule on $\delta_i(\eta^{-1}) = \delta_i(\text{id}) = 0$, we get

$$\delta_i(\eta^{-1}) = -\eta^{-1} \delta_i \eta \eta^{-1}.$$ 

From this and the fact that the derivations commute, we get

$$\delta_i(\ell \delta_j \eta) - \delta_j(\ell \delta_i \eta) = [\ell \delta_i \eta, \ell \delta_j \eta] = \ell \delta_i \eta \ell \delta_j \eta - \ell \delta_j \eta \ell \delta_i \eta \quad (1 \leq i, j \leq m).$$

**Definition 5.2.** The $\mathcal{C}$-vector space of all $A = (A_1, \ldots, A_m) \in \text{Mat}_G(n)^m$ that satisfy the integrability conditions

$$\delta_i A_j - \delta_j A_i = [A_i, A_j] \quad (1 \leq i, j \leq m)$$

is denoted by $I_G(n)$.

**Definition 5.3.** If $\eta \in \text{GL}_G(n)$, then

$$\ell \Delta \eta = (\ell \delta_1 \eta, \ldots, \ell \delta_m \eta) \in I_G(n)$$

is called the logarithmic derivative of $\eta$.

Observe that the group $\text{GL}_G(n)$ acts on $I_G(n)$ by conjugation

$$\eta A \eta^{-1} = (\eta A_1 \eta^{-1}, \ldots, \eta A_m \eta^{-1})$$

and that $\ell \Delta: \text{GL}_G(n) \to I_G(n)$ is a crossed homomorphism, i.e.

$$\ell \Delta(\eta \xi) = \ell \Delta \eta + \eta \ell \Delta \xi \eta^{-1}.$$

This formula is sometimes called the gauge transformation.

**Proposition 5.4.** $\ell \Delta \eta = \ell \Delta \xi$ if and only if $\xi = \eta c$ for some $c \in \text{GL}_G(n)$.

*Proof.* Compute $\ell \Delta(\eta^{-1} \xi)$. □
The next proposition asserts a kind of surjectivity.

**Proposition 5.5.** Let $A \in I(n)$. Then there exists a $\Delta$-extension field $\mathcal{G}$ of $\mathcal{F}$ and $\eta \in \text{GL}_\mathcal{G}(n)$ such that $\ell\Delta\eta = A$ and $\mathcal{G}\Delta = \mathcal{C}$.

**Proof.** Let $X = (X_{jk})_{1 \leq j, k \leq n}$ be a family of indeterminates over $\mathcal{F}$. Extend the derivations on $\mathcal{F}$ to $\mathcal{F}[X]$ by defining $\delta_i X = A_i X$, where $A = (A_1, \ldots, A_m)$. Since $A$ satisfies the integrability conditions, these derivations commute. Next, extend the derivations to the ring $\mathcal{R} = \mathcal{F}[X, (\det X)^{-1}]$ using the quotient rule. Let $m$ be a maximal $\Delta$-ideal of $\mathcal{R}$, $\mathcal{G} = \mathcal{q}(\mathcal{R}/m)$ and let $\eta$ be the image of $X$. Since $\mathcal{R}/m$ is $\Delta$-simple, $\mathcal{G}\Delta = \mathcal{C}$, by [17, Proposition 13.7, p. 4491]. Evidently $\ell\Delta\eta = A$. □

The next two propositions will be used in subsequent sections.

**Proposition 5.6.** $\ell\Delta(\det \eta) = \text{tr}(\ell\Delta\eta)$.

**Proof.** Here tr acts coordinate-wise on $I(1)$, producing an element of $I(1)$, and $\ell\Delta$ maps $\text{GL}(1)$ into $I(1)$. Let $\mathcal{G}$ be an algebraic closure of $\mathcal{G}$ and choose $T \in \text{GL}_\mathcal{G}(n)$ such that $\xi = T\eta T^{-1}$ is upper triangular. We know that $\det \xi = \det \eta$, and it is easy to compute that $\text{tr}(\ell\Delta \xi) = \text{tr}(\ell\Delta \eta)$ using the gauge transformation formula. Thus we may assume that $\eta$ is upper triangular. But in that case the formula of the proposition is immediate. □

Suppose that $M, N \in \text{Mat}(n)$. Define $M \otimes N \in \text{Mat}(n)$ by the formula

$$(M \otimes N)_{jk} = \sum_{r=1}^{n} M_{jr} \otimes N_{rk} \in \mathcal{F}.$$ 

Another way of writing this is

$$M \otimes N = \begin{pmatrix}
M_{11} \otimes 1 & \ldots & M_{1n} \otimes 1 \\
\vdots & \ddots & \vdots \\
M_{n1} \otimes 1 & \ldots & M_{nn} \otimes 1
\end{pmatrix}
\begin{pmatrix}
1 \otimes N_{11} & \ldots & 1 \otimes N_{1n} \\
\vdots & \ddots & \vdots \\
1 \otimes N_{n1} & \ldots & 1 \otimes N_{nn}
\end{pmatrix}.$$ 

**Proposition 5.7.** Suppose that $\eta \in \text{GL}(n)$ satisfies $\ell\Delta \eta \in I(n)$. Then

$$z = \eta^{-1} \otimes \eta \in \text{Mat}(n)$$

and

$$w = \det \eta \otimes (\det \eta)^{-1} \in \mathcal{P}\Delta.$$ 

**Proof.** Suppose that $\ell\delta_i \eta = A_i \in \text{Mat}(n)$ for $i = 1, \ldots, m$. Then

$$\delta_i z = -\eta^{-1} \delta_i \eta \eta^{-1} \otimes \eta + \eta^{-1} \otimes \delta_i \eta = -\eta^{-1} A_i \otimes \eta + \eta^{-1} \otimes A_i \eta = 0.$$ 

For the second formula, use Proposition [5.6] or compute $\det(z^{-1})$. □
6. Picard-Vessiot extensions

Most treatments of Picard-Vessiot theory restrict themselves to ordinary differential fields. However there are at least six different definitions of Picard-Vessiot extension for partial differential fields: Kolchin [7, p. 599], Singer [26, p. 758], Takeuchi [27, p. 492], Buium [3, Chapter I, Section 3, p. 17], van der Put-Singer [29, Definition D.14, Appendix D] and Kolchin [11, p. 410], which is the one we shall use.

Definition 6.1. $\mathcal{G}$ is a Picard-Vessiot extension of $\mathcal{F}$ if there exists $\eta \in \text{GL}_\mathcal{G}(n)$, for some $n \in \mathbb{N}$, such that

1. $\ell \Delta \eta \in I_\mathcal{F}(n)$,
2. $\mathcal{G} = \mathcal{F}(\eta) = \mathcal{F}(\eta)$,
3. $\mathcal{G}^\Delta = \mathcal{C}$.

When we write a Picard-Vessiot extension in the form $\mathcal{G} = \mathcal{F}(\eta)$ we implicitly mean that $\eta \in \text{GL}_\mathcal{G}(n)$ and $\ell \Delta \eta \in I_\mathcal{F}(n)$.

Proposition 6.2. A Picard-Vessiot extension of $\mathcal{F}$ is strongly normal over $\mathcal{F}$.

Proof. Write $\mathcal{G} = \mathcal{F}(\eta)$. Let $\sigma$ be a $\Delta$-isomorphism of $\mathcal{G}$ over $\mathcal{F}$ and let $\mathcal{D} = (\mathcal{G}\sigma\mathcal{G})^\Delta$. Because $\Delta\sigma\eta = \sigma\Delta\eta = \ell\Delta\eta$, Proposition 5.4 gives the existence of $c \in \text{GL}_\mathcal{D}(n)$ with $\sigma\eta = c\eta$.

By [17, Proposition 13.8, p. 4492], there exists a $\Delta$-simple subring $\mathcal{R} \subset \mathcal{G}$ with $\mathcal{G} = \mathcal{qf}\mathcal{R}$. In the case of a Picard-Vessiot extension we can explicitly find that ring.

Proposition 6.3. If $\mathcal{G} = \mathcal{F}(\eta)$ is a Picard-Vessiot extension, then $\mathcal{F}[\eta, \eta^{-1}]$ is $\Delta$-simple.

Proof. Let $\mathcal{R} = \mathcal{F}[\eta, \eta^{-1}]$ and let $\mathfrak{p} \subset \mathcal{R}$ be a prime $\Delta$-ideal. Choose a maximal $\Delta$-ideal $\mathfrak{m} \subset \mathcal{G} \otimes \mathcal{R}$ that contains $\mathcal{G} \otimes \mathfrak{p}$ and let

$$\pi: \mathcal{G} \otimes \mathcal{R} \to (\mathcal{G} \otimes \mathcal{R})/\mathfrak{m}$$

be the quotient homomorphism. We identify $\mathcal{G}$ with the image of $\mathcal{G} \otimes 1$, and let $\xi$ be the image of $1 \otimes \eta$, so that

$$(\mathcal{G} \otimes \mathcal{R})/\mathfrak{m} = \mathcal{G}[\xi, \xi^{-1}].$$

Note that the restriction

$$\pi_1: 1 \otimes \mathcal{R} \to \mathcal{G}[\xi, \xi^{-1}]$$

is surjective and the kernel contains $1 \otimes \mathfrak{p}$. We claim that it is an isomorphism, and hence that $\mathfrak{p} = (0)$.

Because $\mathfrak{m}$ is a maximal $\Delta$-ideal, $\mathcal{G}[\xi, \xi^{-1}]$ is $\Delta$-simple, and, by [17, Proposition 13.7, p. 4491],

$$\mathcal{G}(\xi)^\Delta = \mathcal{G}^\Delta = \mathcal{C}.$$

Since $\ell \Delta \eta \in I_\mathcal{F}(n)$, $\ell \Delta \xi = \ell \Delta \eta$. Hence, by Proposition 5.4 there exists $c \in \text{GL}_\mathcal{C}(n)$ with $\xi = \eta c$. Therefore $\mathcal{F}[\xi, \xi^{-1}] = \mathcal{F}[\eta, \eta^{-1}]$, which proves our claim.

Proposition 6.4. Let $A \in I_\mathcal{F}(n)$. Then there exists a Picard-Vessiot extension $\mathcal{G} = \mathcal{F}(\eta)$ with $\ell \Delta \eta = A$. Moreover, $\mathcal{G}$ is unique up to $\Delta$-isomorphism over $\mathcal{F}$. 
Proof. Existence is Proposition 5.5. Suppose that \( \mathcal{F}(\xi) \) is another Picard-Vessiot extension with \( \Delta \xi = \mathcal{A} \). Let \( S = \mathcal{F}[\xi, \xi^{-1}] \) and let \( m \) be a maximal \( \Delta \)-ideal of \( S \). Consider the quotient homomorphism

\[
\pi : S \otimes S \to (S \otimes S)/m = S[\zeta, \zeta^{-1}].
\]

Since \( \mathcal{F}[\zeta, \zeta^{-1}] \) is \( \Delta \)-simple, \( \mathcal{F}(\zeta)^\Delta = 0 \). By Proposition 6.4 there exists \( c \in \text{GL}_c(n) \) such that \( \zeta = \eta c \), which implies that \( \mathcal{F}[\zeta, \zeta^{-1}] = \mathcal{F}[\eta, \eta^{-1}] \). However, by Proposition 6.3 \( 1 \otimes S \to \mathcal{F}[\zeta, \zeta^{-1}] \) is an isomorphism, which makes \( \mathcal{F}[\eta, \eta^{-1}] \) isomorphic to \( S = \mathcal{F}[\xi, \xi^{-1}] \). \( \square \)

In [17] Section 33, p. 4516, we showed that \( P = \text{diffspec} \mathcal{P} \) splits for any strongly normal extension. However, the proof for a Picard-Vessiot extension is much easier than the one given there.

Let \( \mathcal{G} = \mathcal{F}(\eta) \) be a Picard-Vessiot extension and set \( \mathcal{R} = \mathcal{F}[\eta, \eta^{-1}] \). Then \( \mathcal{G} \) is the ring of fractions of \( \mathcal{R} \) by the multiplicative set \( \mathcal{R}^* \). By Proposition 6.3 \( \mathcal{R} \) is \( \Delta \)-simple, which implies that \( \mathcal{R}^* \) consists of \( \Delta \)-units ([17], Proposition 13.4, p. 4491]).

We have

\[
\mathcal{P} = \mathcal{G} \otimes \mathcal{G} = (\mathcal{G} \otimes \mathcal{R})[(1 \otimes \mathcal{R}^*)^{-1}] = (\mathcal{R} \otimes \mathcal{R})[(\mathcal{R}^* \otimes \mathcal{R}^*)^{-1}],
\]

so, by [17] Proposition 22.2, p. 4502,

\[
P = \text{diffspec} \mathcal{P} \approx \text{diffspec} (\mathcal{G} \otimes \mathcal{R}) \approx \text{diffspec} (\mathcal{R} \otimes \mathcal{R}) \approx \text{diffspec} (\mathcal{G} \otimes \mathcal{R}) \approx \text{diffspec} (\mathcal{G} \otimes \mathcal{R}).
\]

These isomorphisms illustrate an anomaly for \( \Delta \)-schemes: \( \text{diffspec} (\mathcal{R} \otimes \mathcal{R}) \) is a \( \Delta \)-scheme over \( \mathcal{G} \) even though \( \mathcal{R} \otimes \mathcal{R} \) is not a \( \mathcal{G} \)-algebra.

**Proposition 6.5.** If \( \mathcal{G} = \mathcal{F}(\eta) \) is a Picard-Vessiot extension and \( \mathcal{R} = \mathcal{F}[\eta, \eta^{-1}] \), then

\[
(\mathcal{R} \otimes \mathcal{R})^\Delta = \mathcal{P}^\Delta.
\]

**Proof.** For \( \gamma \in \mathcal{P}^\Delta \) we define

\[
\mathfrak{a} = \{ b \in \mathcal{R} \mid (1 \otimes b) \gamma \in \mathcal{G} \otimes \mathcal{R} \}.
\]

Because \( \gamma \) is a constant, \( \mathfrak{a} \) is a \( \Delta \)-ideal. But \( \mathcal{R} \) is \( \Delta \)-simple, so \( \mathfrak{a} = (1) \) and therefore \( \gamma \in \mathcal{G} \otimes \mathcal{R} \). Using a similar argument we conclude that \( \gamma \in \mathcal{G} \otimes \mathcal{R} \). \( \square \)

**Proposition 6.6.** \( \mathcal{R} \otimes \mathcal{R} = (\mathcal{R} \otimes \mathcal{R} 1)[\mathcal{P}^\Delta] \).

**Proof.** We have \( \mathcal{R} = \mathcal{F}[\eta, \eta^{-1}] = \mathcal{F}[(\text{det } \eta)^{-1}] \). By Proposition 5.7

\[
1 \otimes \eta = (\eta \otimes 1) z \quad \text{and} \quad 1 \otimes (\text{det } \eta)^{-1} = ((\text{det } \eta)^{-1} \otimes 1) w.
\]

\( \square \)

**Proposition 6.7.** \( \mathcal{G} \otimes \mathcal{R} \) is almost constant, and hence \( \mathcal{P}^\Delta \) is an affine scheme. Moreover \( P \approx \text{spec} \mathcal{P}^\Delta = \text{spec} (\mathcal{R} \otimes \mathcal{R})^\Delta \).

**Proof.** The first statement is [17] Corollary 5.8, p. 4844, the remainder is [17] Proposition 27.1, p. 4509. \( \square \)

In Theorem 10.5 we shall prove the converse of this proposition. The \( \Delta \)-coring structure on \( \mathcal{P} \) that is described in [17] Section 16, p. 4494 restricts to \( \mathcal{R} \otimes \mathcal{R} \) and then further to \( (\mathcal{R} \otimes \mathcal{R})^\Delta = \mathcal{P}^\Delta \). This makes \( \mathcal{P}^\Delta \) into a Hopf algebra. We leave the details to the reader.
7. LINEAR DIFFERENTIAL EQUATIONS

An alternative approach to the Picard-Vessiot theory is to use linear ideals of finite linear dimension, as in Kolchin [11, p. 150]. For the ordinary case this means considering a linear homogeneous differential equation. The cyclic vector theorem (see, for example, Churchill-Kovacic [4]) allows us to translate from one formulation to the other. A similar situation exists in the partial case. We assume that $F$ does not consist of constants alone, specifically that $F$ contains an element whose $\delta_1$ derivative is not 0.

Given a fundamental system of zeros of a linear differential ideal of finite linear dimension, one can form a generalized Wronskian matrix as in Lemma 8.2 (below) or Kolchin [11, Corollary 3, p. 153]. This gives the matrix $\eta$ with $\ell_\Delta \eta \in I_{F(n)}$.

Conversely, suppose we are given $\eta \in \text{GL}_G(n)$ with $\ell_\Delta \eta = A$. By [4, Cyclic Vector Theorem, p. 200] there exists $T \in \text{GL}_F(n)$ such that $\ell_\delta_1(T\eta) = T A_1 T^{-1} = \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 1 \\ a_0 & a_1 & a_2 & \cdots & a_{n-2} & a_{n-1} \end{pmatrix}$.

This implies that $\xi = T \eta$ has the form

$\xi = \begin{pmatrix} g_1 & \cdots & g_n \\ \delta_1 g_1 & \cdots & \delta_1 g_n \\ \vdots & \vdots & \vdots \\ (\delta_1^{n-1} g_1 & \cdots & \delta_1^{n-1} g_n) \end{pmatrix},$

where $g_1, \ldots, g_n \in \mathcal{G} = F(\eta)$. Note that $\xi$ is an “ordinary” Wronskian matrix in $\delta_1$ alone. Hence $g_1, \ldots, g_n$ are solutions of the ordinary differential equation

$\delta_1^n y = a_{n-1} \delta_1^{n-1} y + \cdots + a_1 \delta_1 y + a_0 y.$

If the first row of $\ell_\delta_2 T + T A_j T^{-1}$ is $(b_{j,0} \ b_{j,1} \ \cdots \ b_{j,n-1})$, then $g_1, \ldots, g_n$ are solutions of

$\delta_2 y = b_{2,n-1} \delta_1^{n-1} y + \cdots + b_{2,1} \delta_1 y + b_{2,0} y,$

$\vdots$

$\delta_m y = b_{m,n-1} \delta_1^{n-1} y + \cdots + b_{m,1} \delta_1 y + b_{m,0} y.$

Thus we get one equation of $n$th order in $\delta_1$ alone, and $n-1$ equations of first order in the other derivatives.

8. PICARD-VESSIOT ELEMENTS

In this section $\mathcal{G}$ is a strongly normal extension of $F$ (not Picard-Vessiot). If $S$ is any subset of $\mathcal{G}$, then $F[S]$ denotes the $F$-vector subspace of $\mathcal{G}$ spanned by $S$. If $g \in \mathcal{G}$, then $F(\Theta g)$ denotes the $F$-vector space spanned by $\Theta g = \{ \theta g \mid \theta \in \Theta \}$. Similarly, $\mathcal{G}(S)$ denotes the $\mathcal{G}$-vector space spanned by $S$ and $\mathcal{G}(\text{Gal}(\mathcal{G}/F)g)$ the $\mathcal{G}$-vector space spanned by $\text{Gal}(\mathcal{G}/F)g = \{ \sigma g \mid \sigma \in \text{Gal}(\mathcal{G}/F) \}$. In general these vector
spaces are infinite dimensional. We are interested in the conditions that they be finite dimensional. We start with a “well-known” lemma about Wronskians.

**Lemma 8.1.** Suppose that \( a_1, \ldots, a_n \in \mathcal{G} \) are linearly independent over \( \mathbb{C} \). Then there exist \( \theta_1, \ldots, \theta_n \in \Theta \), with \( \theta_1 = 1 \), such that

\[
\det(\theta_i a_j)_{1 \leq i, j \leq n} \neq 0.
\]

**Proof.** This is a special case \( (r = 1) \) of Kolchin \([11, \text{Theorem 1, p. 86}]\). \( \square \)

One can restrict the \( \theta_i \) to have order smaller than \( i \). This gives the usual Wronskian in the ordinary \( (m = 1) \) case.

**Lemma 8.2.** Let \( g_1, \ldots, g_r \in \mathcal{G} \) and suppose that \( \mathbb{C} \mid \text{Gal}(\mathcal{G}/\mathbb{F})g_1, \ldots, \text{Gal}(\mathcal{G}/\mathbb{F})g_r \) has finite dimension over \( \mathbb{C} \) with basis \( a_1, \ldots, a_n \). Then there exist \( \theta_1, \ldots, \theta_n \in \Theta \), with \( \theta_1 = 1 \), such that

\[
\eta = (\theta_i a_j)_{1 \leq i, j \leq n} \in \text{GL}_G(n) \quad \text{and} \quad \ell \Delta \eta \in \text{I}_F(n).
\]

**Proof.** The existence of \( \eta \in \text{GL}_G(n) \) follows from the previous lemma. For any \( \sigma \in \text{Gal}(\mathcal{G}/\mathbb{F}) \) there exists \( c(\sigma) \in \text{GL}_C(n) \) such that

\[
\sigma a_j = \sum_{i=1}^{n} a_i c_{ij}(\sigma) \quad (j = 1, \ldots, n).
\]

Therefore

\[
\sigma \eta = \eta c(\sigma)
\]

and hence \( \sigma \ell \Delta \eta = \ell \Delta \sigma \eta = \ell \Delta \eta \). This being true for every \( \sigma \in \text{Gal}(\mathcal{G}/\mathbb{F}) \), we conclude that \( \ell \Delta \eta \in \text{I}_F(n) \) \( [17, \text{Proposition 15.3, p. 4494}] \). \( \square \)

**Lemma 8.3.** Suppose that \( a_1, \ldots, a_n \in \mathcal{G} \) are linearly independent over \( \mathcal{F} \). Then there exist \( \sigma_1, \ldots, \sigma_n \in \text{Gal}(\mathcal{G}/\mathcal{F}) \), with \( \sigma_1 = \text{id} \), such that

\[
\det(\sigma_i a_j)_{1 \leq i, j \leq n} \neq 0.
\]

**Proof.** The condition that \( \sigma_1 = \text{id} \) is a “red herring”, if \( \sigma_1 \neq \text{id} \) we could simply apply \( \sigma_1^{-1} \) to each coordinate of the matrix.

We use induction on \( n \). The case \( n = 1 \) being trivial, we suppose that \( n > 1 \) and that the result is proven for \( n - 1 \). By the induction hypothesis there exist \( \sigma_1, \ldots, \sigma_{n-1} \in \text{Gal}(\mathcal{G}/\mathcal{F}) \), with \( \sigma_1 = \text{id} \), such that

\[
\det(\sigma_i a_j)_{1 \leq i, j \leq n-1} \neq 0.
\]

Suppose that

\[
\det\begin{pmatrix}
\sigma_1 a_1 & \ldots & \sigma_1 a_n \\
\vdots & \ddots & \vdots \\
\sigma_{n-1} a_1 & \ldots & \sigma_{n-1} a_n \\
\sigma a_1 & \ldots & \sigma a_n
\end{pmatrix} = 0
\]

for every \( \sigma \in \text{Gal}(\mathcal{G}/\mathcal{F}) \). The columns of the matrix are linearly dependent, so there exist \( b_1, \ldots, b_n \in \mathcal{G} \), not all 0, with

\[
b_n \sigma_i a_n = \sum_{j=1}^{n-1} b_j \sigma_i a_j \quad \text{for } i = 1, \ldots, n - 1, \text{ and }
\]

(8.1)

\[
b_n a_n = \sum_{j=1}^{n-1} b_j a_j.
\]
Proposition 8.4. For

\[ \sigma_1 a_1 \ldots \sigma_1 a_{n-1} \begin{pmatrix} b_1 \\ \vdots \\ \sigma_{n-1} a_1 \ldots \sigma_{n-1} a_{n-1} \end{pmatrix} = b_n \begin{pmatrix} \sigma_1 a_n \\ \vdots \\ \sigma_{n-1} a_n \end{pmatrix}. \]

The first set of equations, in matrix form, is

Since the matrix on the left is invertible, we cannot have \( b_n = 0 \), so we may assume that \( b_n = 1 \). Also \( b_1, \ldots, b_{n-1} \) are determined by this equation and therefore are independent of \( \sigma \).

For any \( \tau \in \text{Gal}(\mathbb{S}/\mathbb{F}) \) we may successively set \( \sigma = \tau^{-1} \sigma_i, i = 1, \ldots, n - 1 \), to get

\[ \sigma_i a_n = \tau(\sigma a_n) = \sum_{j=1}^{n-1} \tau b_j \sigma_i a_j. \]

Therefore

\[ \sum_{j=1}^{n-1} (\tau b_j - b_j) \sigma_i a_j = 0 \quad \text{for } i = 1, \ldots, n - 1. \]

This implies that \( \tau b_j = b_j \) for every \( \tau \in \text{Gal}(\mathbb{S}/\mathbb{F}) \). Therefore, by \[1\] Proposition 15.3, p. 4494, \( b_j \in \mathbb{F} \). Because \( \sigma_1 = \text{id} \), Equation (8.1) (with \( i = 1 \)) shows that \( a_1, \ldots, a_n \) are linearly dependent over \( \mathbb{F} \), which is a contradiction. \( \square \)

**Proposition 8.4.** For \( g \in \mathbb{S} \) the following are equivalent:

1. \( \mathbb{F}[\Theta g] \) has finite dimension over \( \mathbb{F} \).
2. \( \mathbb{C}[\text{Gal}(\mathbb{S}/\mathbb{F})]g \) has finite dimension over \( \mathbb{C} \).
3. \( 1 \otimes g \in (\mathbb{S} \otimes 1)[\mathcal{P}^\Delta] \).

**Proof.** (1) \( \Rightarrow \) (2). Suppose that \( \mathbb{F}[\Theta g] \) has basis \( a_1, \ldots, a_n \). For any \( \theta_1, \ldots, \theta_{n+1} \in \Theta \) there exist \( f_{ik} \in \mathbb{F} \) with

\[ \theta_i g = \sum_{k=1}^{n} f_{ik} a_k \quad (i = 1, \ldots, n + 1). \]

Hence, for any \( \sigma_1, \ldots, \sigma_{n+1} \in \text{Gal}(\mathbb{S}/\mathbb{F}) \),

\[ \theta_i \sigma_j g = \sigma_j \theta_i g = \sum_{k=1}^{n} f_{ik} \sigma_j a_k \quad (1 \leq i, j \leq n + 1). \]

In matrix form this is

\[ \begin{pmatrix} \theta_1 \sigma_1 g & \ldots & \theta_1 \sigma_{n+1} g \\ \vdots & \ddots & \vdots \\ \theta_{n+1} \sigma_1 g & \ldots & \theta_{n+1} \sigma_{n+1} g \end{pmatrix} = \begin{pmatrix} f_{11} & \ldots & f_{1n} \\ \vdots & \ddots & \vdots \\ f_{n+1,1} & \ldots & f_{n+1,n} \end{pmatrix} \begin{pmatrix} \sigma_1 a_1 & \ldots & \sigma_{n+1} a_1 \\ \vdots & \ddots & \vdots \\ \sigma_1 a_n & \ldots & \sigma_{n+1} a_n \end{pmatrix}. \]

Since the ranks of the matrices on the right are no bigger than \( n \),

\[ \det(\theta_i \sigma_j g)_{1 \leq i, j \leq n+1} = 0. \]

It follows from Lemma [8.1] that \( \sigma_1 g, \ldots, \sigma_{n+1} g \) are linearly dependent over \( \mathbb{C} \).

(2) \( \Rightarrow \) (1). Let \( a_1, \ldots, a_n \) be a basis of \( \mathbb{C}[\text{Gal}(\mathbb{S}/\mathbb{F})]g \). For any \( \sigma_1, \ldots, \sigma_{n+1} \in \text{Gal}(\mathbb{S}/\mathbb{F}) \) there exist \( c_{ik} \in \mathbb{C} \) with

\[ \sigma_i g = \sum_{k=1}^{n} c_{ik} a_k \quad (i = 1, \ldots, n + 1). \]
Hence, for any $\theta_1, \ldots, \theta_{n+1} \in \Theta$,

$$\sigma_i \theta_j g = \theta_j \sigma_i g = \sum_{k=1}^{n} c_{ik} \theta_j a_k \quad (1 \leq i, j \leq n+1).$$

As above, this implies that

$$\det(\sigma_i \theta_j g)_{1 \leq i, j \leq n+1} = 0.$$  

By Lemma 8.3, $\theta_1 g, \ldots, \theta_{n+1} g$ are linearly dependent over $F$.

(2) ⇒ (3). Let $a_1, \ldots, a_n$ be a basis of $\mathfrak{c} | \text{Gal}(G/F)g|$ with $a_1 = g$ and choose $\eta$ satisfying the conditions of Lemma 8.2. Note that $\eta_{11} = g$.

By Proposition 5.7

$$z = \eta^{-1} \otimes \eta \in \text{Mat}_{\Delta}(n),$$

hence

$$1 \otimes g = 1 \otimes \eta_{11} = ((\eta \otimes 1) z)_{11} \in (\mathfrak{g} \otimes 1)[\mathfrak{p}^{\Delta}].$$

(3) ⇒ (2). Suppose that

$$1 \otimes g = \sum_{i=1}^{n} (a_i \otimes 1)c_i \in (\mathfrak{g} \otimes 1)[\mathfrak{p}^{\Delta}].$$

For any $\sigma \in \text{Gal}(\mathfrak{g}/F)$

$$\sigma g = \sigma (1 \otimes g) = \sum_{i=1}^{n} a_i \sigma(c_i).$$

Hence $\sigma g$ is in the $\mathfrak{c}$-vector space spanned by $a_1, \ldots, a_n$. □

**Definition 8.5.** An element $g \in \mathfrak{g}$ is **Picard-Vessiot over $F$** if it satisfies the equivalent conditions of Proposition 8.4.

Another characterization is that $g$ is a zero of a linear $\Delta$-ideal of finite linear dimension; see Kolchin [11, Section 5, p. 150].

**Proposition 8.6.** Let $\eta \in \text{GL}_n(\mathfrak{g})$ be such that $\ell \Delta \eta \in I_{\mathfrak{g}}(n)$. Then each $\eta_{ij}$ ($1 \leq i, j \leq n$) is Picard-Vessiot over $F$ and so is $(\det \eta)^{-1}$.

**Proof.** Proposition 5.7 □

9. **Picard-Vessiot ring**

In this section $\mathfrak{g}$ is a strongly normal extension of $F$. By Proposition 8.4 (3), the set of all Picard-Vessiot elements of $\mathfrak{g}$ over $F$ is a $\Delta$-ring.

**Definition 9.1.** The $\Delta$-ring of all elements of $\mathfrak{g}$ that are Picard-Vessiot over $F$ is denoted by $V = V(\mathfrak{g}/F)$. The field of quotients of $V$ is denoted by $L = L(\mathfrak{g}/F)$.

**Proposition 9.2.** $\mathfrak{g} \otimes_F V = (\mathfrak{g} \otimes_F 1)[\mathfrak{p}^{\Delta}] \cong \mathfrak{g} \otimes_{\mathfrak{c}} \mathfrak{p}^{\Delta}$.

**Proof.** The equality comes from Proposition 8.4, the isomorphism from [17, Proposition 2.1, p. 4479]. □

The following two propositions generalize Propositions 6.3 and 6.5.

**Proposition 9.3.** $V$ is $\Delta$-simple.
Proof. Let \( a \subseteq \mathcal{V} \) be a non-zero \( \Delta \)-ideal and let \( g \in a \) with \( g \neq 0 \). Choose a basis \( a_1, \ldots, a_n \) of \( \mathcal{C}\operatorname{Gal}(\mathcal{S}/\mathcal{F})g \) with \( a_1 = g \) and, by Lemma 8.2, \( \theta_1, \ldots, \theta_n \in \Theta \) with \( \theta_1 = 1 \), satisfying
\[
\eta = (\theta_i a_j)_{1 \leq i, j \leq n} \in \operatorname{GL}_\mathcal{C}(n) \quad \text{and} \quad \ell\Delta \eta \in I_{\mathcal{F}}(n).
\]
By Proposition 8.1, each \( \theta_i a_j \) is in \( \mathcal{V} \). Using Kramer’s rule on the first column, we see that \( \det \eta \in a \). But, by Proposition 8.1 (\( \det \eta \)^{-1} \( \in \mathcal{V} \), so \( 1 \in a \).

**Proposition 9.4.** \( \mathcal{P}^\Delta = (\mathcal{V} \otimes \mathcal{V})^\Delta \).

**Proof.** Let \( c \in \mathcal{P}^\Delta \). Among all possible expressions
\[
c = \sum_{i=1}^{n} a_i \otimes b_i
\]
we choose one with \( n \) minimal. It follows that \( a_1, \ldots, a_n \) are linearly independent over \( \mathcal{F} \) and so are \( b_1, \ldots, b_n \). Using Lemma 8.2, choose \( \sigma_1, \ldots, \sigma_n \in \operatorname{Gal}(\mathcal{S}/\mathcal{F}) \) with \( \det(\sigma_i a_j) \neq 0 \).

For each \( i = 1, \ldots, n \), define \( \tau_i : \mathcal{P} \to \mathcal{P} \) by \( \tau_i(a \otimes b) = \sigma_i a \otimes b \). Note that \( \tau_i \) is a \( \Delta \)-homomorphism, so \( \tau_i c \in \mathcal{P}^\Delta \). We have
\[
\begin{pmatrix}
\sigma_1 a_1 \otimes 1 & \cdots & \sigma_1 a_n \otimes 1 \\
\vdots & & \vdots \\
\sigma_n a_1 \otimes 1 & \cdots & \sigma_n a_n \otimes 1
\end{pmatrix}
\begin{pmatrix}
1 \otimes b_1 \\
\vdots \\
1 \otimes b_n
\end{pmatrix}
= \begin{pmatrix}
\tau_1 c \\
\vdots \\
\tau_n c
\end{pmatrix}.
\]

The matrix on the left is invertible, therefore
\[
1 \otimes b_i \in \mathcal{S}(\otimes 1)[\mathcal{P}^\Delta],
\]
which means that \( b_i \in \mathcal{V} \). Similarly \( a_i \in \mathcal{V} \).

10. **Characterization of Picard-Vessiot extensions**

As before, \( \mathcal{S} \) is a strongly normal extension of \( \mathcal{F} \), \( \mathcal{V} = \mathcal{V}(\mathcal{S}/\mathcal{F}) \) and \( \mathcal{L} = \mathcal{L}(\mathcal{S}/\mathcal{F}) = \mathcal{qf}(\mathcal{V}) \).

**Proposition 10.1.** \( \mathcal{L} \) is a Picard-Vessiot extension of \( \mathcal{F} \).

**Proof.** By [17] Proposition 12.4, p. 4490], \( \mathcal{S} \) is finitely generated over \( \mathcal{F} \) as a field, and therefore, by [22] Theorem 4.1.5, p. 99], so is \( \mathcal{L} \), say \( \mathcal{L} = \mathcal{F}(g_1, \ldots, g_r) \). We may assume that \( g_1, \ldots, g_r \) are in \( \mathcal{V} \) and are linearly independent over \( \mathcal{C} \). Choose a basis \( a_1, \ldots, a_n \) of
\[
\mathcal{C}\operatorname{Gal}(\mathcal{S}/\mathcal{F})g_1, \ldots, \operatorname{Gal}(\mathcal{S}/\mathcal{F})g_r
\]
with \( a_i = g_i \) for \( i = 1, \ldots, r \). Observe that \( a_i \in \mathcal{L} \) for \( i = 1, \ldots, n \). By Lemma 8.2, there exist \( \theta_1, \ldots, \theta_n \in \Theta \), with \( \theta_1 = 1 \) such that
\[
\eta = (\theta_i a_j)_{1 \leq i, j \leq n} \in \operatorname{GL}_\mathcal{C}(n) \quad \text{and} \quad \ell\Delta \eta \in I_{\mathcal{F}}(n).
\]
Since \( \eta_{i1} = a_i = g_i \) for \( i = 1, \ldots, r \), \( \mathcal{L} = \mathcal{F}(\eta) \). We also have \( \mathcal{L}^\Delta \subseteq \mathcal{S}^\Delta = \mathcal{C} \), hence \( \mathcal{L} \) is a Picard-Vessiot extension of \( \mathcal{F} \).

**Proposition 10.2.** If \( \mathcal{S} = \mathcal{F}(\eta) \) is a Picard-Vessiot extension of \( \mathcal{F} \), then \( \mathcal{V} = \mathcal{F}[\eta, \eta^{-1}] \).
Proof. By Proposition 5.7

\[ 1 \otimes \eta = (\eta \otimes 1)z \in (\mathcal{S} \otimes 1)[\mathcal{P}^{\Delta}] \]

and

\[ 1 \otimes (\det \eta)^{-1} = ((\det \eta)^{-1} \otimes 1)w \in (\mathcal{S} \otimes 1)[\mathcal{P}^{\Delta}], \]

which shows that \( \mathcal{F}[\eta, \eta^{-1}] \subset \mathcal{V} \). By definition of \( \mathcal{V} \), and Proposition 8.4,

\[ \mathcal{S} \otimes \mathcal{V} \subset (\mathcal{S} \otimes 1)[\mathcal{P}^{\Delta}] \subset \mathcal{S} \otimes \mathcal{F}[\eta, \eta^{-1}], \]

hence \( \mathcal{F}[\eta, \eta^{-1}] = \mathcal{V} \). \( \square \)

**Corollary 10.3.** If \( \mathcal{S} = \mathcal{F}(\eta) \) is a Picard-Vessiot extension of \( \mathcal{F} \), then the \( \Delta \)-ring \( \mathcal{F}[\eta, \eta^{-1}] \) is independent of the choice of \( \eta \).

This means that if \( \mathcal{S} = \mathcal{F}(\eta) = \mathcal{F}(\xi) \), then \( \mathcal{F}[\eta, \eta^{-1}] = \mathcal{F}[\xi, \xi^{-1}] \). The matrices \( \eta \) and \( \xi \) do not even need to be the same size!

**Proposition 10.4.** Let \( \mathcal{S} \) be a strongly normal extension of \( \mathcal{F} \). Then \( \mathcal{L} \) is the largest Picard-Vessiot extension of \( \mathcal{F} \) contained in \( \mathcal{S} \).

Proof. Suppose that \( \mathcal{H} = \mathcal{F}(\eta) \) is a Picard-Vessiot extension of \( \mathcal{F} \) that is contained in \( \mathcal{S} \). By the previous proposition,

\[ \mathcal{F}[\eta, \eta^{-1}] = \mathcal{V}(\mathcal{H}/\mathcal{F}) \subset \mathcal{V}(\mathcal{S}/\mathcal{F}) \subset \mathcal{L}, \]

hence \( \mathcal{H} \subset \mathcal{L} \). \( \square \)

**Theorem 10.5.** Suppose that \( \mathcal{S} \) is strongly normal over \( \mathcal{F} \). Then the following are equivalent:

1. \( \mathcal{S} \) is a Picard-Vessiot extension of \( \mathcal{F} \),
2. \( \mathcal{P} \) is almost constant,
3. \( \mathcal{P}^{\Delta} \) is affine.

Proof. (1) \( \Rightarrow \) (2). By Proposition 6.6 \( \mathcal{S} \otimes_{\mathcal{F}} \mathcal{V} \) is almost constant. But \( \mathcal{P} \) is the ring of quotients of \( \mathcal{S} \otimes_{\mathcal{F}} \mathcal{V} \) by the multiplicative set \( 1 \otimes \mathcal{V}^{*} \). By Proposition 9.3 \( \mathcal{V} \) is \( \Delta \)-simple, and therefore, by [17 Proposition 13.4, p. 4491], consists of \( \Delta \)-units. [17 Proposition 5.4, p. 4483] implies that \( \mathcal{P} \) is almost constant.

(2) \( \Rightarrow \) (1). Suppose that \( \mathcal{P} \) is almost constant. We claim that \( \mathcal{S} = \mathcal{L} \), which, by Proposition 10.1 is a Picard-Vessiot extension of \( \mathcal{F} \). For this it suffices to prove that \( \text{Gal}(\mathcal{S}/\mathcal{L}) = \{\text{id}\} \). Let \( \sigma \in \text{Gal}(\mathcal{S}/\mathcal{L}) \) and let \( \mathcal{P} = \mathcal{P}_{\sigma} \). Then

\[ \mathcal{P}_{\sigma} \cap (\mathcal{V} \otimes \mathcal{V}) = \mathcal{P}_{\text{id}} \cap (\mathcal{V} \otimes \mathcal{V}). \]

By Proposition 9.4 \( \mathcal{P}^{\Delta} \subset \mathcal{V} \otimes \mathcal{V} \), therefore

\[ \mathcal{P}_{\sigma} \cap \mathcal{P}^{\Delta} = \mathcal{P}_{\text{id}} \cap \mathcal{P}^{\Delta}. \]

Because \( \mathcal{P} \) is almost constant, \( \mathcal{P}_{\sigma} = \mathcal{P}_{\text{id}} \). By [17 Propositions 37.3 and 37.4, p. 4521], \( \sigma = \text{id} \).

(2) \( \Leftrightarrow \) (3). [17 Proposition 27.1, p. 4509]. \( \square \)
11. Relative Picard-Vessiot closure

As before, $\mathcal{G}$ is a strongly normal extension of $\mathcal{F}$, $\mathcal{V} = \mathcal{V}(\mathcal{G}/\mathcal{F})$ and $\mathcal{L} = \mathcal{L}(\mathcal{G}/\mathcal{F}) = \text{qf}(\mathcal{V})$. Proposition 10.4 asserts that $\mathcal{L}$ is the largest Picard-Vessiot extension of $\mathcal{F}$ contained in $\mathcal{G}$. Here we show that $\mathcal{L}$ has no proper Picard-Vessiot extensions in $\mathcal{G}$, thus $\mathcal{L}$ is the “Picard-Vessiot closure” of $\mathcal{F}$ in $\mathcal{G}$. We do not have an elementary proof of this, but rather rely on a structure theorem of Rosenlicht.

**Proposition 11.1.** Let $X$ be an algebraic group defined over $\mathbb{C}$. Then there exists a connected normal algebraic subgroup $D$ of $X$, defined over $\mathbb{C}$, such that $X/D$ is linear and such that the kernel of any rational homomorphism of $X$ to a linear group contains $D$. Any rational homomorphism of $D$ onto a linear group is trivial.

**Proof.** (We have used $X$ rather than the traditional $G$ since we have previously defined $G$ to be diffspec $G$.) The existence of $D$ is Rosenlicht [24, Corollary 3, p. 431], the last statement is [24, Corollary 5, p. 440].

**Proposition 11.2.** $D = \text{Gal}(\mathcal{G}/\mathcal{L})$ is the smallest normal algebraic subgroup of $\text{Gal}(\mathcal{G}/\mathcal{F})$ giving rise to a linear factor group.

**Proof.** If $D' \subset D$ and $\mathcal{L}'$ is the fixed field of $D'$, then, by [17, Theorem 20.5, p. 4500], $\mathcal{L}'$ is strongly normal over $\mathcal{F}$ and by Theorem 10.5 $\mathcal{L}'$ is Picard-Vessiot over $\mathcal{F}$. Hence, by Proposition 10.4, $\mathcal{L}' \subset \mathcal{L}$. □

**Proposition 11.3.** $\mathcal{L}$ has no proper Picard-Vessiot extension in $\mathcal{G}$.

**Proof.** Suppose that $\mathcal{F} \subset \mathcal{L} \subset \mathcal{H} \subset \mathcal{G}$ with $\mathcal{H}$ Picard-Vessiot over $\mathcal{L}$. By [17, Theorem 20.5, p. 4500], we have a surjective homomorphism

$$D = \text{Gal}(\mathcal{G}/\mathcal{L}) \rightarrow \text{Gal}(\mathcal{F}/\mathcal{L})/\text{Gal}(\mathcal{F}/\mathcal{H}) \approx \text{Gal}(\mathcal{H}/\mathcal{L}).$$

By Proposition 11.1, $\text{Gal}(\mathcal{H}/\mathcal{L}) = \{1\}$ so $\mathcal{H} = \mathcal{L}$. □

By Rosenlicht [24, Corollary 1, p. 433], we know that $D = \text{Gal}(\mathcal{G}/\mathcal{L})$ is commutative, in fact central in $\text{Gal}(\mathcal{G}/\mathcal{F})$. Unfortunately we cannot conclude that $D$ is an Abelian variety. Rosenlicht [24, middle of p. 441] gives a counterexample.

If $\mathcal{E}$ is a Picard-Vessiot extension of $\mathcal{F}$ and $\mathcal{H}$ is a Picard-Vessiot extension of $\mathcal{E}$, it does not follow that $\mathcal{H}$ is a Picard-Vessiot extension or even contained in a Picard-Vessiot extension of $\mathcal{F}$. Magid [19, bottom of p. 12] has an example with all the details worked out. However, one might hope that $\mathcal{H}$ is contained in a strongly normal extension of $\mathcal{F}$. Even that is false.

**Proposition 11.4.** Suppose that $\mathcal{E}$ is a Picard-Vessiot extension of $\mathcal{F}$, and $\mathcal{H}$ is a Picard-Vessiot of $\mathcal{E}$. If $\mathcal{H}$ is contained in a strongly normal extension of $\mathcal{F}$, then it is contained in a Picard-Vessiot extension of $\mathcal{F}$.

**Proof.** If $\mathcal{G}$ is strongly normal over $\mathcal{F}$ with $\mathcal{H} \subset \mathcal{G}$, then $\mathcal{E} \subset \mathcal{L} = \mathcal{L}(\mathcal{G}/\mathcal{F})$ by Proposition 10.4. By the previous proposition $\mathcal{H} \mathcal{L} = \mathcal{L}$, so $\mathcal{H} \subset \mathcal{L}$. □
12. Abelian extensions

Definition 12.1. A strongly normal extension \( \mathcal{G} \) over \( \mathcal{F} \) is said to be abelian if \( \text{Gal}(\mathcal{G}/\mathcal{F}) \) is an abelian variety.

The following is sometimes called the Chevalley-Barsotti structure theorem.

Proposition 12.2. Let \( X \) be a connected algebraic group over \( \mathbb{C} \). Then there exists a linear connected normal algebraic subgroup \( L \) of \( X \) such that \( X/L \) is an abelian variety.

Proof. Rosenlicht [24, Theorem 16, p. 439]. \( \square \)

Thus, for any algebraic group, there is a chain of subgroups

\[ X \supset X^o \supset L \supset 1, \]

where \( X^o \) is the connected component of the identity. If \( X \) is the Galois group of a strongly normal extension \( \mathcal{G} \) of \( \mathcal{F} \), we have a tower of fields

\[ \mathcal{F} \subset \mathcal{F}^o \subset \mathcal{E} \subset \mathcal{G}. \]

\( \mathcal{F}^o \) is a finite normal extension of \( \mathcal{F} \) with Galois group \( X/X^o \), \( \mathcal{E} \) is an abelian extension of \( \mathcal{F} \) with Galois group \( X^o/L \), and \( \mathcal{G} \) is a Picard-Vessiot extension of \( \mathcal{E} \) with Galois group \( L \). The first and third steps of this tower have been extensively studied. But the middle step, and how the three fit together, are less familiar.

Kolchin [10] characterizes abelian extensions using invariant differentials. An updated version of that work would certainly use the logarithmic derivative, defined in the next section. The following example is presented in [10, Section 3, p. 788]. Kolchin also proves that every abelian extension of \( \mathbb{C}(z) \) is of this form.

Let \( X = \mathbb{C}^g/\Lambda \) be an abelian variety, where \( \Lambda \) is a non-degenerate lattice. Use \( u = (u_1, \ldots, u_g) \) for the coordinate functions on \( \mathbb{C}^g \) and let \( f_1(u), \ldots, f_n(u) \) be generators of the field of functions meromorphic on \( \mathbb{C}^g \) and periodic for \( \Lambda \). Choose meromorphic functions of one variable, \( a(z) = (a_1(z), \ldots, a_g(z)) \), with the property that

\[ a_i'(z) \in \mathbb{C}(z), \quad i = 1, \ldots, g. \]

Then

\[ \mathcal{G} = \mathbb{C}(z)(f_1(a(z)), \ldots, f_n(a(z))) \]

is a strongly normal extension of \( \mathbb{C}(z) \) whose Galois group is a subgroup of (the \( \mathbb{C} \)-rational points of) \( X \).

13. Logarithmic derivative

The logarithmic derivative of matrices, described in Section 5, extends to arbitrary integral group schemes of finite type over \( C = \text{spec} \mathcal{E} \). This was done using the Weil language of algebraic geometry in Kolchin [11, Section 7, p. 418] and Kovacic [15, Appendix, p. 532]. The logarithmic derivative in the setting of schemes is defined by Buium [3, Section 3.15, p. 24]. However he does not prove much about it, and to do so here would require more space than we are willing to use. Instead we simply state the definition, following Buium, and then some results, following Kolchin and Kovacic. Proofs (using Weil style algebraic geometry) are found in the references cited above. A complete treatment in modern language awaits development. The propositions here should be compared with those of Section 5.
Let \( \mathcal{G} \) be any \( \Delta \)-field containing \( \mathcal{F} \) (and therefore \( \mathcal{C} \)) and let \( X \) be an irreducible group scheme of finite type over \( \mathcal{C} \). Let \( a \) be a \( \mathcal{G} \)-valued point of \( X \), which we can identify with a closed point of \( X_\mathcal{G} \) that is rational over \( \mathcal{G} \). We use the same symbol, \( a \). We write the canonical mapping \( \mathcal{O}_{X_\mathcal{G},a} \to \mathcal{G} \) as \( f \to f(a) \).

For each \( i = 1, \ldots, m \), we wish to define a tangent vector \( \delta_{i,a} \) to \( X \) at \( a \), i.e. a local derivation of \( \mathcal{O}_{X_\mathcal{G},a} \) into \( \mathcal{G} \) over \( \mathcal{G} \). Let \( a_o \in X \) be the projection of \( a \). Since \( \mathcal{O}_{X_\mathcal{G},a} \) is a ring of quotients of \( \mathcal{O}_{X,a_o} \otimes \mathcal{C} \mathcal{G} \), it suffices to define the action of \( \delta_{i,a} \) on \( \mathcal{O}_{X,a_o} \).

**Definition 13.1.** For \( i = 1, \ldots, m \) we let \( \delta_{i,a} \) be the local derivation of \( \mathcal{O}_{X_\mathcal{G},a} \) over \( \mathcal{G} \) with the property that
\[
\delta_{i,a}(f) = \delta_i(f(a)),
\]
whenever \( f \in \mathcal{O}_{X,a_o} \).

Let \( \text{Lie}_\mathcal{G}(X) = \text{Lie}(X_\mathcal{G}) \) denote the Lie algebra of right invariant derivations on \( X_\mathcal{G} \). (Using right invariant derivations rather than left makes the formulas here similar to those of Section 3)

**Definition 13.2.** For each \( i = 1, \ldots, m \), denote by \( \ell \delta_i a \) the element of \( \text{Lie}_\mathcal{G}(X) \) satisfying
\[
(\ell \delta_i a(f))(a) = \delta_i(f(a)).
\]

Thus, \( (\ell \delta_i a(f))(a) = \delta_i f(a) \) whenever \( f \in \mathcal{O}_{X,a_o} \). We can give \( \mathcal{O}_{X_\mathcal{G}} \) a natural structure of a sheaf of \( \Delta \)-rings. Indeed, in the affine case \( X = \text{spec} \mathcal{D} \),
\[
\mathcal{O}_{X_\mathcal{G}}(X_\mathcal{G}) = \mathcal{D} \otimes \mathcal{C} \mathcal{G},
\]
which can be made into a \( \Delta \)-ring by considering \( \mathcal{D} \) to be a ring of constants. This is what Buium \([3\text{, p. 4}]\) calls the “trivial lifting” of \( \Delta \). It allows us to make \( \text{Lie}_\mathcal{G}(X) \) into a \( \Delta \)-vector space over \( \mathcal{C} \) by defining
\[
\delta_i(A) = \delta_i \circ A - A \circ \delta_i, \quad A \in \text{Lie}_\mathcal{G}(X), \quad i = 1, \ldots, m.
\]

**Definition 13.3.** The \( \mathcal{C} \)-vector space of all \( A = (A_1, \ldots, A_m) \in \text{Lie}_\mathcal{G}(X)^m \) that satisfy the **integrability conditions**
\[
\delta_i A_j - \delta_j A_i = [A_i, A_j] \quad (1 \leq i, j \leq m)
\]
is denoted by \( \mathbf{I}_\mathcal{G}(X) \).

If \( a \) is a \( \mathcal{G} \)-valued point of \( X \), then
\[
\ell \Delta a = (\ell \delta_1 a, \ldots, \ell \delta_m a) \in \mathbf{I}_\mathcal{G}(X).
\]

**Definition 13.4.** If \( a \) is a \( \mathcal{G} \)-valued point of \( X \), then \( \ell \Delta a = (\ell \delta_1 a, \ldots, \ell \delta_m a) \in \mathbf{I}_\mathcal{G}(X) \) is called the **logarithmic derivative of** \( a \).

The group \( X \) acts on the Lie algebra by the adjoint operation and \( \ell \Delta : X_\mathcal{G} \to \mathbf{I}_\mathcal{G}(X) \) is a crossed homomorphism, i.e.
\[
\ell \Delta(ab) = \ell \Delta a + \text{Ad}(a)(\ell \Delta b).
\]

**Proposition 13.5.** \( \ell \Delta a = \ell \Delta b \) if and only if \( b = ac \) for some \( c \in X_{\mathcal{G} \Delta} \).

Since the residue class field \( \kappa(a_o) = \mathcal{O}_{X,a_o}/m_{X,a_o} \) is identified with a subfield of \( \mathcal{G} \), we can define
\[
\mathcal{F}(a) = \mathcal{F}(\kappa(a_o)).
\]
Proposition 13.6. Suppose that $a$ is a $\mathcal{G}$-valued point of $X$ such that
1. $\ell \Delta a \in I_F(X)$,
2. $\mathcal{G} = \mathcal{F}(a)$,
3. $\mathcal{G}^\Delta = \mathcal{C}$.

Then $\mathcal{G}$ is a strongly normal extension of $\mathcal{F}$, and there is an injective homomorphism of $\text{Gal}(\mathcal{G}/\mathcal{F})$ into the $\mathcal{C}$-rational points of $X$.

$\mathcal{G}$ is called a $X$-primitive extension of $\mathcal{F}$ and $a$ is an $X$-primitive.

Proposition 13.7. Let $A \in I_F(X)$. Then there exists a $\Delta$-extension field $\mathcal{G}$ of $\mathcal{F}$ and a $\mathcal{G}$-valued point $a$ of $X$ such that $\ell \Delta a = A$ and $\mathcal{G}^\Delta = \mathcal{C}$.

14. Examples of strongly normal extensions

Proposition 13.6 provides a factory for producing examples of strongly normal extensions. The trick, of course, is to compute $\ell \Delta$.

Example 14.1. Consider the elliptic curve of Example 2.7. As we had observed, $a = [\eta, \eta'/\alpha, 1]$ is a $\mathcal{G}$-valued point of $E$. We claim that it is an $E$-primitive over $\mathcal{F}$. Let $x = X/Z, y = Y/Z$ be the non-homogeneous coordinate functions (Silverman [25, p. 46]). Then $\text{Lie}_G(E)$ is generated, as a $\mathcal{G}$-vector space, by $y \frac{d}{dx}$.

This is “well known” and is verified computationally in Kolchin [11, Example 3, p. 328]. Let us write $\ell \delta a = Ay \frac{d}{dx}$ for some $A \in \mathcal{G}$. Then, using Definition 13.2 we have
$$A \frac{\eta'}{\alpha} = (Ay \frac{d}{dx})(a) = \ell \delta a(x)(a) = \delta(x(a)) = \eta',$$

so that $A = \alpha \in \mathcal{F}$.

Example 14.2. Consider a hyperelliptic curve $C$ of genus $g$
$$y^2 = f(x) = 4 \prod_{k=1}^{2g+1} (x - e_k),$$
where $e_1, \ldots, e_{2g+1} \in \mathcal{C}$ are distinct. Using Proposition 13.6 we can construct a strongly normal extension having the Galois group a subgroup of the abelian variety $\text{Jac}(C)$, the Jacobian of $C$. (For an algebraic treatment of the Jacobian, see Mumford [21]. The appendix of Koblitz [9] is a nice introduction, although the emphasis is on cryptography.) Mumford [21, Theorem 3.1, p. 42] computes the Lie algebra using analytic methods, and his answer is phrased in terms of certain symmetric functions of $x = (x_1, \ldots, x_g)$ and $y = (y_1, \ldots, y_g)$. We prefer expressing the derivatives as (necessarily symmetric) functions of $x$ and $y$ themselves.

We use the notation
$$\sigma_k(x_1, \ldots, \tilde{x}_i, \ldots, x_g) = \sum_{1 \leq j_1 < \cdots < j_k \leq g \atop j_1 \neq i, \ldots, j_k \neq i} x_{j_1} \cdots x_{j_k}$$
for the the $k$-th elementary symmetric functions of $g-1$ variables, $x_i$ being omitted.
**Definition 14.3.** For \( k = 0, \ldots, g - 1 \), define derivations \( D_k \) of \( \mathcal{C}(x, y) \) over \( \mathcal{C} \) by

\[
D_k = \sum_{i=1}^{g} \sigma \sigma_k(x_1, \ldots, \hat{x}_i, \ldots, x_g) \prod_{j \neq i}(x_i - x_j) \frac{\partial}{\partial x_i}.
\]

It can be shown that \( D_k \) are right invariant and form a basis of \( \text{Lie}(\text{Jac}(C)) \). Let \( \mathcal{G} \) be an extension of \( \mathcal{F} \) and fix a point of \( \text{Jac}(C) \)

\[
a = (\eta_1, \xi_1) + \cdots + (\eta_g, \xi_g) - g \infty.
\]

We wish to compute \( \ell \delta a \in \text{Lie}_G(\text{Jac}(C)) \), i.e. find \( A_0, \ldots, A_{g-1} \in G \) with

\[
\ell \delta a = \sum_{k=0}^{g-1} (-1)^k A_k D_{g-1-k}.
\]

Using Definition 13.2 (with \( f = x_1, \ldots, x_g \)) it is not difficult to see that

\[
A_k = \sum_{i=1}^{g} \eta_i' \eta_i^k, \quad k = 0, \ldots, g - 1.
\]

**Proposition 14.4.** Suppose that \( \eta_i, \xi_i \) satisfy

1. \( \xi_i^2 = f(\eta_i) \) for \( i = 1, \ldots, g \), and
2. \( A_k = \sum_{i=1}^{g} \eta_i' \eta_i^k \in \mathcal{F} \) for \( k = 0, \ldots, g - 1 \).

Then \( \mathcal{F}(\eta_1, \xi_1, \ldots, \eta_g, \xi_g)_{\text{sym}} \) is a strongly normal extension of \( \mathcal{F} \) whose Galois group is a subgroup of \( \text{Jac}(C) \).

For \( g = 1 \) we have \( A_0 = \frac{\eta'}{\xi} \) which can be rewritten as

\[
\eta'^2 = A_0^2 \xi^2 = A_0^2 f(\eta).
\]

This is the result of Example 14.1. For \( g = 2 \) we get

\[
A_0 = \frac{\eta_1'}{\xi_1} + \frac{\eta_2'}{\xi_2}, \quad A_1 = \frac{\eta_1'}{\xi_1} \eta_1 + \frac{\eta_2'}{\xi_2} \eta_2.
\]

**Example 14.5.** Suppose that \( \mathcal{F} = \mathbb{C}(z) \), let \( u = (u_1, \ldots, u_g) \) be \( g \) complex variables and define the hyperelliptic Kleinian \( \varphi \)-functions

\[
\varphi_{ij}(u), \quad 1 \leq i, j \leq g,
\]

as in Baker [1, p. 36] or Buchstaber et al. [2, p. 9]. Let \( x_1(u), \ldots, x_g(u) \) be solutions of the equation

\[
P(X; u) = X^g - \varphi_{g,g}(u) X^{g-1} - \varphi_{g,g-1}(u) X^{g-2} - \cdots - \varphi_{g,1}(u) = 0,
\]

and define

\[
y_i(u) = - \frac{\partial P(X; u)}{\partial u_g}(x_i).
\]
Suppose that $a_i = (a_1(z), \ldots, a_g(z))$ are $g$ functions of $z$, $\eta_i = x_i(a)$ and $\xi_i = y_i(a)$. Then, using Buchstaber et al. [2, p. 11],
\[
\ell\delta((\eta_1, \xi_1) + \cdots + (\eta_g, \xi_g) - g\infty) = a_1(z)'D_0 + \cdots + a'_g(z)D_{g-1}.
\]
If we suppose that $a_i(z)' \in \mathbb{C}(z)$, then
\[
\mathcal{G} = \mathbb{C}(z)(\eta, \xi)_{\text{sym}} = \mathbb{C}(z)(\wp_{ij}(a(z)))_{1 \leq i, j \leq g}
\]
is a strongly normal extension of $\mathbb{C}(z)$ whose Galois group is a subgroup of $\text{Jac}(C)$.

15. Existence of strongly normal extensions

Galois groups of strongly normal extensions are quite abundant as the following proposition shows.

**Proposition 15.1.** Let $X$ be a connected algebraic group over $\mathbb{C}$. There exist $\Delta$-fields $\mathcal{F} \subset \mathcal{G}$ such that $\mathcal{G}$ is a strongly normal extension of $\mathcal{F}$ whose Galois group is isomorphic to the group of $\mathbb{C}$-rational points of $X$.

**Proof.** Kolchin [9, Theorem 2, p. 880].

Kolchin’s proof is quite intricate. It uses invariant derivations and surely can (and should) be recast using the logarithmic derivative. Note that we do not fix $\mathcal{F}$ in advance. To do so would be to solve the “inverse problem”, which, for strongly normal extensions, is treated in Kovacic [14].

On the other hand, strongly normal extensions are not easily obtained from equations. A linear homogeneous differential equation gives rise to a Picard-Vessiot extension, but a non-linear differential equation need not give rise to a strongly normal extension.

**Example 15.2.** Let $\mathcal{F} = \mathbb{C}(z)$ and consider the first Painlevé equation
\[
y'' = 6y^2 + z.
\]

**Proposition 15.3.** If $\mathcal{G}$ is strongly normal over $\mathcal{F}$ and $\eta \in \mathcal{G}$ satisfies the first Painlevé equation, then $\eta$ is algebraic over $\mathcal{F}$.

**Proof.** Nishioka [23, p. 63].

**Corollary 15.4.** Painlevé’s first transcendent is not contained in any strongly normal extension of $\mathcal{F}$.

Nishioka [23] and Umemura [28] have studied the question of which non-linear equations have solutions in a strongly normal extension. They show that a non-linear differential equation has a solution in a strongly normal extension if and only if “the solution depends rationally on arbitrary constants”.

Matsuda [20] studies first order differential equations. He shows that a solution is contained in a strongly normal extension if and only if the equation has “no moveable singularities”. Buium [3] extended this work to arbitrary order. His definition of “no moveable singularities” is that there exists a projective model having certain properties, however Example 15.2 seems to indicate that his definition does not correspond to the classical one.
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