Abstract. We consider maps of the family of convex bodies in Euclidean $d$-dimensional space into itself that are compatible with certain structures on this family: A Minkowski-endomorphism is a continuous, Minkowski-additive map that commutes with rotations. For $d \geq 3$, a representation theorem for such maps is given, showing that they are mixtures of certain prototypes. These prototypes are obtained by applying the generalized spherical Radon transform to support functions. We give a complete characterization of weakly monotonic Minkowski-endomorphisms. A corresponding theory is developed for Blaschke-endomorphisms, where additivity is now understood with respect to Blaschke-addition. Using a special mixed volume, an adjoining operator can be introduced. This operator allows one to identify the class of Blaschke-endomorphisms with the class of weakly monotonic, non-degenerate and translation-covariant Minkowski-endomorphisms.

The following application is also shown: If a (weakly monotonic and) non-trivial endomorphism maps a convex body to a homothet of itself, then this body must be a ball.

1. Introduction and main results

1.1. Minkowski-endomorphisms. Let $K^d$ be the family of convex bodies (non-empty, compact, convex subsets of $\mathbb{R}^d$, $d \geq 2$) equipped with the usual Hausdorff metric. The purpose of this note is to give representation theorems for mappings from $K^d$ into itself which are compatible with certain structures on $K^d$.

Definition 1.1. A mapping $\Phi : K^d \to K^d$ is called a Minkowski-endomorphism (of $K^d$) if it satisfies the following conditions:

i) $\Phi$ is continuous,

ii) $\Phi$ is Minkowski-additive,

\[ \Phi(K + M) = \Phi K + \Phi M, \quad \text{for all } K, M \in K^d, \]

iii) $\Phi$ is $SO_d$-equivariant:

\[ \Phi \circ \vartheta = \vartheta \circ \Phi, \quad \text{for all } \vartheta \in SO_d. \]

Here, $SO_d$ denotes the group of rigid rotations in $\mathbb{R}^d$ at the origin $o$. 
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The majority of this note is taken from the author’s doctoral thesis [11], written in German at the University of Karlsruhe, Germany.
The (abstract) cone of Minkowski-endomorphisms of $\mathcal{K}^d$ will be denoted by $\text{End}_M(\mathcal{K}^d)$.

Endomorphisms of the space of convex bodies were first introduced in Schneider [13] with a slightly more restrictive definition: instead of iii), equivariance with respect to the whole group of rigid motions is claimed. Even though this is natural from a geometric point of view, we prefer the present definition for two reasons: In Section 2.3 we will show that any Minkowski-endomorphism can be easily transformed into an endomorphism in the sense of Schneider by adding a suitable vector-valued function. The second reason to omit equivariance with respect to the translation group $T_d$ is the fact that interesting, geometrically motivated examples can now be treated in the framework of Minkowski-endomorphisms; see Example 1.2 below.

A Minkowski-endomorphism $\Phi$ is called symmetric if $\Phi(−K) = \Phi K$ holds for all $K \in \mathcal{K}^d$. It is called monotonic if it satisfies

$$K \subset M \Rightarrow \Phi K \subset \Phi M$$

for all $K, M \in \mathcal{K}^d$. This condition is rather strong. Consider for example the mapping $\Phi_0 : K \mapsto K − s(K)$, where $s(K)$ is the Steiner point of $K \in \mathcal{K}^d$. $\Phi_0$ is a Minkowski-endomorphism, but it is not monotonic. $\Phi \in \text{End}_M(\mathcal{K}^d)$ will be called weakly monotonic if (1.1) holds for all $K, M \in \mathcal{K}^d$ whose Steiner points coincide with the origin. Obviously, $\Phi_0$ is weakly monotonic. In Section 2.3 the reader will find more details about properties of the Steiner point map $K \mapsto s(K)$ and the support function $h(K, \cdot)$, which will be needed throughout the paper. Note that $h(K, \cdot)$ will always be considered as a function on the Euclidean unit sphere $S^{d−1}$ of $\mathbb{R}^d$. Thus, $h(K, \cdot)$ is an element of the Banach space $\mathcal{C}(S^{d−1})$ of continuous functions on the sphere, supplied with the maximum norm. Throughout the following we make use of the fact that every convex body is uniquely determined by its support function.

**Example 1.2.** Let $\mathcal{L}_k^d$, $k \in \{1, \ldots, d−1\}$, be the compact manifold of all $k$-dimensional linear subspaces of $\mathbb{R}^d$. The unique rotation invariant probability measure on this manifold will be denoted by $\nu_k$. The $k$-th projection mean $P_k(K) \in \mathcal{K}^d$ of a convex body $K$ is defined by

$$h(P_k(K), \cdot) = \int_{\mathcal{L}_k^d} h(K|L, \cdot) \nu_k(dL),$$

where the orthogonal projection $K|L$ of $K$ on $L$ is a (lower-dimensional) element of $\mathcal{K}^d$. The mapping $K \mapsto P_k(K)$ is a monotonic Minkowski-endomorphism.

The mapping $P_{d−1}$ was first considered by Schneider [17]. Injectivity issues for $P_k$ are addressed in Spriestersbach [21], Goodey [6], Goodey and Jiang [8], and Kiderlen [12].

Further examples of Minkowski-endomorphisms can be found in [15]. In Section 2.3 we will recall a result from Schneider [16] stating that for $d = 2$, all Minkowski-endomorphisms can be obtained by “mixing” the simple endomorphisms $K \mapsto \partial K$, $\partial \in SO_2$, with respect to a measure on $SO_2$. The main theorem of this paper shows that this result has an analogue in higher dimensions: Any $\Phi \in \text{End}_M(\mathcal{K}^d)$, $d \geq 3$, is a mixture of certain prototypical endomorphisms. These prototypes can be conveniently defined using the generalized spherical Radon transform $R_\alpha$, $\alpha \in [−1, 1]$, which maps $\mathcal{C}(S^{d−1})$ into itself. For $f \in \mathcal{C}(S^{d−1})$ and $u \in S^{d−1}$, $(R_\alpha f)(u)$ is the average of the $f$-values on the subsphere $S^{d−1} \cap (\alpha u + u^\perp)$. 
We will show (Proposition 3.2) that for all $K \in K^d$ and $\alpha \in [-1, 1]$, $R_\alpha h(K, \cdot)$ is again a support function of some convex body $K_\alpha$ and that $K \mapsto K_\alpha$ is a Minkowski-endomorphism. Moreover, any $\Phi \in \text{End}_M(K^d)$ is a mixture of the prototypes $K \mapsto K_\alpha$, where mixing (of the corresponding support functions) is now understood with respect to a distribution (generalized function) $\tilde{F}$ on $[-1, 1]$. As convexity controls derivatives up to order 2, we can show that $\tilde{F}$ must be an element of a certain subclass $E'_2[-1, 1]$ of distributions of order at most 2. $E'_2[-1, 1]$ is given explicitly by (2.17).

**Theorem 1.3.** Assume $d \geq 3$. For every $\Phi \in \text{End}_M(K^d)$ there exists a distribution $\tilde{F} \in E'_2[-1, 1]$ such that

$$h(\Phi K, \cdot) = \tilde{F}(\alpha)(R_\alpha h(K, \cdot))$$

holds for all $K \in K^d$. $\tilde{F}$ is uniquely determined by (1.2) and will be called the mixing distribution of $\Phi$. Furthermore,

i) $\Phi$ is symmetric $\iff$ $\tilde{F}$ is even,

ii) $\Phi$ is uniformly continuous $\iff$ $\tilde{F}$ is a finite signed measure on $[-1, 1]$,

iii) $\Phi$ is monotonic $\iff$ $\tilde{F}$ is a finite positive measure on $[-1, 1]$.

The notation $\tilde{F}(\alpha)$ indicates that the distribution $\tilde{F}$ acts on the variable $\alpha$. If $\alpha \mapsto R_\alpha h(K, \cdot)$ is not sufficiently smooth, (1.2) must be interpreted in the sense of distributions.

Theorem 1.3 identifies the set $\text{End}_M(K^d)$ with a certain class of distributions. It does not give a complete characterization: Not every distribution in $E'_2[-1, 1]$ induces a Minkowski-endomorphism. In the case of weakly monotonic Minkowski-endomorphisms, however, such a characterization is possible. To formulate this characterization, we will need the notion of a linear measure on $[-1, 1]$, which is, by definition, any multiple of the measure

$$\int \alpha (1 - \alpha^2)^{(d-3)/2} \, d\alpha.$$ 

Linear measures play a special role: If a linear measure is interpreted as a distribution $\tilde{F}$, it is the mixing distribution of the Minkowski-endomorphism $K \mapsto \{a \cdot s(K)\}$ for some $a \in \mathbb{R}$.

**Theorem 1.4.** Assume $d \geq 3$. The mixing distribution of a weakly monotonic Minkowski-endomorphism is a finite signed measure. It is positive up to addition of a linear measure.

Conversely, if $\tilde{\mu}$ is a finite signed measure on $[-1, 1]$, which is positive up to addition of a linear measure, then

$$\int_{-1}^{1} R_\alpha h(K, \cdot) \, d\tilde{\mu}(\alpha)$$

is the support function of a convex body $K'$ and the mapping $\Phi : K \mapsto K'$ is a weakly monotonic Minkowski-endomorphism on $K^d$.

Theorem 1.4 shows in particular that for every weakly monotonic Minkowski-endomorphism $\Phi$ there is a constant $a \in \mathbb{R}$, such that $\Phi + a \cdot s$ is monotonic.
1.2. Blaschke-endomorphisms. Besides the Minkowski-addition of convex bodies, the so-called Blaschke-addition has been considered in the literature. We restrict the latter addition to the class
\[ K_0^d := \{ K \in K^d | \text{int} \ K \neq \emptyset, s(K) = 0 \} \]
of all convex bodies with non-empty interior and Steiner point at the origin. Let \( S(K, \cdot) \) be the usual surface area measure of \( K \) (of order \( d-1 \) on \( S^{d-1} \)). For \( K, M \in K_0^d \), Minkowski’s existence theorem (see Section 2.3) guarantees that \( S(K, \cdot) + S(M, \cdot) \) is the surface area measure of a uniquely determined convex body \( K \# M \in K_0^d \), the Blaschke-sum of \( K \) and \( M \). In analogy with the notion of Minkowski-additivity, we call a mapping \( \Psi : K_0^d \rightarrow K_0^d \) Blaschke-additive if it satisfies
\[ \Psi(K \# M) = \Psi K \# \Psi M, \quad K, M \in K_0^d. \]

Definition 1.5. Any continuous, Blaschke-additive and \( SO_d \)-equivariant mapping from \( K_0^d \) into itself is called a Blaschke-endomorphism.

The (abstract) convex cone of all Blaschke-endomorphisms is denoted by \( \text{End}_B(K_0^d) \).

Example 1.6. For \( K \in K_0^d \) and \( L \in L_k^d, k \in \{2, \ldots, d-1\} \), let \( B_L(K) \) be the Blaschke section body relative to \( L \). \( B_L(K) \) is the invariant mean (in the sense of Blaschke addition) of all intersections of \( K \) with translates of \( L \):

\[ S_L(B_L(K), \cdot) = \int_{L^\perp} S_L((K + x) \cap L, \cdot) \, d\lambda_{d-k}(x). \] (1.4)

Here \( \lambda_{d-k} \) denotes Lebesgue-measure on the orthogonal space \( L^\perp \) of \( L \). \( (K + x) \cap L \) is a convex body in \( L \), and \( S_L((K + x) \cap L, \cdot) \) denotes its surface area measure (of order \( k-1 \)) relative to \( L \). Again, Minkowski’s existence theorem (applied in \( L \)) guarantees the existence of a unique convex body \( B_L(K) \) with Steiner point at the origin. Weil [23] defined the Blaschke section body \( B_k(K) \in K_0^d \) as the invariant mean of \( B_L(K) \) with respect to \( \nu_k \):

\[ S(B_k(K), \cdot) = \int_{L_k^d} S_L(B_L(K), \cdot) \, \nu_k(dL), \] (1.5)

where the measure \( S_L(B_L(K), \cdot) \) is interpreted as a measure on \( S^{d-1} \) with support in \( S^{d-1} \cap L \). With certain modifications, the above definition can be extended to include the case of line intersections \( (k = 1) \); see GOODEY ET AL. [9]. This note also shows that the mapping \( K \mapsto B_k(K) \) is Blaschke-additive and continuous. Hence, we have \( B_k \in \text{End}_B(K_0^d), k = 1, \ldots, d-1 \).

For \( d = 2 \), we have

\[ K \# M = K + M, \quad K, M \in K_0^2. \] (1.6)

Therefore, Blaschke-endomorphisms in \( \mathbb{R}^2 \) can be written as “mixtures” of the prototypes \( K \mapsto \vartheta K, \vartheta \in SO_2 \), due to the corresponding result for Minkowski-endomorphisms; see Corollary 2.8. In contrast to the case of Minkowski-endomorphisms, we can state a complete characterization for Blaschke-endomorphisms in higher dimensions. This result again uses the generalized spherical Radon transform and the fact that this transform can naturally be extended to measures (see [220] for a formal definition of this extension).
Theorem 1.7. Assume $d \geq 3$. For $\Psi \in \operatorname{End}_B(\mathcal{K}_d^d)$ there exists a finite signed measure $\tilde{\mu}$ on $[-1, 1]$ with the property that the sum of $\tilde{\mu}$ and a suitable linear measure is positive and non-zero, such that

$$S(\Psi K, \cdot) = \int_{-1}^{1} R_\alpha(S(K, \cdot)) \, d\tilde{\mu}(\alpha), \quad K \in \mathcal{K}_d^d.$$  

$\tilde{\mu}$ is determined by (1.7) up to addition of a linear measure.

Conversely, let $\tilde{\mu}$ be a signed measure on $[-1, 1]$. If the sum of $\tilde{\mu}$ and a suitable linear measure is positive and non-zero, then the right-hand side of (1.7) is the surface area measure of some convex body $K \in \mathcal{K}_d^d$ and the mapping $K \mapsto K'$ is a Blaschke-endomorphism.

Any measure $\tilde{\mu}$ that satisfies (1.7) is called a mixing measure of $\Psi$.

1.3. Adjoint endomorphisms and applications. The class of Blaschke-endomorphisms essentially coincides with a subclass of $\operatorname{End}_M(\mathcal{K}^d)$ by application of an adjoining operator. Let $\operatorname{End}_M^* (\mathcal{K}^d)$ be the class of all $\Phi \in \operatorname{End}_M(\mathcal{K}^d)$ which satisfy

i) $\Phi$ is weakly monotonic,

ii) $\Phi$ is $T_d$-equivariant, i.e. $\Phi(K + x) = \Phi(K) + x$, for all $K \in \mathcal{K}^d$, $x \in \mathbb{R}^d$, and

iii) $\Phi$ is non-degenerate, i.e. there is a $K \in \mathcal{K}^d$ such that $\Phi K$ is not a singleton.

Note that $\operatorname{End}_M^* (\mathcal{K}^d)$ is essentially the class of endomorphisms considered by Schneider which are in addition weakly monotonic. In the following, we make use of the special mixed volume

$$V(K, M[d - 1]) := \frac{1}{d} \int_{S^{d-1}} h(K, u) \, dS(M, u)$$

of the convex bodies $K, M \in \mathcal{K}^d$.

Theorem 1.8. Assume $d \geq 3$. For any $\Phi \in \operatorname{End}_M^* (\mathcal{K}^d)$ there is a uniquely determined Blaschke-endomorphism $\Phi^*$ such that

$$V(\Phi K, M[d - 1]) = V(K, (\Phi^* M)[d - 1])$$

holds for all $K \in \mathcal{K}^d$ and $M \in \mathcal{K}_d^d$.

The mapping $\Lambda : \operatorname{End}_M^* (\mathcal{K}^d) \rightarrow \operatorname{End}_B(\mathcal{K}_0^d)$, $\Phi \mapsto \Phi^*$, has the following properties:

i) $\Lambda$ is additive: $(\Phi + \chi)^* = \Phi^* \# \chi^*$, for all $\Phi, \chi \in \operatorname{End}_M^* (\mathcal{K}^d)$,

ii) $\Lambda$ is positive homogeneous of degree $1/(d - 1)$,

iii) $\Lambda$ is a bijection, and the mixing measure of $\Phi$ is a mixing measure of $\Phi^*$,

iv) $\Lambda$ preserves injectivity: $\Phi$ is injective if and only if $\Phi^*$ is injective.

Example 1.9. Fix $2 \leq k \leq d - 1$. The Minkowski-endomorphism $P_k$ is not $T_d$-equivariant. Define

$$Q_k(K) := P_k(K) - s(P_k(K)) + s(K), \quad K \in \mathcal{K}^d.$$ 

Then $Q_k(K)$ and $P_k(K)$ are equal up to translation and $Q_k \in \operatorname{End}_M^* (\mathcal{K}^d)$. Furthermore, $Q_k$ is injective if and only if $P_k$ is. In Goodey et al. [6] the relation $Q_k^* = B_k$ is shown and used to transfer known injectivity results from $P_k$ to $B_k$.

Schneider [17] has shown that the only convex bodies $K$ that solve the “eigenvalue problem”

$$P_{d-1}(K) = \beta K$$

for some real $\beta$ are (possibly degenerate) balls. If $K \neq \{0\}$, $\beta$ is uniquely determined. Goodey [6] showed that this is even true if $P_{d-1}$ is replaced by $P_k$ for
arbitrary $1 \leq k \leq d - 1$. This result can be extended to all weakly monotonic Minkowski-endomorphisms if trivial cases are excluded. $\Phi \in \text{End}_M(\mathcal{K}^d)$ is called \textit{trivial} if there are $\tau_1, \tau_2 \geq 0$ and $\lambda \in \mathbb{R}$ such that

$$\Phi K = \tau_1 K + \tau_2 (-K) + \lambda s(K)$$

for all $K \in \mathcal{K}^d$. Let $B^d$ be the unit ball in $\mathbb{R}^d$ and $\varpi_d$ its surface area.

**Theorem 1.10.** Assume $d \geq 3$ and let $\Phi \in \text{End}_M(\mathcal{K}^d)$ be weakly monotonic and non-trivial. If $K \in \mathcal{K}^d$ satisfies

$$\Phi K = \beta K + x$$

for some $\beta \in \mathbb{R}$ and $x \in \mathbb{R}^d$, then $K$ is a (possibly degenerate) ball. If $K$ is not a singleton, then $\beta$ is the radius of the ball $\Phi B^d$.

The final result of this note shows that Theorem 1.10 transfers to Blaschke-endomorphisms. A Blaschke-endomorphism $\Psi$ is called trivial if there are $\tau_1, \tau_2 \geq 0$ such that

$$\Psi K = \tau_1 K + \tau_2 (-K)$$

for all $K \in \mathcal{K}^d_0$.

**Theorem 1.11.** Assume $d \geq 3$ and let $\Psi \in \text{End}_B(\mathcal{K}^d_0)$ be non-trivial. If $K \in \mathcal{K}^d_0$ satisfies

$$\Psi K = \beta K$$

for some $\beta \in \mathbb{R}$, then $K$ is a ball and $\beta$ is the radius of the ball $\Psi B^d$.

In Section 2, we will present the tools required to prove these results. The proofs will be given in Section 3.

### 2. Known results and tools

#### 2.1. Distributions on the sphere.

The application of distributions to solve convex geometric problems is not new: Berg [1], used them as a tool to characterize the first surface area measures of convex bodies. They also play an important role when extending results from the class of zonoids to general centrally symmetric convex bodies; see the survey [7] and, more recently, [4]. In the following, we recall known results that will be needed later and complete them, where necessary.

Distributions on the sphere are special cases of distributions on differentiable manifolds; see e.g. Schwartz [20, pp. 31-33]. Distributions on the sphere are continuous linear functionals on the locally convex space of infinitely differentiable functions on $S^{d-1}$. Differentiability of a function $\phi : S^{d-1} \to \mathbb{R}$ corresponds to differentiability of its positive homogeneous extension of degree 0 on $\mathbb{R}^d \setminus \{o\}$. Let $D_k := D_k(S^{d-1}), k \in \mathbb{N}_0$, be the vector space of all $k$-times continuously differentiable real functions $\phi$ on $S^{d-1}$ endowed with the usual norm

$$|| \phi ||_{D_k} := \max \{ |\partial^q \phi(u)| \mid u \in S^{d-1}, \ |q| \leq k \}.$$ 

Here, $q = (q_1, \ldots, q_d) \in \mathbb{N}_0^d$ is a multi-index with $|q| := q_1 + \ldots + q_d \leq k$ and

$$\partial^q \phi(u) := \frac{\partial |q|}{\partial x_1^{q_1} \cdots \partial x_d^{q_d}} \phi(u).$$

$D_k$ is a Banach space and $D_0 = C(S^{d-1}) := \mathcal{C}$.

We equip $\mathcal{D} := \bigcap_{k=0}^{\infty} D_k$ with the projective topology. $\mathcal{D}$ is a Fréchet space. A sequence of functions $\phi_n \in \mathcal{D}$ converges in $\mathcal{D}$ to a function $\phi$, if and only if the
functions $\partial^q \varphi_n$ converge uniformly on $S^{d-1}$ to $\partial^q \varphi$ for all multi-indices $q$. In Weil [22], derivatives of spherical functions are understood with respect to their positive homogeneous extension of degree one. This approach leads to the same classes $\mathcal{D}_k$ with equivalent norms. We mark the dual space by a prime and call the elements of $\mathcal{D}'$ distributions on the sphere. The elements of $\mathcal{D}'_k$ are the distributions of order at most $k$. Due to the compactness of $S^{d-1}$ we have

$$\mathcal{D}' = \bigcup_{k=0}^{\infty} \mathcal{D}'_k,$$

so all spherical distributions are of finite order. $\mathcal{D}'$ will be endowed with the usual weak topology.

Let $\mathcal{M}$ be the vector space of finite signed measures on the Borel sets of the unit sphere (with the weak topology). The Riesz representation theorem implies

$$\mathcal{C}' = \mathcal{D}'_0 = \mathcal{M},$$

where every signed measure $\mu$ is canonically identified with the distribution

$$\varphi \mapsto \mu(\varphi) := \int_{S^{d-1}} \varphi d\mu, \quad \varphi \in \mathcal{D}.$$ 

$F \in \mathcal{D}'$ is called regular if it can be represented in the form

$$F(\varphi) = \int_{S^{d-1}} \varphi(u) f(u) d\omega_{d-1}(u), \quad \varphi \in \mathcal{D},$$

with some integrable function $f$ on $S^{d-1}$. Here and in the following, $\omega_{k-1}$ denotes the spherical Lebesgue-measure on the unit sphere $S^{k-1}$ of $\mathbb{R}^k$. Its total mass is

$$\omega_k = \omega_{k-1}(S^{k-1}) = \frac{2\pi^{k/2}}{\Gamma(k/2)}.$$ 

Conversely, by (2.1), any integrable function $f$ can be interpreted as a (regular) distribution, or, equivalently, as a measure having the (signed) density $f$. As the integrals in (2.1) determine $f$ up to a set of measure zero, we can identify $f$ with $F$.

The Laplace-Beltrami operator $\Delta_d$ on $S^{d-1}$, given by

$$\Delta_d = \frac{\partial^2}{\partial x_1^2} + \ldots + \frac{\partial^2}{\partial x_d^2},$$

is a distribution of order two. Although we will only use distributions of order at most two, most of the results in this section are given for $\mathcal{D}'$, as this more general setting requires no further effort.

If $f$ is a real-valued function on $S^{d-1}$ and $\vartheta \in SO_d$, we define

$$(\vartheta f)(u) := f(\vartheta^{-1} u), \quad u \in S^{d-1}. $$

This induces an action of the rotation group $SO_d$ on the function spaces $\mathcal{D}_k$. It is easy to see that this operation is continuous on $\mathcal{D}_k$, $k \in \mathbb{N}_0$ (i.e. the mapping $SO_d \times \mathcal{D}_k \to \mathcal{D}_k, (\vartheta, f) \mapsto \vartheta f$ is continuous). Hence it is also continuous on $\mathcal{D}$. $SO_d$ operates continuously on $\mathcal{D}'$ by

$$(\vartheta F)(\varphi) := F(\vartheta^{-1} \varphi), \quad \varphi \in \mathcal{D},$$

for distributions $F$ and $\vartheta \in SO_d$. If $F = \mu \in \mathcal{D}$ is a signed measure, $\vartheta \mu$ is the image measure of $\mu$ under $\vartheta$. 

For the following, let \( p \in S^{d-1} \) be a fixed point, the “north pole” of the unit sphere. \( SO_{p^+} \subset SO_d \) denotes the subgroup of all rotations fixing \( p \). Let \( \nu_{\rho^+} \) be the normalized Haar-measure on this subgroup. Details on invariant measures, with emphasis on integral geometric applications, can be found in SCHNEIDER AND WEIL [19]. A distribution \( F \in C \) is called zonal (with respect to \( p \)), if it is invariant with respect to all rotations fixing \( p \), i.e. if \( \vartheta F = F \) holds for all \( \vartheta \in SO_{\rho^+} \). For any function \( f \in C \) its rotational symmetrization \( \overline{f} \) (with respect to \( p \)) is given by

\[
\overline{f}(u) := \int_{SO_{\rho^+}} (\vartheta f)(u) \nu_{\rho^+}(d\vartheta), \quad u \in S^{d-1}.
\]

We call the function \( g \) a finite rotation mean of \( f \) about \( p \) if there are \( m \in \mathbb{N} \) and \( \vartheta_1, \ldots, \vartheta_m \in SO_{\rho^+} \) such that \( g \) is a convex combination of the functions \( \vartheta_1 f, \ldots, \vartheta_m f \).

**Lemma 2.1.** For fixed \( k \in \mathbb{N}_0 \), the mapping \( \varphi \mapsto \overline{\varphi} \) is a continuous endomorphism of \( D_k \). For any \( \varphi \in D_k \) there exists a sequence of finite rotation means of \( \varphi \) about \( p \) that converges to \( \varphi \) in \( D_k \).

In addition, all statements are true with \( D_k \) replaced by \( D \).

**Proof.** \( \overline{\varphi} \) has at least the same order of differentiability as \( \varphi \). The linearity of \( \varphi \mapsto \overline{\varphi} \) is clear, and its continuity follows from the continuity of the operation of \( SO_d \) on \( D_k \).

We will construct a sequence \( (\sigma_m) \) of probability measures with finite support on \( SO_{\rho^+} \), for which

\[
\int_{SO_{\rho^+}} (\vartheta \varphi) \sigma_m(d\vartheta) \to \int_{SO_{\rho^+}} (\vartheta \varphi) \nu_{\rho^+}(d\vartheta) = \overline{\varphi}, \quad m \to \infty,
\]

holds for all \( \varphi \in D_k \). Here, convergence is understood in \( D_k \). The left-hand side of (2.2) is a finite rotation mean of \( \varphi \) about \( p \).

For any \( m \in \mathbb{N} \), there is a partition of the compact set \( SO_{\rho^+} \) into measurable sets \( B_1, \ldots, B_k_m \) of diameter at most \( 1/m \). (Any metric that induces the topology on \( SO_{\rho^+} \) can be used here.) Define the probability measure

\[
\sigma_m := \sum_{i=1}^{k_m} \nu_{\rho^+}(B_i) \delta_{\vartheta_i},
\]

where \( \vartheta_1 \in B_1, \ldots, \vartheta_{k_m} \in B_{k_m} \) are arbitrary and \( \delta_{\vartheta} \) denotes the probability measure supported by \( \{\vartheta\} \). Assume \( \varphi \in D_k \) and let \( q \) be a multi-index with \(|q| \leq k\). We have

\[
\| \partial^q \int_{SO_{\rho^+}} (\vartheta \varphi) \sigma_m(d\vartheta) - \partial^q \overline{\varphi} \|_\infty = \| \sum_{i=1}^{k_m} \int_{B_i} \partial^q (\vartheta_i \varphi - \varphi) \nu_{\rho^+}(d\vartheta) \|_\infty \leq \sum_{i=1}^{k_m} \int_{B_i} \| \partial^q (\vartheta_i \varphi - \varphi) \|_\infty \nu_{\rho^+}(d\vartheta).}
\]

The continuous mapping \( SO_{\rho^+} \to C, \vartheta \mapsto \partial^q (\vartheta \varphi) \) is uniformly continuous on the compact group \( SO_{\rho^+} \). Hence, the last expression converges to zero, as \( m \to \infty \).

The remaining assertion for \( D \) follows from the fact that the above constructed sequence converges in \( D \) if \( \varphi \in D \) is assumed. \( \square \)
We will work with Fourier expansions (spherical harmonic expansions) of distributions. Details about spherical harmonics can be found e.g. in Groemer’s book \cite{Groemer}. Let $H^d_n \subset C$ be the (finite-dimensional) vector space of spherical harmonics on $S^{d-1}$ of degree $n \in \mathbb{N}_0$. There is a uniquely determined zonal function $f \in H^d_n$ with $f(p) = 1$:

$$f(u) = P^d_n(\langle p, u \rangle), \quad u \in S^{d-1}.$$  

Here, $\langle \cdot, \cdot \rangle$ is the usual scalar product on $\mathbb{R}^d$ and $P^d_n$ is the Legendre polynomial of dimension $d$ and degree $n$. The Legendre-polynomials $P^d_0, P^d_1, P^d_2, \ldots$ form an orthogonal system of functions on $[-1, 1]$ with respect to the measure $\tilde{\mu}_d$ given by

$$(2.3) \quad d\tilde{\mu}_d := \varpi_{d-1}(1 - \alpha^2)^{(d-3)/2} d\alpha.$$  

Therefore, $P^d_n$ is a constant multiple of the Gegenbauer polynomial of upper index $\nu = (d - 2)/2$ and degree $n$. Later we will need a strengthened version of the well-known fact

$$(2.4) \quad |P^d_n(\alpha)| \leq 1, \quad -1 \leq \alpha \leq 1,$$

$n \geq 0$, $d \geq 2$.

**Lemma 2.2.** We have for $n \geq 1$ and $d \geq 3$

$$(2.5) \quad |P^d_n(\alpha)| < 1, \quad -1 < \alpha < 1.$$  

**Proof.** (2.5) follows from the explicit integral representation

$$P^d_n(\alpha) = c_{n,d} \int_0^\pi (\alpha + i(1 - \alpha^2)^{1/2})^n (\sin \gamma)^{d-3} d\gamma,$$

where $c_{n,d} \in \mathbb{R}$ is such that the right-hand side is 1 for $\alpha = 1$; see \cite[formula (31) on p. 177]{Groemer}. \qed

We write $f \sim \sum_{n=0}^{\infty} f_n$ with

$$(2.6) \quad f_n := \frac{\dim H^d_n}{\varpi_d} \int_{S^{d-1}} f(u) P^d_n(\langle u, \cdot \rangle) \ d\omega_{d-1}(u) \in H^d_n$$

for the Fourier expansion of $f \in C$. It converges in the $L_2$ sense to $f$. If $f \in D$, the Fourier expansion converges to $f$ in $D$. Fourier expansions can also be defined for distributions $F \in D'$. Extending (2.6), we define the regular distribution $F_n \in H^d_n$ by

$$(2.7) \quad F_n := \frac{\dim H^d_n}{\varpi_d} F(u) \left( P^d_n(\langle u, \cdot \rangle) \right)$$

and write $F \sim \sum_{n=0}^{\infty} F_n$. We have $F_n(\varphi) = F(\varphi_n)$. Together with the completeness of $D'$ (any sequence of distributions with pointwise limits converges in $D'$ to a distribution), this implies $\lim_{m \to \infty} \sum_{n=0}^{m} F_n = F$ in $D'$.

If $F = \mu$ is a measure, $\mu_1(\cdot) = d\varpi_d^{-1} \left( \langle c(\mu), \cdot \rangle \right)$, where

$$(2.8) \quad c(\mu) := \int_{S^{d-1}} u \ d\mu(u) \in \mathbb{R}^d$$

is the centroid of $\mu$.  

---

Note: The content is extracted from a mathematical paper discussing Fourier expansions, spherical harmonics, and related concepts in the context of distributions and measure theory.
2.2. Rotation commuting operators on spaces of spherical functions. In this section we gather properties of rotation commuting linear and continuous self-mappings of \( D, C, M \) and \( D' \). An operator \( A \) commutes with rotations if \( \vartheta A = A \vartheta \) holds for all \( \vartheta \in SO_d \). The vector spaces of these operators will be called \( \text{End}(D) \), \( \text{End}(C) \), \( \text{End}(M) \) and \( \text{End}(D') \), respectively.

The most important example of such an operator for our purposes is the generalized spherical Radon transform \( R_\alpha \) with parameter \( \alpha \in [-1, 1] \). For \( f \in C \), we define

\[
(R_\alpha f)(u) = \varpi_{d-1}^{-1} \int_{S(u^+)} f(\alpha u + \sqrt{1 - \alpha^2} v) \, d\omega_{d-2}(v), \quad u \in S^{d-1}.
\]

Here \( S(L) = S^{d-1} \cap L \) denotes the unit sphere of the linear subspace \( L \subset \mathbb{R}^d \). As mentioned above, \( (R_\alpha f)(u) \) is the average of the \( f \)-values on the subsphere of all unit vectors in the hyperplane with normal \( u \) and (signed) distance \( \alpha \) from the origin. \( R_0 \) is the usual spherical Radon transform (sometimes called Minkowski-Funk transform) which gives the averages of \( f \) on great circles. \( R_1 \) is the identity, and \( R_{-1} \) is the reflection at the origin. We have

\[
(R_{(p,u)} f)(p) = \mathcal{F}(u), \quad u \in S^{d-1}.
\]

Fix \( \alpha \in [-1, 1] \). BERG [1] p. 42 has shown that \( R_\alpha \in \text{End}(C) \) and that this operator is self-adjoint if \( C \) is endowed with the canonical inner product of \( L_2 \)-functions:

\[
\int_{S^{d-1}} (R_\alpha f)(u) g(u) \, d\omega_{d-1}(u) = \int_{S^{d-1}} f(u) (R_\alpha g)(u) \, d\omega_{d-1}(u), \quad f, g \in C.
\]

Next, we will show that \( \frac{\partial^k}{\partial \alpha^k} R_\alpha \) is a continuous linear mapping from \( D \) into itself, which can be extended continuously to a mapping in \( \text{End}(D') \). It is convenient to use spherical harmonics in this context. SCHNEIDER [14] showed that \( R_\alpha \) acts as a multiple of the identity on \( \mathcal{H}_n^d \):

\[
R_\alpha f_n = P_n^d(\alpha) f_n
\]

for all \( f_n \in \mathcal{H}_n^d \). In the following, derivatives of functions on \([-1, 1]\) are understood to be one-sided if evaluated at one of the endpoints of this interval.

**Lemma 2.3.**

1) For \( \varphi \in D, u \in S^{d-1}, \) the function \( \alpha \mapsto (R_\alpha \varphi)(u) \) is infinitely differentiable on \([-1, 1]\),

2) for all \( k \in \mathbb{N}_0 \), the operator given by

\[
\left( \frac{\partial^k}{\partial \alpha^k} R_\alpha \right)(\varphi)(u) := \frac{\partial^k}{\partial \alpha^k} ((R_\alpha \varphi)(u)), \quad \varphi \in D, \ u \in S^{d-1},
\]

satisfies \( \frac{\partial^k}{\partial \alpha^k} R_\alpha \in \text{End}(D) \),

3) there is a unique continuous extension of the operator in 2) to an operator in \( \text{End}(D') \), given by

\[
\left( \frac{\partial^k}{\partial \alpha^k} R_\alpha \right)(F)(\varphi) = F \left( \frac{\partial^k}{\partial \alpha^k} R_\alpha \varphi \right), \quad F \in D', \ \varphi \in D,
\]

4) if the operator \( R_\alpha \) in 3) (with \( k = 0 \)) is restricted to \( M \), we have \( R_\alpha \in \text{End}(M) \).
Proof. Let \( \varphi \sim \sum_{n=0}^{\infty} \varphi_n \) be the Fourier expansion of \( \varphi \in \mathcal{D} \) and let \( q \) be an arbitrary multi-index. Equation (2.11) implies

\[
\sum_{k=0}^{\infty} \frac{\partial^k}{\partial q^k} (R_\alpha \varphi_n) = \sum_{k=0}^{\infty} \left( \frac{d^k}{d \alpha^k} P_n^q (\alpha) \right) \varphi_n.
\]

A combination of [5, equation (3.3.22)] and (2.4) gives

\[
\left| \frac{d^k}{d \alpha^k} P_n^q (\alpha) \right| \leq c_1 \cdot n^{2k}
\]

for some constant \( c_1 > 0 \) depending only on \( d \). Furthermore, there is a constant \( c_2 = c_2(|q|, d) \) such that

\[
\| \partial^q \varphi_n \|_{\infty} \leq c_2 \cdot n^{|q| + d/2 - 1} \| \Delta_m^{m/2} \varphi \|_{\infty}
\]

for all \( m \in 2\mathbb{N} \). This follows from Seeley [13, Theorem 4(b)], with an argument given in [18, p. 186]. If we put \( m = 2 \left( \lceil k + |q|/2 + d/4 + 1 \rceil \right) \), it follows that the series in (2.13) converges absolutely (in the maximum norm). Hence, the derivatives

\[
\partial^q \partial^k (R_\alpha \varphi_n) = \sum_{n=0}^{\infty} \partial^q \partial^k (R_\alpha \varphi_n)
\]

exist and

\[
\| \partial^k (R_\alpha \varphi) \|_{\mathcal{D}'(\psi)} \leq c_3 \| \varphi \|_{\mathcal{D}_m}
\]

for some \( c_3 = c_3(k, |q|, d) \). This shows assertions 1) and 2), as \( \frac{\partial^k}{\partial q^k} R_\alpha \) is obviously a linear operator that commutes with rotations.

To show 3) we abbreviate the operator defined in (2.12) by \( A \). So, \( A \) is a mapping from \( \mathcal{D}' \) into itself that satisfies

\[
(AF)(\varphi) = F \left( \frac{\partial^k}{\partial q^k} R_\alpha (\varphi) \right), \quad F \in \mathcal{D}', \ \varphi \in \mathcal{D}.
\]

It is well defined due to 2), and we obviously have \( A \in \text{End}(\mathcal{D}') \). From (2.10) and the fact that integration and differentiation can be interchanged, we get

\[
\int_{S^{d-1}} \left( \frac{\partial^k}{\partial q^k} R_\alpha (\varphi) \right)(u) \varphi(u) d\omega_{d-1}(u)
\]

\[
= \int_{S^{d-1}} \varphi(u) \left( \frac{\partial^k}{\partial q^k} R_\alpha (\varphi) \right)(u) d\omega_{d-1}(u), \quad \psi, \varphi \in \mathcal{D}.
\]

Hence, for the regular distribution \( F = \psi \) we have \( A\psi = AF = \frac{\partial^k}{\partial q^k} R_\alpha \psi \). In other words, \( A \) coincides with \( \frac{\partial^k}{\partial q^k} R_\alpha \) on \( \mathcal{D} \). As \( \mathcal{D} \) is a dense subset of \( \mathcal{D}' \), \( A \) is the unique continuous extension of \( \frac{\partial^k}{\partial q^k} R_\alpha \) to \( \mathcal{D}' \).

4) is evident, as for any signed measure \( \mu \), the mapping

\[
\varphi \mapsto (R_\alpha \mu)(\varphi) = \int_{S^{d-1}} (R_\alpha \varphi)(u) d\mu(u)
\]

is a distribution of order zero, i.e. a signed measure. \( \square \)
The material collected so far enables us to give characterization theorems for rotation-commuting continuous linear operators on function spaces on the sphere. It turns out that these operators are “mixtures” of the prototypes $\frac{\partial^k}{\partial n^k} R_\alpha$. Before stating the general result consider the case $k = 0$ and let $\mathcal{M}[-1, 1]$ be the vector space of finite signed Borel measures on $[-1, 1]$, endowed with the weak topology. For any $\tilde{\mu} \in \mathcal{M}[-1, 1]$, the mapping

\begin{equation}
A_{\tilde{\mu}} : f \mapsto \int_{-1}^{1} R_{\alpha} f \, d\tilde{\mu}(\alpha), \quad f \in \mathcal{C},
\end{equation}

is an element of $\text{End}(\mathcal{C})$. The next proposition follows from Dunkl [2] Theorem 8.

**Proposition 2.4.** The mapping $\Theta : \tilde{\mu} \mapsto A_{\tilde{\mu}}$, where $A_{\tilde{\mu}}$ is given by (2.15), is an isomorphism from $\mathcal{M}[-1, 1]$ onto $\text{End}(\mathcal{C})$.

$\Theta^{-1}(A)$ will be called the mixing measure of $A \in \text{End}(\mathcal{C})$. The class of all $A \in \text{End}(\mathcal{C})$ which are monotonic ($f \geq 0 \Rightarrow Af \geq 0$) corresponds to the cone of positive finite measures on $[-1, 1]$. To extend Proposition 2.4 to distributions, let $\mathcal{D}[-1, 1]$ be the Fréchet space of infinitely differentiable real functions on $[-1, 1]$, supplied with the projective topology, analogous to the test function space $\mathcal{D}$ on $S^{d-1}$. Let $\mathcal{D}'[-1, 1]$ be its dual. All (generalized) functions on $[-1, 1]$ are endowed with a tilde to distinguish them clearly from objects on $S^{d-1}$.

**Proposition 2.5.** The mapping $\Theta : \tilde{F} \mapsto A_{\tilde{F}}$ with

\begin{equation}
(A_{\tilde{F}} \varphi)(u) := \tilde{F}_{(\alpha)}(R_{\alpha} \varphi)(u), \quad \varphi \in \mathcal{D}, \quad u \in S^{d-1},
\end{equation}

is an isomorphism from $\mathcal{D}'[-1, 1]$ onto $\text{End}(\mathcal{D})$.

**Proof.** We have $A_{\tilde{F}} \in \text{End}(\mathcal{D})$, where the continuity of $A_{\tilde{F}}$ follows from (2.14) and the fact that $\tilde{F} \in \mathcal{D}'[-1, 1]$ is of finite order. The linearity of $\Theta$ is trivial.

To prove that $\Theta$ is surjective, define for $A \in \text{End}(\mathcal{D})$ the distribution $\tilde{F} \in \mathcal{D}'[-1, 1]$ by

$$
\tilde{F}(\tilde{\varphi}) := (A\tilde{\varphi}((p, \cdot)))(p), \quad \tilde{\varphi} \in \mathcal{D}[-1, 1].
$$

We will show $\Theta(\tilde{F}) = A$. Due to (2.9) we get

$$(A_{\tilde{F}} \varphi)(p) = (\tilde{F}_{(\alpha)}(R_{\alpha} \varphi))((p)) = (A_{(\alpha)}(R_{(p, u)} \varphi(p)))(p) = (A\tilde{\varphi})(p).$$

Due to Lemma 2.1 there is a sequence of finite rotation means of $\varphi$ about $p$ that converges to $\tilde{\varphi}$ in $\mathcal{D}$. As $\varphi \mapsto (A\varphi)(p)$ is continuous and invariant with respect to rotations in $SO_{p^+}$, this implies

$$(A_{\tilde{F}} \varphi)(p) = (A\tilde{\varphi})(p) = (A\varphi)(p).$$

Using the fact that $SO_{q}$ acts transitively on $S^{d-1}$, we conclude that

$$(\Theta \tilde{F})(\varphi) = A_{\tilde{F}} \varphi = A \varphi$$

for all $\varphi \in \mathcal{D}$, so $\Theta(\tilde{F}) = A$, as required. The injectivity of $\Theta$ follows from (2.16) if we put $\varphi := \tilde{\varphi}((p, \cdot))$, $u := p$ and use $(R_{\alpha} \varphi)(p) = \tilde{\varphi}(\alpha)$, where $\tilde{\varphi} \in \mathcal{D}[-1, 1]$ is arbitrary. $\square$

$\Theta^{-1}(A)$ will be called the mixing distribution of $A \in \text{End}(\mathcal{D})$. To give some examples, the mixing distribution of $R_{\alpha} \in \text{End}(\mathcal{D})$ is a measure, namely the probability measure $\delta_{\alpha}$ supported by $\{\alpha\} \subset [-1, 1]$. It follows from [1] Théorème 4.3 that the mixing distribution of $\Delta_{\delta} \in \text{End}(\mathcal{D})$ is $(1 - d)\delta'$. 


A remark on the proof of Proposition 2.5 is in place here: When constructing
the inverse image of \( A \) under \( \Theta \), we did not need the continuity of \( A \) but only the
continuity of \( \varphi \mapsto (A \varphi)(p) \) to show \( \tilde{F} \in D'[-1,1] \) and \( A = \Theta(A \varphi) \in \text{End}(D) \). This
observation and Proposition 2.4 give the first part of the following corollary. The
second part \( (k = 2) \) involves some tedious calculations which can be found in [11,
pp. 35–37].

**Corollary 2.6.** Fix \( k \in \mathbb{N}_0 \). Let \( A \) be a linear mapping from \( D \) into the space of
real-valued functions on \( S^{d-1} \) that commutes with rotations. If the linear functional
\[ \varphi \mapsto (A \varphi)(p) \]
is continuous on \( D \) in the \( \| \cdot \|_{D_{\lambda}} \)-norm, then \( A \in \text{End}(D) \). For \( k = 0 \), we have
\( A \in \text{End}(C) \) (where we again write \( A \) for the unique continuous extension of \( A \) to
\( C \)).

If \( k = 2 \), then
\[ \Theta^{-1}(A) \in \mathcal{E}'_2[-1,1], \]
where
\[ \mathcal{E}'_2[-1,1] := \left\{ \tilde{\mu}_0 + \frac{d}{d\alpha} \tilde{\mu}_1 + \frac{d^2}{d\alpha^2} \tilde{\mu}_2 \right| \tilde{\mu}_0, \tilde{\mu}_1, \tilde{\mu}_2 \in \mathcal{M}[-1,1] \]
and
\[ \int_{-1}^1 (1 - \alpha^2)^{\rho} |\tilde{\mu}_2|(\alpha) < \infty \text{ for all } 0 \leq \rho < 1 \]
is a subspace of \( \mathcal{D}'_2[-1,1] \) (with \( |\tilde{\mu}| \) denoting the variation measure of \( \tilde{\mu} \)).

Proposition 2.5 implies that \( A \in \text{End}(D) \) is self-adjoint,
\[ \int_{S^{d-1}} (A \varphi)(u) \psi(u) \, d\omega_{d-1}(u) = \int_{S^{d-1}} \varphi(u) (A \psi)(u) \, d\omega_{d-1}(u), \quad \varphi, \psi \in D, \]
due to (2.10). As \( D \) is a dense subspace of \( D' \), this implies that \( A \) can be extended
in a unique way to a continuous mapping from \( D' \) into itself. This is due to the
following standard argument, already used in the proof of Proposition 2.5: If \( D \subset \mathcal{G} \subset D' \) and \( A \in \text{End}(\mathcal{G}) \) satisfies (2.18), then the transpose map
\[ A^\top : \mathcal{G}' \to \mathcal{G}', \quad F \mapsto F \circ A \]
satisfies \( A^\top \in \text{End}(\mathcal{G}') \) and coincides with \( A \) on \( D \) due to (2.18).

The extension of \( A \in \text{End}(D) \) to a mapping on \( D' \) will again be denoted by \( A \).
We have \( A \in \text{End}(D') \). Summarizing, we may write
\[ \text{End}(D) = \text{End}(D') \quad \text{and} \quad \text{End}(C) = \text{End}(\mathcal{M}), \]
in the sense that a mapping on the larger space becomes a mapping on the smaller
space by restriction, and this operation is bijective. These statements are true in
particular for \( R_\alpha \in \text{End}(C) \). Its extension to measures, given by
\[ \int_{S^{d-1}} f(u) \, d(R_\alpha \mu)(u) = \int_{S^{d-1}} (R_\alpha f)(u) \, d\mu(u), \quad f \in \mathcal{C}, \ \mu \in \mathcal{M}, \]
is an element of \( \text{End}(\mathcal{M}) \).

Consider the case where the mixing distribution \( \tilde{F} \) of \( A \in \text{End}(\mathcal{C}) \) is not only a
measure but a regular distribution. Then there is a function \( \tilde{f} \) on \([-1,1] \), integrable
with respect to the measure \( \tilde{\mu}_d \) (given by \( \omega \)), such that
\[
\hat{F}(\varphi) = \int_{-1}^{1} \varphi(\alpha) \hat{f}(\alpha) \, d\tilde{\mu}_d(\alpha), \quad \varphi \in \mathcal{D}[-1, 1].
\]

As \( A = A_{\tilde{\mu}} \), \(^{(2.15)}\) then reads
\[
(2.21) \quad Af = \int_{S^{d-1}} f(u) \hat{f}(\langle u, \cdot \rangle) \, d\omega_{d-1}(u), \quad f \in C.
\]

It should be emphasized here that \( \hat{F} \) is not identified with a density function with respect to ordinary Lebesgue-measure on \([-1, 1]\) but with respect to the measure \( \tilde{\mu}_d \). This non-canonical identification of distributions is convenient here, as the weight function \( \omega_{d-1}(1-\alpha^2)^{(d-3)/2} \) comes in naturally when introducing cylindrical coordinates on the sphere: For any \( u \in S^{d-1} \), \( \omega_{d-1} \) is the image measure of
\[
\tilde{\mu}_d \otimes \omega_{d-2}
\]
under the mapping \((\alpha, v) \mapsto \alpha u + \sqrt{1-\alpha^2} v\) on \([-1, 1] \times S^{d-2}(u^\perp)\). Use of cylindrical coordinates on the sphere also yields the following: Let \( A \in \text{End}(\mathcal{M}) \) with mixing measure \( \mu \) be given. Then \( \mu \) is a linear measure (i.e. a multiple of \( \tilde{\mu}_d \)) if and only if there is an \( a \in \mathbb{R} \) such that
\[
A\mu = a(c(\mu), \cdot), \quad \mu \in \mathcal{M},
\]
where this equality is understood in the sense of distributions.

Fix \( F \in \mathcal{D}' \), \( A \in \text{End}(\mathcal{D}') \) and let \( \hat{F} = \Theta^{-1}(A) \). As the Fourier series \( F \sim \sum_{n=0}^{\infty} F_n \) converges in \( \mathcal{D}' \) to \( F \), we have \( A(F) = \sum_{n=0}^{\infty} A(F_n) \) \(^{(2.16)}\) and \(^{(2.11)}\) imply
\[
(2.22) \quad A(F) = \sum_{n=0}^{\infty} \lambda_n[A] \cdot F_n,
\]
with the real numbers
\[
\lambda_n[A] = \hat{F}_n(\varphi_0(\alpha)), \quad n \in \mathbb{N}_0.
\]
Mappings satisfying \(^{(2.22)}\) are called \textit{multiplier transformations} with \textit{multipliers} \( \lambda_0[A], \lambda_1[A], \lambda_2[A], \ldots \). That any \( A \in \text{End}(\mathcal{C}) \) is a multiplier transformation has already been observed by Dunkl \(^{[2]}\). \( A \) is injective on \( \mathcal{D}' \) (or, equivalently, on \( \mathcal{D} \)) if and only if all its multipliers are non-zero. Due to \(^{(2.22)}\) any two operators in \( \text{End}(\mathcal{D}) \) commute.

2.3. \textbf{Endomorphisms of convex bodies.} Here we collect properties of endomorphisms of convex bodies that are well known or follow directly from the definitions. Some important results from convex geometry are also mentioned; as a general reference on this matter, we recommend SCHNEIDER’S book \(^{[18]}\).

Let \( h(K, \cdot) = \max\{ \langle x, \cdot \rangle | x \in K \} \) be the support function of \( K \in \mathcal{K}_d \). Consider its Fourier expansion \( h(K, \cdot) = \sum_{n=0}^{\infty} h_n(K, \cdot) \). Then \( 2h_0(K, \cdot) \) is a constant function equal to the mean width \( \bar{w}(K) \) of \( K \). Furthermore, \( h_1(K, \cdot) = \langle s(K), \cdot \rangle \), where
\[
(2.23) \quad s(K) := d\omega_d^{-1} \int_{S^{d-1}} uh(K, u) \, d\omega_{d-1}(u)
\]
is the Steiner point of \( K \). The convex body \( K \) is a ball if and only if \( h(K, \cdot) = h_0(K, \cdot) + h_1(K, \cdot) \). It is a singleton if and only if \( h(K, \cdot) = h_1(K, \cdot) \).
If \( S(K, \cdot) \sim \sum_{n=0}^{\infty} s_n(K, \cdot) \) is the Fourier expansion of the surface area measure of \( K \), \( \varpi_d s_0(K, \cdot) \) is the surface area of \( K \) and

\[ s_1(K, \cdot) = o, \]

as the centroid of any surface area measure coincides with \( o \).

The basis for an analytical treatment of Minkowski-endomorphisms of convex bodies is the fact that the mapping \( K \mapsto h(K, \cdot) \) is an isometric isomorphism from \( \mathcal{K}^d \) into the subcone of \( C \) of all functions whose positive homogeneous extension (of degree one) is convex. A statement of similar importance for Blaschke-endomorphisms is based on Minkowski’s existence theorem (see [18, Theorem 7.1.2]): Let \( \mathcal{S} \) be the subcone of all positive measures in \( \mathcal{M} \) having centroid \( o \) and not being supported by any great subsphere. Minkowski’s existence theorem states that any positive measure in \( \mathcal{S} \) is the surface area measure of a uniquely determined convex body \( K \in \mathcal{K}_0^d \). It can be shown that the mapping \( K \mapsto S(K, \cdot) \) is a bicontinuous mapping of \( \mathcal{K}^d \) into \( \mathcal{S} \). In particular, integrals like the right-hand side of (1.7) are surface area measures of some convex body if \( \tilde{\mu} \) is positive, and \( R_\alpha S(K, \cdot) \) is a surface area measure for all \( \alpha \in [-1, 1] \).

We will also need the following property of the mixed volume in (1.3): If \( K \) is a convex body with interior points, then \( V(K, M[d - 1]) \) determines \( K \) up to translation, if known for all \( M \in \mathcal{K}_0^d \). Conversely, \( M \in \mathcal{K}_0^d \) is uniquely determined by \( K \mapsto V(K, M[d - 1]) \) on \( \mathcal{K}^d \).

We turn to basic properties of Minkowski-endomorphisms. For \( \Phi \in \text{End}_M(\mathcal{K}^d) \) we have

\[ \{ o \} = \Phi(\{ o \}) = \Phi(\{ x \} + \{ -x \}) = \Phi(\{ x \}) + \Phi(\{ -x \}), \quad x \in \mathbb{R}^d. \]

So, singletons are mapped to singletons. It is not difficult to see that \( \Phi \) is homogeneous of degree one (see [13]) and maps balls to balls. The map \( K \mapsto s(K) \) is continuous, motion-equivariant and Minkowski-additive (the Steiner point map is in fact characterized by these properties among all maps from \( \mathcal{K}^d \) to \( \mathbb{R}^d \)). Hence, for any \( \alpha \in \mathbb{R} \), the map \( K \mapsto \{ \alpha \cdot s(K) \} \) is a Minkowski-endomorphism. For \( d \geq 3 \), these are the only Minkowski-endomorphisms whose range consists only of singletons. This follows from a result in Section 3.4. For any \( \Phi \in \text{End}_M(\mathcal{K}^d) \), \( d \geq 3 \), there is a constant \( \lambda_1[\Phi] \in \mathbb{R} \) with

\[ s(\Phi K) = \lambda_1[\Phi] \cdot s(K) \tag{2.24} \]

for all \( K \in \mathcal{K}^d \). (2.24), which can also be shown using elementary arguments (see [11]), has another interesting consequence: If \( \Phi \in \text{End}_M(\mathcal{K}^d) \) is given,

\[ \Phi'K := \Phi K + (1 - \lambda_1[\Phi]) s(K), \quad K \in \mathcal{K}^d, \]

defines a \( T_\vartheta \)-equivariant Minkowski-endomorphism, i.e. an endomorphism in the sense of Schneider [13]. Note that \( \Phi'K \) and \( \Phi K \) coincide up to translation.

For \( d = 2 \) we have the following representation theorem for Minkowski-endomorphisms, where \( \vartheta_\alpha \in SO_2 \) denotes the rotation at \( o \) through angle \( \alpha \in \mathbb{R} \) and positive orientation.

**Proposition 2.7** (Schneider [10]). For any \( \Phi \in \text{End}_M(\mathcal{K}^2) \) there is a finite signed Borel measure \( \tilde{\mu} \) on \([-\pi, \pi)\) such that

\[ h(\Phi K, \cdot) = \int_{-\pi}^{\pi} h(\vartheta_\alpha K, \cdot) \, d\tilde{\mu}(\alpha), \quad K \in \mathcal{K}^2. \tag{2.25} \]
\( \tilde{\mu} \) is uniquely determined by (2.25). There are constants \( c_1, c_2 \in \mathbb{R} \), such that the measure
\[
(2.26) \quad \tilde{\mu} + \int (c_1 \cos \beta + c_2 \sin \beta) d\beta
\]
is positive on \([-\pi, \pi)\).

Conversely, any signed measure \( \tilde{\mu} \) with the property that (2.26) is positive for some \( c_1, c_2 \in \mathbb{R} \), defines a Minkowski-endomorphism by (2.25).

The Minkowski-endomorphism \( \Phi \) in the previous proposition is translation invariant if and only if \( \tilde{\mu} \) satisfies
\[
\int_{-\pi}^{\pi} \sin \alpha d\tilde{\mu}(\alpha) = \int_{-\pi}^{\pi} \cos \alpha d\tilde{\mu}(\alpha) = 0.
\]

In view of (1.6), we obtain the following.

**Corollary 2.8.** For any \( \Psi \in \text{End}_B(K^2_0) \) there is a finite positive Borel measure \( \tilde{\mu} \neq 0 \) on \([-\pi, \pi)\) such that
\[
(2.27) \quad S(\Psi K, \cdot) = \int_{-\pi}^{\pi} S(\vartheta_\alpha K, \cdot) d\tilde{\mu}(\alpha), \quad K \in K^2_0.
\]
\( \tilde{\mu} \) is uniquely determined up to addition of a measure of the form
\[
\int (c_1 \cos \beta + c_2 \sin \beta) d\beta.
\]

Conversely, if \( \tilde{\mu} \neq 0 \) is a finite positive Borel measure on \([-\pi, \pi)\), then (2.27) defines a Blaschke-endomorphism \( \Psi \).

Proof. Fix \( \Psi \in \text{End}_B(K^2_0) \). For \( K \in K^2 \) we define
\[
\Phi K := \lim_{n \to \infty} \Psi(K - s(K) + \frac{1}{n} B^2).
\]
The limit here exists, as \( (\Psi(K - s(K) + \frac{1}{n} B^2)) \) is a Cauchy sequence in the complete metric space \( K^2 \). Due to (1.6), this gives rise to a \( T_2 \)-invariant Minkowski-endomorphism \( \Phi \). Conversely, any \( T_2 \)-invariant Minkowski-endomorphism induces a Blaschke-endomorphism if restricted to \( K^2_0 \).

The result now follows easily from Proposition 2.7 if we note that \( c(S(K, \cdot)) = c \) can be rewritten as
\[
\int_{-\pi}^{\pi} S(\vartheta_\alpha K, \cdot) \cos \alpha d\alpha = \int_{-\pi}^{\pi} S(\vartheta_\alpha K, \cdot) \sin \alpha d\alpha = 0.
\]

Returning to arbitrary dimension, we note that \( \Psi \in \text{End}_B(K^2_0) \) is positive homogeneous of degree one and maps balls in \( K^d_0 \) to concentric balls.

3. Proofs of the main theorems

3.1. Minkowski-endomorphisms. We are now proving the main results, starting with Theorem 1.3.

**Proof of Theorem 1.3.** Assume \( d \geq 3 \) and fix \( \Phi \in \text{End}_M(K^d) \). Let
\[
\mathcal{G} := \{ h(K, \cdot) - h(M, \cdot) \mid K, M \in K^d \} \subset C
\]
be the vector space of differences of support functions. We interpret $\Phi$ as a rotation-commuting mapping from $G$ to $C$ by setting

$$
\Phi(h(K, \cdot) - h(M, \cdot)) := h(\Phi K, \cdot) - h(\Phi M, \cdot), \quad K, M \in \mathcal{K}^d,
$$

which is well defined due to the Minkowski-additivity of $\Phi$. Any function $\varphi \in D_2$ can be written as the difference

$$
\varphi = h(M_{\varphi}, \cdot) - h(\alpha_{\varphi} B^d, \cdot)
$$

of two support functions, where $\alpha_{\varphi} \geq 0$ and (consequently) the body $M_{\varphi}$ depend continuously on $\varphi$ in the $D_2$-norm; see e.g. [18, Lemma 1.7.9]. Hence $D_2 \subseteq G$ and the restriction $A := |\Phi|_{\mathcal{D}_2}$ is a continuous mapping from $D_2$ into $C$. Corollary 2.6 implies $A \in \text{End}(D)$ and $\tilde{F} := \Theta^{-1}(A) \in \mathcal{E}_2[-1, 1]$. For all $K \in \mathcal{K}^d$ with $h(K, \cdot) \in D$, we have due to Proposition 2.5

$$
h(\Phi K, \cdot) = Ah(K, \cdot) = \tilde{F}_{(\alpha)}(R_\alpha h(K, \cdot)).
$$

(3.2) is also true for arbitrary $K \in \mathcal{K}^d$, if $A$ and $R_\alpha$ are considered as mappings on $D'$. This follows from the fact that the set of support functions in $D$ is dense in the cone of arbitrary support functions, supplied with the maximum-norm. Hence we have shown the representation (1.2) in Theorem 1.3. (3.1) and the first equality in

$$
\varphi = h(M_{\varphi}, \cdot) - h(\alpha_{\varphi} B^d, \cdot)
$$

depend continuously on $\varphi$ in the sense of distributions: if $\alpha \mapsto (R_\alpha h(K, \cdot))(u)$, $K \in \mathcal{K}^d$, $u \in S^{d-1}$, is not sufficiently smooth, (1.2) must be interpreted in the sense of distributions:

$$
\int_{S^{d-1}} h(\Phi K, u) \varphi(u) d\omega_{d-1}(u) = \int_{S^{d-1}} h(K, u) \tilde{F}_{(\alpha)}(R_\alpha \varphi)(u) d\omega_{d-1}(u)
$$

for all test functions $\varphi \in D$.

It follows from (1.2) that $\Phi$ is a multiplier transformation: For $K \in \mathcal{K}^d$ with $h(K, \cdot) \sim \sum_{n=0}^{\infty} h_n(K, \cdot)$ being the Fourier expansion of its support function, we have

$$
h(\Phi K, \cdot) \sim \sum_{n=0}^{\infty} \lambda_n[\Phi] h_n(K, \cdot).
$$

Here, the multipliers

$$
\lambda_n[\Phi] := \tilde{F}_{(\alpha)} \left( P_n(\alpha) \right)
$$

can be expressed in terms of the mixing distribution $\tilde{F}$ of $\Phi$. The first two multipliers have a simple geometric interpretation:

$$
\mathfrak{m}(\Phi K) = \lambda_0[\Phi] \cdot \mathfrak{m}(K), \quad K \in \mathcal{K}^d,
$$

if the restriction $A := |\Phi|_{\mathcal{D}_2}$ is also true for arbitrary $K \in \mathcal{K}^d$, this gives equivalence ii) in Theorem 1.3. As the converse implication is clear, this gives equivalence ii) in Theorem 1.3. Finally, if $\Phi$ is monotonic, it is also uniformly continuous and $A \in \text{End}(C)$ is monotonic, too. The remark after Proposition 2.4 now implies the non-trivial implication of the equivalence iii).
in particular, \( \Phi B^d = \lambda_0[\Phi] \cdot B^d \), and

\[
s(\Phi K) = \lambda_1[\Phi] \cdot s(K), \quad K \in \mathcal{K}^d,
\]

which is (2.24).

Schneider [15] has shown the multiplier property of \( \Phi \) with different arguments. He has additionally proven

(3.4) \[ |\lambda_n[\Phi]| \leq \lambda_0[\Phi], \quad n = 2, 3, \ldots \]

From (3.4) he concluded that all Minkowski-endomorphisms that commute with affine maps, or are surjective, or preserve the volume, are trivial. It is also well known that injectivity of \( \Phi \) can be deduced directly from its multipliers: We note the following corollary for later reference.

**Corollary 3.1.** \( \Phi \in \text{End}_M(\mathcal{K}^d) \) is injective if and only if all its multipliers are non-zero.

If \( \Phi \in \text{End}_M(\mathcal{K}^d) \) is such that its mixing distribution is regular and can be identified with the function \( \tilde{f}(\alpha) = d\pi_{d-1}^{-1} \alpha, \) (2.21), (2.22) imply

\[
\Phi K = \{ s(K) \}, \quad K \in \mathcal{K}^d.
\]

Hence, the linear measures defined before Theorem 1.4 are precisely the mixing measures of the Minkowski-endomorphisms \( K \mapsto \{ a \cdot s(K) \} \), \( a \in \mathbb{R} \).

We turn to the proof of Theorem 1.4. It is split into two main propositions and an auxiliary lemma.

**Proposition 3.2.** Assume \( K \in \mathcal{K}^d, \ d \geq 3, \) and \( \alpha \in [-1, 1]. \) Then \( R_{\alpha}h(K, \cdot) \) is the support function of a convex body \( K_{\alpha}. \) \( K \mapsto K_{\alpha} \) is a Minkowski-endomorphism.

**Proof.** Let \( f \) be the positive homogeneous extension (of degree one) of \( h(K, \cdot). \) To show that \( R_{\alpha}f \) is a support function, we have to prove that its positive homogeneous extension

\[
(R_{\alpha}f)(x) := \pi_{d-1}^{-1} \int_{S(x^\perp)} f(\alpha x + \sqrt{1-\alpha^2} \| x \| v) d\omega_{d-2}(v), \quad x \neq 0,
\]

(and \( (R_{\alpha}f)(0) := 0 \)) is convex. It is enough to show convexity of the restriction of \( R_{\alpha}f \) to an arbitrary two-dimensional plane \( L \subset \mathbb{R}^d. \) Let \( \vartheta_L \in SO_d \) be the rotation that fixes \( L^\perp \) pointwise and rotates any vector in \( L \) by the angle \( \pi/2 \) (with arbitrary but fixed orientation).

For all \( z \in \mathbb{R}^d, \tau, \sigma \in \mathbb{R}, \) the function

\[
g(x) = g_{z,\tau,\sigma}(x)
\]

\[
:= f(\tau x + \sigma \vartheta_L x+ \| x \| z) + f(\tau x + \sigma \vartheta_L x- \| x \| z), \quad x \in L,
\]

is convex on \( L. \) The special case \( \tau = 1, \sigma = 0 \) of this statement was shown in Schneider [15 Proposition 2.5]. The proof of the general case is the same; in particular the weights \( \alpha, \beta, \gamma \) in the proof of Schneider’s Proposition 2.5 remain unchanged.
Now consider the case $d = 3$. Let $L = v^\perp$ for some $v \in S^2$. The convexity of $R_\alpha f$ on $L$ now follows if we introduce cylindrical coordinates on $S(x^\perp)$, $x \in L \setminus \{o\}$:

$$2\pi(R_\alpha f)(x) = \int_{S(x^\perp)} f(\alpha x + \sqrt{1 - \alpha^2} \|x\| u) \, d\omega_1(u)$$

$$= \int_{-1}^{1} g_{z,\tau,\sigma}(x) \frac{d\beta}{\sqrt{1 - \beta^2}}$$

with $z = \sqrt{1 - \alpha^2} \sqrt{1 - \beta^2} v$, $\tau = \alpha$, $\sigma = \sqrt{1 - \alpha^2} \beta$.

It remains to consider the case $d > 3$. Introducing cylindrical coordinates, we see that

$$\varpi_{d-1}(R_\alpha f)(x) = \int_{S(x^\perp)} f(\alpha x + \sqrt{1 - \alpha^2} \|x\| v) \, d\omega_{d-2}(v)$$

$$= \int_{-1}^{1} \int_{S(L^\perp)} f(\alpha x + \sqrt{1 - \alpha^2} \beta \partial_L x + \sqrt{1 - \alpha^2} \sqrt{1 - \beta^2} \|x\| v) \, d\omega_{d-3}(v) \frac{(1 - \beta^2)^{(d-5)/2} \, d\beta}{\sqrt{1 - \beta^2}}$$

holds for $x \in L$. As $\omega_{d-3}$ is invariant under reflection $v \mapsto -v$, the convexity of this function (on $L$) follows from the convexity of $g$.

That $K \mapsto K_\alpha$ is a Minkowski-endomorphism now follows easily.

We have defined the centroid of a measure $\mu \in \mathcal{M}$ in (2.8). Identifying $f \in C$ with the measure having $f$ as (signed) density with respect to spherical Lebesgue-measure, we write $c(f) = \int_{S^{d-1}} u f(u) \, d\omega_{d-1}(u)$. The definition is such that $d\varpi_{d-1}^{-1} c(h(K, \cdot))$ is just the Steiner point of $K \in K^d$.

**Proposition 3.3.** Let $\hat{\mu}$ be the mixing measure of $A \in \text{End}(C)$. If for all $f \in C$, we have

$$(3.6) \quad f \geq 0, \ c(f) = o \Rightarrow Af \geq 0,$$

then $\hat{\mu}$ is positive up to addition of a linear measure.

**Proof.** We adapt an argument used in Schneider [16] when characterizing Minkowski-endomorphisms on $K^2$. Fix $A \in \text{End}(C)$ with mixing measure $\hat{\mu}$. We have to show that there is a constant $c \in \mathbb{R}$ such that

$$(3.7) \quad \hat{\mu} + c \int (\cdot) \alpha \, d\hat{\mu}_d(\alpha)$$

is a positive measure.

At first, we consider the case where

$$\frac{d\hat{\mu}}{d\hat{\mu}_d} = \hat{\varphi} \in \mathcal{D}[-1, 1].$$

Then, the measure in (3.7) is positive if and only if

$$(3.8) \quad \hat{\varphi}(\alpha) + c \cdot \alpha \geq 0$$

for all $\alpha \in [-1, 1]$. We have $\varphi(u) := \hat{\varphi}(\langle p, u \rangle) \in \mathcal{D}$. The change from integration with respect to cylindrical coordinates to ordinary integration on the sphere gives

$$A(f)(p) = \int_{-1}^{1} \hat{\varphi}(\alpha) (R_\alpha f)(p) \, d\hat{\mu}_d(\alpha) = \int_{S^{d-1}} \varphi(u) f(u) \, d\omega_{d-1}(u).$$
The assumption (3.6) implies
\[ \int_{S^{d-1}} \varphi(u) \, d\mu(u) \geq 0 \]
for all positive \( \mu \in \mathcal{M} \) with \( c(\mu) = 0 \), as any measure can (weakly) be approximated by continuous functions. Due to (3.1), there is an \( \alpha = \alpha_\varphi > 0 \) such that \( \varphi + \alpha \) is the support function of a convex body \( M = M_\varphi \). It may be assumed that \( M \) has interior points. Let \( \rho > 0 \) be the maximal radius of a ball contained in \( M \) (\( \rho \) is the so-called inradius of \( M \)) and let \( x \in \mathbb{R}^d \) be such that \( B^d \subset (1/\rho)(M + x) \). As \( M \) is a body of revolution with axis parallel to \( p \), we have \( x = c \cdot p \) for some \( c \in \mathbb{R} \). The convex hull of
\[ T := (\text{bd} B^d) \cap (1/\rho) \text{bd} (M + cp) \subset S^{d-1} \]
contains \( o \) in its relative interior (this follows from the maximality of \( \rho \)). Hence, there exists a positive measure \( \mu_0 \in \mathcal{M} \), \( \mu_0 \neq 0 \), with support in \( T \) and \( c(\mu_0) = 0 \). (3.9) implies
\[ \mu_0(S^{d-1}) = \int_T h(B^d, u) \, d\mu_0(u) = \frac{1}{\rho} \int_T (h(M, u) + c\langle p, u \rangle) \, d\mu_0(u) \]
\[ = \frac{1}{\rho} \int_{S^{d-1}} h(M, u) \, d\mu_0(u) = \frac{1}{\rho} \int_{S^{d-1}} (\varphi(u) + \alpha) \, d\mu_0(u) \geq \frac{\alpha}{\rho} \mu_0(S^{d-1}). \]
We conclude \( 1 \geq \frac{\alpha}{\rho} \) and
\[ \frac{1}{\rho} \langle \varphi(u) + \alpha + c\langle p, u \rangle \rangle = h\left(\frac{1}{\rho}(M + cp), u\right) \geq 1 \geq \frac{\alpha}{\rho}, \quad u \in S^{d-1}. \]
This implies \( \varphi(u) + c\langle p, u \rangle \geq 0 \), for all \( u \in S^{d-1} \), and (3.8) holds.

Now we allow the mixing measure \( \bar{\mu} \in \mathcal{M}[-1,1] \) of \( A \) to be arbitrary. Consider the smoothened operators \( A_n := B_n \circ A \), where the mixing measure of \( B_n \in \text{End}(\mathcal{C}) \) has the \( \bar{\mu}_d \)-density \( \check{\psi}_n \in \mathcal{D}[-1,1] \), \( \check{\psi}_n \geq 0 \), \( n = 0, 1, 2, \ldots \). \( A_n \) satisfies (3.6). The additional assumption that \( (\check{\psi}_n) \) is chosen in such a way that
\[ \lim_{n \to \infty} \int_{[-1,1]} \check{\psi}_n(\alpha) \, d\bar{\mu}_d(\alpha) = \delta_1 \]
(in the sense of weak convergence in \( \mathcal{M}[-1,1] \)) implies
\[ \lim_{n \to \infty} A_n f = Af \]
for all \( f \in \mathcal{C} \). According to Lemma 3.4 below, the mixing measure of \( A_n \) has a \( \bar{\mu}_d \)-density \( \check{\varphi}_n \in \mathcal{D}[-1,1] \). We can apply the first part of this proof to \( A_n \) and conclude that there are constants \( c_n \) such that
\[ \check{\varphi}_n(\alpha) + c_n \cdot \alpha \geq 0, \quad \alpha \in [-1,1], \]
for all \( n = 0, 1, 2, \ldots \). The sequence \( (c_n) \) is bounded: Let \( f \in \mathcal{C} \) be non-negative and \( u \in S^{d-1} \) such that \( \langle u, c(f) \rangle > 0 \). It follows from (2.21) and (3.11) that
\[ (A_n f)(u) = \int_{S^{d-1}} f(v) \check{\varphi}_n(\langle u, v \rangle) \, d\omega_{d-1}(v) \]
\[ \geq -c_n \int_{-1}^{1} f(v) \langle u, v \rangle \, d\omega_{d-1}(v) \]
\[ = -c_n \frac{\omega_d}{d} \langle u, c(f) \rangle. \]
In view of (3.10), this shows that the sequence \((c_n)\) is bounded from below. If \(u\) is replaced by \(-u\), the same arguments show that \((c_n)\) is bounded from above, too. Without loss of generality, we assume \(c_n \to c\) as \(n \to \infty\). We may in addition assume that the sequence of the positive measures
\[
\int_\langle (\tilde{\varphi}_n(\alpha) + c_n\alpha) \rangle d\tilde{\mu}_d(\alpha)
\]
converges to a positive measure \(\tilde{\nu} \in M[-1,1]\), as the total masses
\[
\int_{-1}^{1} (\tilde{\varphi}_n(\alpha) + c_n\alpha) d\tilde{\mu}_d(\alpha) = \int_{-1}^{1} \tilde{\varphi}_n(\alpha) d\tilde{\mu}_d(\alpha)
\]
are bounded by a constant due to (3.10). Using (3.10) and the weak convergence
in \(\text{End}(\mathcal{C})\), we conclude
\[
\tilde{\mu} + c \int_\langle \alpha \rangle d\tilde{\mu}_d(\alpha) = \tilde{\nu},
\]
which yields the assertion. \(\Box\)

For the following lemma, used in the previous proof, we call a function \(\tilde{f}\) a mixing function of \(A \in \text{End}(\mathcal{C})\) if the mixing measure \(\tilde{\mu}\) of \(A\) satisfies \(d\tilde{\mu} = \tilde{f} d\tilde{\mu}_d\).

**Lemma 3.4.** Let \(A \in \text{End}(\mathcal{C})\) be given. If there exists a mixing function of \(B \in \text{End}(\mathcal{C})\) in \(\mathcal{D}[-1,1]\), then there is a mixing function of \(B \circ A\) in \(\mathcal{D}[-1,1]\).

**Proof.** Let \(\tilde{\nu}\) be the mixing measure of \(B \circ A \in \text{End}(\mathcal{C})\) and let \(\tilde{\varphi} \in \mathcal{D}[-1,1]\) be a mixing function of \(B\). For arbitrary \(\tilde{f} \in \mathcal{C}[-1,1]\) the definition of a mixing measure implies
\[
((B \circ A)\tilde{f}(\langle p, \cdot \rangle))(p) = \int_{-1}^{1} \tilde{f}(\alpha) d\tilde{\nu}(\alpha).
\]
The expression on the left-hand side can also be transformed using \(B \circ A = A \circ B\) and (2.21):
\[
((B \circ A)\tilde{f}(\langle p, \cdot \rangle))(p) = A \int_{S^{d-1}} \tilde{f}(\langle p, u \rangle) \tilde{\varphi}(\langle u, \cdot \rangle) d\omega_{d-1}(u) (p)
\]
(3.13)
\[
= \int_{S^{d-1}} \tilde{f}(\langle p, u \rangle) A(\tilde{\varphi}(\langle u, \cdot \rangle))(p) d\omega_{d-1}(u).
\]
Put \(g(u) := A(\tilde{\varphi}(\langle u, \cdot \rangle))(p)\). For every \(u \in S^{d-1}\), there exists a rotation \(\vartheta \in SO_d\) with \(\vartheta u = p\) and \(\vartheta p = u\), as \(d \geq 3\). The operator \(A\) commutes with rotations, so
\[
g(u) = A(\tilde{\varphi}(\langle u, \cdot \rangle))(\vartheta u) = A(\tilde{\varphi}(\langle u, \vartheta \cdot \rangle))(u) = A(\tilde{\varphi}(\langle p, \cdot \rangle))(u)
\]
is a zonal function. Moreover we have \(g \in \mathcal{D}\), as the restriction of \(A\) to \(\mathcal{D}\) is in \(\text{End}(\mathcal{D})\) due to Propositions 2.4 and 2.5. So, there is a \(\tilde{\psi} \in \mathcal{D}[-1,1]\) with \(g = \tilde{\psi}(\langle p, \cdot \rangle)\). Substitution of \(g\) into (3.13) and comparison with (3.12) implies
\[
\int_{-1}^{1} \tilde{f}(\alpha) d\tilde{\nu}(\alpha) = \int_{-1}^{1} \tilde{f}(\alpha) \tilde{\psi}(\alpha) d\tilde{\mu}_d(\alpha), \quad \tilde{f} \in \mathcal{C}[-1,1].
\]
Hence, \(\tilde{\psi} \in \mathcal{D}[-1,1]\) is a mixing function of \(B \circ A\). \(\Box\)
Proof of Theorem 1.4. Let \( \Phi \in \text{End}_M(\mathcal{K}^d) \) be weakly monotonic. It follows from (2.24) and the Lipschitz-continuity of the Steiner point map that \( \Phi \) is uniformly continuous. Let \( \tilde{\mu} \in \mathcal{M}[-1,1] \) be the mixing measure of \( \Phi \) which exists due to Theorem 1.3(i). The operator \( A \in \text{End}(\mathcal{C}) \) with mixing measure \( \hat{\mu} \) (i.e. \( A = \Theta(\hat{\mu}) \)) satisfies the assumptions of Proposition 3.3(iii) and the weak monotony of \( \Phi \) imply (3.0) for all \( f \in D_2 \) and by approximation in the maximum-norm for all \( f \in \mathcal{C} \). Proposition 3.3 now shows that \( \hat{\mu} \) is positive up to addition of a linear measure.

To show the converse let \( \tilde{\mu} \) be a measure on \([-1,1]\) and \( c \in \mathbb{R} \) a constant such that

\[
\tilde{\nu} := \tilde{\mu} + c \int \cdot d\tilde{\mu}(\alpha)
\]

is a positive measure. Proposition 3.2 implies that there is \( \chi \in \text{End}_M(\mathcal{K}^d) \) with mixing measure \( \tilde{\nu} \). \( \chi \) is monotonic due to Theorem 1.3(ii). We have seen that \( c \int_0^1 \alpha d\tilde{\mu}(\alpha) \) is the mixing measure of the Minkowski-endomorphism \( K \mapsto \{a \cdot s(K)\} \) for some suitable \( a \in \mathbb{R} \). Summarizing, we have for arbitrary \( K \in \mathcal{K}^d \)

\[
(3.14) \quad \int_{-1}^1 R_{\alpha} h(K,\cdot) \, d\tilde{\mu}(\alpha) = h(\chi K,\cdot) + h(\{-a \cdot s(K)\},\cdot),
\]

which is obviously the support function of the convex body \( K' = \chi K - a \cdot s(K) \). The mapping \( \Phi : K \mapsto K' \) is a Minkowski-endomorphism, and it is weakly monotonic, as \( \Phi K = \chi K \) if \( s(K) = 0 \). \( \square \)

3.2. Blaschke-endomorphisms. First, a result analogous to Proposition 3.2 is required with the support function replaced by the surface area measure.

Lemma 3.5. Assume \( K \in \mathcal{K}^d_0, d \geq 3 \), and \( \alpha \in [-1,1] \). Then \( R_{\alpha} S(K,\cdot) \) is the surface area measure of a convex body \( K_\alpha \in \mathcal{K}^d_0 \). \( K \mapsto K_\alpha \) is a Blaschke-endomorphism.

Proof. The measure \( \mu := R_{\alpha} S(K,\cdot) \) is positive. We may assume \( \alpha \geq 0 \), as \( R_{-\alpha} S(K,\cdot) = R_\alpha S(-K,\cdot) \). According to Minkowski’s existence theorem, we have to show that \( c(\mu) = o \) and that \( \mu \) is not supported by a great subsphere. For arbitrary \( u \in S^{d-1} \), (2.20) implies

\[
\langle c(\mu), u \rangle = \int_{S^{d-1}} P^d_u(\langle v, u \rangle) \, d(R_{\alpha} S(K,\cdot))(v) = \int_{S^{d-1}} (R_{\alpha} P^d_u(\langle u, \cdot \rangle))(v) \, dS(K,v).
\]

In view of (2.11), as \( u \) was arbitrary, we conclude that

\[
c(\mu) = \alpha \cdot c(S(K,\cdot)) = o.
\]

Let \( u^+ \) denote the open half-space bounded by \( u^+ \) and containing the unit vector \( u \). Then

\[
\mu(S^{d-1} \cap u^+) = \int_{S^{d-1}} 1_{u^+}(v) \, d(R_{\alpha} S(K,\cdot))(v) = \int_{S^{d-1}} (R_{\alpha} 1_u^+)(v) \, dS(K,v).
\]

For any \( v \in u^+ \), we have \((R_{\alpha} 1_u^+)(v) \geq 1/2\), so

\[
\mu(S^{d-1} \cap u^+) \geq \frac{1}{2} S(K, S^{d-1} \cap u^+) > 0,
\]

implying that \( \mu \) is not supported by a great subsphere and must be the surface area measure of a convex body \( K_\alpha \in \mathcal{K}_0^d \). It is clear that \( K \mapsto K_\alpha \) is a Blaschke-endomorphism.

**Proof of Theorem 1.7.** Let \( \Psi \in \text{End}_B(\mathcal{K}_0^d), \ d \geq 3 \), be given. For any \( \mu \in \mathcal{M} \), there are convex bodies \( K_+ , K_- \in \mathcal{K}_0^d \) such that

\[
\mu - d\omega_d^{-1} \int \langle c(\mu), u \rangle \, d\omega_{d-1}(u) = S(K_+ , \cdot) - S(K_- , \cdot),
\]

as the measure on the left has centroid \( o \). The definition

\[
G(\mu) := S(\Psi K_+ , \cdot) - S(\Psi K_- , \cdot)
\]

does not depend on the particular choice of \( K_+ \) and \( K_- \) due to the Blaschke additivity of \( \Psi \). This gives rise to a linear operator \( G : \mathcal{M} \to \mathcal{M} \) that commutes with rotations. We have

\[
S(\Psi K , \cdot) = G(S(K , \cdot)), \quad K \in \mathcal{K}_0^d.
\]

Let \( \delta_u \) be the probability measure on \( S^{d-1} \) supported by \( \{ u \} \). The operator \( A \) from \( \mathcal{D} \) into the space of real functions on \( S^{d-1} \), given by

\[
(A \varphi)(u) := \int_{S^{d-1}} \varphi(v) \, d(G\delta_u)(v), \quad \varphi \in \mathcal{D}, \ u \in S^{d-1},
\]

satisfies all assumptions of Corollary 1.6 (with \( k = 0 \)) and hence \( A \in \text{End}(\mathcal{C}) \). The unique continuous extension of \( A \) to \( \mathcal{M} \) is in \( \text{End}(\mathcal{M}) \) and satisfies

\[
\int_{S^{d-1}} \varphi(v) \, d(A\delta_u)(v) = \int_{S^{d-1}} (A\varphi)(v) \, d\delta_u(v) = (A\varphi)(u) = \int_{S^{d-1}} \varphi(v) \, d(G\delta_u)(v),
\]

so \( A \) and \( G \) coincide on the family of finitely supported signed measures. As the surface area measure of any convex polytope is finitely supported, we have for all polytopes \( K \in \mathcal{K}_0^d \)

\[
S(\Psi K , \cdot) = A(S(K , \cdot)),
\]

due to (3.15). (3.10) even holds for arbitrary \( K \in \mathcal{K}_0^d \), as both sides depend weakly continuously on \( K \). (3.10) now implies (1.7), where \( \tilde{\mu} \in \mathcal{M} \) is the mixing measure of \( A \). The fact that there exists a linear measure \( \tilde{\nu} \) such that \( \tilde{\mu} + \tilde{\nu} \) is positive follows from Proposition 3.3 as any non-vanishing continuous function \( f \geq 0 \) with \( c(f) = o \) can be interpreted as density of the surface area measure of some convex body. If \( \tilde{\mu} + \tilde{\nu} \) was the zero-measure, \( \tilde{\mu} \) would be a linear measure. Then

\[
\int_{-1}^1 \alpha R_\alpha S(K , \cdot) \, d\tilde{\mu}_d(\alpha) = \langle c(S(K , \cdot)) , \cdot \rangle = 0, \quad K \in \mathcal{K}_0^d,
\]

which holds in the sense of distributions, would show that \( S(\Psi K , \cdot) = 0 \) for all \( K \in \mathcal{K}_0^d \), contradicting \( \Psi : \mathcal{K}_0^d \to \mathcal{K}_0^d \).

We now show that \( \tilde{\mu} \) is determined up to addition of a linear measure by (1.7). Fix \( \Psi \in \text{End}_B(\mathcal{K}_0^d) \). If \( \tilde{\mu} \) satisfies (1.7) and \( A \in \text{End}(\mathcal{M}) \) has mixing measure \( \tilde{\mu} \), then (3.10) holds. Hence, \( Af \) is determined by \( \Psi \) for all non-vanishing functions \( f \in \mathcal{C} \) with \( f \geq 0 \) and \( c(f) = o \). The condition \( f \geq 0 \) can be omitted here, showing that all multipliers of \( A \) with the exception of \( \lambda_1[A] \) are determined by \( \Psi \). This implies that \( \tilde{\mu} \) is determined up to addition of a linear measure by (1.7).

Assume now that \( \tilde{\mu} \) is a signed measure and \( \tilde{\nu} \) is a linear measure such that \( \tilde{\mu} + \tilde{\nu} \) is positive and non-zero. The fact that the right-hand side of (1.7) is the
surface area measure of some convex body follows from Lemma 3.5 and (3.17). The remaining assertions are clear. □

In contrast to mixing measures of weakly monotonic Minkowski-endomorphisms, mixing measures of Blaschke-endomorphisms are only determined up to addition of a linear measure. Similar to the case of Minkowski-endomorphisms, (1.2) implies that Ψ ∈ End_B(Κ₀^d) is a multiplier transformation: Let μ̃ be a mixing measure of Ψ and K ∈ Κ₀^d. If S(K, ·) ∼ ∑ₙ=0^∞ sₙ(K, ·) is the Fourier-expansion of its surface area measure, we have

\[ S(ΨK, ·) \sim ∑ₙ=0^∞ λₙ[Ψ] sₙ(K, ·) \]

with

\[ λₙ[Ψ] := ∫_{-1}^{1} Pₙ(α) dμ̃(α). \]

It is easily checked that

\[ S(ΨK) = λ₀[Ψ] · S(K), \quad K ∈ Κ₀^d, \]

holds, where S(K) := S(K, S(df⁻¹)) is the surface area of K. In particular, λ₀[Ψ] is positive: It is the surface area of the ball ω_{d⁻¹}(d−1)ΨB. As s₁(K, ·) = 0, the value of λ₁[Ψ] does not contribute to the right-hand side of (3.18). This corresponds to the fact that the mixing measure of Ψ is only determined up to addition of a linear measure.

**Corollary 3.6.** Ψ ∈ End_B(Κ₀^d) is injective if and only if λₙ[Ψ] ≠ 0 holds for all n ∈ N₀, n ≠ 1.

### 3.3. Adjoint endomorphisms and applications.

To prove Theorem 1.8, we note that Φ ∈ End_M(Κ^d) is T_d-equivariant if and only if λ₁[Φ] = 1. This follows from

\[ h(Φ\{x\}, ·) = h₁(Φ\{x\}, ·) = λ₁[Φ] h₁(\{x\}, ·) = λ₁[Φ] h(\{x\}, ·) \]

and the Minkowski-additivity of Φ. Φ is non-degenerate if and only if λ₀[Φ] is positive.

If ̃μ is the mixing measure of a weakly monotonic Minkowski-endomorphism Φ, we have Φ ∈ End_M(Κ₀^d) if and only if

\[ ̃μ([-1, 1]) = λ₀[Φ] > 0 \]

and

\[ ∫_{-1}^{1} α d̃μ(α) = λ₁[Φ] = 1. \]

**Proof of Theorem 1.8.** Consider Φ ∈ End_M(Κ₀^d) for some d ≥ 3. According to Theorem 1.4, the mixing measure ̃μ of Φ is positive up to addition of a linear measure ̃v and the sum ̃μ + ̃v is non-zero, as (̃μ + ̃v)([-1, 1]) = ̃μ([-1, 1]) > 0). Theorem 1.7 implies that there is a Blaschke-endomorphism Φ* with mixing measure ̃μ. That Φ* holds for this choice of Φ* follows from (1.8), Fubini’s theorem and (2.20). Φ* is the only Blaschke-endomorphism satisfying (1.9), as any convex body M ∈ Κ₀^d is uniquely determined by the function

\[ K ↦ V(K, M[d−1]), \quad K ∈ Κ^d. \]
We have seen that \( \Lambda : \Phi \mapsto \Phi^* \) is well defined and that the mixing measure of \( \Phi \) is a mixing measure of \( \Phi^* \). To show Theorem \( \text{1.8iii}) \), it remains to show that \( \Lambda \) is bijective.

To show surjectivity, let \( \Psi \) be a Blaschke-endomorphism and \( \tilde{\mu} \neq 0 \) a mixing measure of \( \Psi \). Without loss of generality, we may assume
\[
\int_{-1}^{1} \alpha \, d\tilde{\mu}(\alpha) = 1,
\]
as we may add an arbitrary linear measure to \( \tilde{\mu} \). The measure \( \tilde{\mu} \) is the mixing measure of a weakly monotonic Minkowski-endomorphism \( \Phi \), due to Theorem \( \text{1.4} \) \( \Phi \in \text{End}_M^*(K^d) \), as \( \text{(3.19)} \) and \( \text{(3.20)} \) hold. \( \text{(1.9)} \) holds with this choice of \( \Phi \), as the mixing measures of \( \Phi \) and \( \Psi \) coincide.

To show injectivity of \( \Lambda \), let \( \Phi, \chi \in \text{End}_M^*(K^d) \) with \( \Phi^* = \chi^* \) be given. Fix \( K \in K^d_0 \). Then \( \Phi K, \chi K \in K^d_0 \), as \( \Phi \) and \( \chi \) are non-degenerate. \( \text{(1.9)} \) implies
\[
V(\Phi K, M[d-1]) = V(\chi K, M[d-1])
\]
for all \( M \in K^d_0 \), so \( \Phi \) and \( \chi \) coincide on \( K^d_0 \). Continuity and \( T_d \)-equivariance of both maps now imply \( \Phi = \chi \) on \( K^d_0 \). We have shown Theorem \( \text{1.8iii}) \).

\[\text{Corollaries 3.1 and 3.6 imply Theorem 1.8iv), as } \lambda_1[\Phi] = 1 \neq 0 \text{ for all } T_d \)-equivariant Minkowski-endomorphisms \( \Phi \). The proofs of i) and ii) are straightforward. } \]

\[\text{Proof of Theorem 1.10. Without loss of generality we may assume that } \Phi \text{ is monotonic, i.e. its mixing measure } \tilde{\mu} \text{ is positive. Assume that } K \in K^d \text{ is not a singleton and satisfies }\]
\[
\Phi K = \beta K + x
\]
for some \( \beta \in \mathbb{R} \) and \( x \in \mathbb{R}^d \). Let \( h(K, \cdot) \sim \sum_{n=0}^{\infty} h_n(K, \cdot) \) be the Fourier expansion of the support function of \( K \). \( \text{(3.21)} \) and the multiplier property of \( \Phi \) implies
\[
\beta h(K, \cdot) + \langle x, \cdot \rangle = h(\Phi K, \cdot) = \sum_{n=0}^{\infty} \lambda_n[\Phi] h_n(K, \cdot).
\]
This gives \( \beta = \lambda_n[\Phi] \) for all \( n \neq 1 \) with \( h_n(K, \cdot) \neq 0 \). As \( K \) is not a singleton, \( h_0(K, \cdot) = \frac{1}{2\pi} \Omega(K) \neq 0 \), so \( \beta = \lambda_0[\Phi] \) is the radius of the ball \( \Phi B^d \).

\( \Phi \) was assumed to be non-trivial, so \( \tilde{\mu} \) has mass in the open interval \((-1,1)\). \( \text{(2.40)} \) implies
\[
|\lambda_n[\Phi]| \leq \int_{-1}^{1} |P_n(\alpha)| \, d\tilde{\mu}(\alpha) = \lambda_0[\Phi] = \beta,
\]
for all \( n = 2, 3, 4, \ldots \). This gives \( h(K, \cdot) = h_0(K, \cdot) + h_1(K, \cdot) \), and \( K \) is a ball. \( \square \)

The proof of Theorem \( \text{1.11} \) is almost literally the same, so we may omit it here.
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