HYDRODYNAMIC LIMITS FOR KINETIC EQUATIONS
AND THE DIFFUSIVE APPROXIMATION OF RADIATIVE
TRANSPORT FOR ACOUSTIC WAVES

MANUEL PORTILHEIRO AND ATHANASIOS E. TZAVARAS

Abstract. We consider a class of kinetic equations, equipped with a single
conservation law, which generate $L^1$-contractions. We discuss the hydrody-
namic limit to a scalar conservation law and the diffusive limit to a (possibly)
degenerate parabolic equation. The limits are obtained in the “dissipative”

sense, equivalent to the notion of entropy solutions for conservation laws, which
permits the use of the perturbed test function method and allows for simple
proofs. A general compactness framework is obtained for the diffusive
scaling in $L^1$. The radiative transport equations, satisfied by the Wigner function
for random acoustic waves, present such a kinetic model that is endowed with
conservation of energy. The general theory is used to validate the diffusive
approximation of the radiative transport equation.

1. Introduction

We consider a class of kinetic models equipped with a single conservation law of
the form

\[ \partial_t f(t, x, \xi) + a(\xi) \cdot \nabla_x f(t, x, \xi) = C(f(t, x, \cdot))(\xi), \]

for $(t, x, \xi) \in \mathbb{R}_+ \times \mathbb{R}^d \times X$. The function $f(t, x, \xi)$ represents the density of particles
at the point $x$ in $\mathbb{R}^d$ and time $t$ moving with velocity $\xi$. The variable $\xi$ may take
continuous or discrete values; it may be a scalar or a vector parameter taking values
in a bounded or unbounded set. If it takes discrete values, then (1.1) is a discrete
velocity kinetic model. All these cases can be treated simultaneously, and for the
part of the presentation that is common in all models, we employ the notation
$\xi \in X$.

The collision operator $C$ is a (possibly nonlinear) functional defined on $L^1(X)$.
It encodes the detailed properties of a collision process. We will assume throughout
that $C$ satisfies the properties:

\begin{align*}
(h0) & \quad C(0(\cdot))(\xi) = 0, \\
(h1) & \quad \int_X C(f)(\xi) \, d\xi = 0
\end{align*}
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for every \( f \) in \( L^1(\mathbb{X}) \) and
\[
\int_{\mathbb{X}} \left( C(f(\cdot))(\xi) - C(\bar{f}(\cdot))(\xi) \right) \text{sgn}(f - \bar{f})(\xi) \, d\xi \leq 0,
\]
for every \( f \) and \( \bar{f} \) in \( L(\mathbb{X}) \). Finally, the equilibria, or the Maxwellians, \( f_{\text{eq}} \), defined as the solutions of \( C(f_{\text{eq}})(\xi) \equiv 0 \), form a one-parameter family in terms of the mass, \( u = \int f \, d\xi \), which we will denote by \( \mathcal{M}(u, \cdot) \) or by \( \mathcal{M}(u) \). We assume that it satisfies
\[
\text{(h3)} \quad \mathcal{M}(u) \in L^1 \cap L^\infty(\mathbb{X}), \quad \frac{d\mathcal{M}}{du}(u, \xi) > 0, \quad \text{and} \quad \int_{\mathbb{X}} \mathcal{M}(u, \xi) \, d\xi = u.
\]
Under hypothesis \( \text{(h1)} \), the mass \( u \) satisfies the conservation law
\[
\partial_t u + \text{div} \int_{\mathbb{X}} a(\xi) f \, d\xi = 0,
\]
\( \text{(h2)} \) guarantees that \( \text{(1.1)} \) is an \( L^1 \)-contraction, while the Maxwellians in \( \text{(h3)} \) provide the model with a class of kinetic entropies.

The aim of this article is to develop a framework for treating the hydrodynamic and diffusive limits for collisional kinetic equations that satisfy a single conservation law and generate \( L^1 \)-contractions. A number of previously studied models fit into the above framework, including relaxation approximations \([13, 21]\), kinetic BGK models \([24, 4]\), and the discrete kinetic models in \([19, 5, 26]\). Most existing works concern BGK-type collision operators, and our objective is to put these works in a common framework and to develop a theory for general collision operators. Additional hypotheses on \( C \) are needed, especially for the diffusive limit. These are outlined in the sequel. We apply the theory to kinetic models arising in the radiative transport of random waves (e.g. \([7, 22]\)). Such models are naturally endowed with conservation of energy, and in the case of radiative transport for acoustic waves \( C \) generates an \( L^1 \)-contraction. Our analysis provides a general convergence result for the diffusive limit of the radiative transport equations for acoustic waves in multidimensional space.

A novel feature of this work is the analytical method of proof, which is based on the concept of dissipative solutions of \([25]\) and the perturbed test function method \([9, 26]\), and renders the proofs particularly simple and capable of dealing with complex models. Interestingly, the usual Hilbert expansion used for identifying the limiting behavior is now carried to the test functions, and the asymptotic analysis process is particularly appealing. In the diffusive scaling, this approach can handle cases where the estimate structure is too weak to be treated with traditional techniques.

We next outline the main results: The hyperbolic scaling concerns the limiting process \( \varepsilon \to 0 \) for the initial value problem
\[
\begin{aligned}
\partial_t f^\varepsilon + a(\xi) \cdot \nabla_x f^\varepsilon &= \frac{1}{\varepsilon} C(f^\varepsilon), \\
\bar{f}(0, x, \xi) &= f_0(x, \xi).
\end{aligned}
\]
(For ease of notation, here and in what follows, when \( f \) is a function of \((t, x, \xi)\) we use \( C(f) \) to denote the mapping \( (t, x, \xi) \mapsto C(f(t, x, \cdot))(\xi) \).) To carry out this limit we employ \([\text{111} \vdash \text{113}]\) and place the additional assumption that
\[
\text{(f1)} \quad \lim_{\varepsilon \to 0} |f^\varepsilon(t, x, \xi) - \mathcal{M}(u^\varepsilon(t, x), \xi)| = 0 \quad \text{a.e. in } \mathbb{R}^+ \times \mathbb{R}^d \times \mathbb{X}.
\]
Hypothesis (f1) follows in applications of our theory from an estimate analogous to the H-theorem, and is justified in sections 5 and 6 for various specific models. Under hypotheses (h0) – (h3) and (f1), problem (1.2) is equipped with kinetic entropies, and the total mass \( u_\varepsilon \) converges to the entropy solution (or equivalently to the dissipative solution) of the scalar conservation law

\[
\frac{\partial}{\partial t} u + \text{div} \int_X a(\xi) M(u, \xi) \, d\xi = 0.
\]

We refer to [24, 13, 21, 14, 11, 28] for convergence of various continuous or discrete BGK-type models and to [27] for the present setting of contractive collisional operators. In section 3 we give a simplified convergence proof using the setting of dissipative solutions [25, 26]. Contractive kinetic equations provide a general framework for the extension of Kruzhkov theory to kinetic models. However, not every kinetic model with one conservation law generates an \( L^1 \)-contraction; see [11]

Next, we consider the diffusive scaling for (1.1),

\[
\frac{\partial}{\partial t} f_\varepsilon + \frac{1}{\varepsilon} a(\xi) \cdot \nabla_x f_\varepsilon = \frac{1}{\varepsilon^2} C(f_\varepsilon),
\]

\[
f(0, x, \xi) = f_0(x, \xi).
\]

This equation is equipped with conservation of mass:

\[
\frac{\partial}{\partial t} u_\varepsilon + \frac{1}{\varepsilon} \text{div} \int a(\xi) f_\varepsilon \, d\xi = 0.
\]

In addition to (h0) – (h3), we make the following assumptions: First,

\[
\int a_i(\xi) M(u, \xi) \, d\xi = 0 \quad \text{for every } i \in \{1, \ldots, d\}.
\]

Now the hydrodynamic limit of (1.2) is the trivial equation \( u_t = 0 \), and one can consider the diffusive scaling. Second, on the structure of the linearized collision operator along Maxwellians, we assume the following:

\[
N\left( C'(M(u)) \right) = \text{span} \left\{ \frac{\partial M}{\partial u} \right\} \quad \text{and}
\]

\[
R\left( C'(M(u)) \right) \supset \text{span} \left\{ a_j \frac{\partial M}{\partial u} : 1 \leq j \leq d \right\}.
\]

On the basis of asymptotic analysis of the diffusive scaling (see section 4) using the Hilbert expansion, the solution of (1.5) formally converges to the (possibly degenerate) parabolic equation

\[
\frac{\partial}{\partial t} u = \sum_{i,j=1}^d \partial_{x_i} \int_R a_i(\xi) \langle C'(M(u)) \rangle^{-1} a_j(\cdot) \partial_{x_j} M(u, \cdot) \, d\xi.
\]

Indeed, we validate the convergence in the dissipative sense under two functional assumptions, namely (f1) and the assumption that the total mass

\[
\{ u_\varepsilon \} \text{ is precompact in } L^1_{loc}(\mathbb{R}^+ \times \mathbb{R}^d).
\]

The functional hypotheses are then justified in various circumstances: Typically, (f1) follows from an H-estimate as in the hyperbolic scaling, and this is exhibited for various models in what follows. The justification of (f2) is more difficult. One has available from the contraction structure control on the modulus of continuity
in $x$, and the goal is to use the conservation of mass (1.5) with condition (1.4) and a scheme on transferring $L^1$-modulus of continuity in $x$ into $L^1$-modulus of continuity in $t$ (an idea due to Kruzhkov [15] as summarized in a technical lemma from [28]). This is done in section 5.1 for the BGK-model and in section 6.3 for the radiative transport equations. The compactness analysis for the radiative transport equations uses the Fredholm structure of the linear collision operator. In the last section, it is shown how to use a strengthened version of (1.1) and the Fredholm structure of the linearized collision operator in order to prove compactness and derive (1.2) in a general setting (see section 7).

Our analysis encompasses various results on diffusive limits of simpler models [16, 5, 26] in the $L^1$-contraction framework, and extends the diffusive limit analysis to general contractive models with one conservation law. As a technique it treats the hyperbolic and diffusive scales in a common framework, and uses in an essential way the contraction structure but with very little information from the limit equation. For complementary approaches in the diffusive regime that are designed to use information from the parabolic structure of the limit equation, see [19, 20, 17]. We refer to [11, 23] for early work on radiative transport, to [19, 10, 12] for treatments of the diffusive limit in one space dimension and to [23] for a treatment of the diffusive limit in the context of accretive solutions for parabolic problems for a discrete model (see also the remark following Proposition 11).

The article is organized as follows. In section 2 we discuss existence and structural properties of the kinetic model (1.1) (Theorem 1) and outline the notion of dissipative solutions for accretive operators. It is noted that dissipative, entropy and regular weak solutions are all equivalent for semilinear systems or kinetic models (Theorem 3). Dissipative and entropy solutions are also equivalent for scalar conservation laws [25] and for strongly parabolic equations, but the precise relation is not yet understood at the level of degenerate parabolic equations. The convergence in the dissipative sense of the hydrodynamic limit from (1.2) to the entropy solution of the scalar conservation law (1.3) (Theorem 4) is proved in section 3.

Then the diffusive limit (1.4) is considered in section 4 and convergence is proved to the dissipative solution of (1.6). The proof of Theorem 6 is based on perturbation of test functions and an analysis of the structure of the linearized collision operator along Maxwellians. In section 5 the analysis is applied to a variety of kinetic and discrete kinetic models. Section 6 concerns the most interesting application: Papanicolaou and Ryzhik [22] derive collisional kinetic models describing the radiative transport of waves in random environments. These models provide very interesting examples of collisional models equipped with only the conservation of energy. The theory applies to the diffusive approximation of radiative transport for acoustic waves (see also [19] for the study of a simplified BGK-type model in this direction). In section 7 we use the conservation of mass together with the Fredholm structure of the linearized collision operator in order to prove compactness of mass in the diffusive regime (Proposition 11).

2. Structural Properties of the Kinetic Model

Consider the initial value problem for the kinetic model,

\[
\begin{align*}
\partial_t f(t, x, \xi) + a(\xi) \cdot \nabla_x f(t, x, \xi) &= C(f(t, x, \cdot), \xi), \\
 f(0, x, \xi) &= f_0(x, \xi),
\end{align*}
\]

(2.1)
equipped with a single conservation law. In this section we discuss the notion of solution in the dissipative sense and structural properties of (2.1) under hypotheses (h0)-(h3).

2.1. Preliminaries. In preparation, we review some properties of the linear equation

\begin{align}
\partial_t f(t, x, \xi) + a(\xi) \cdot \nabla_x f(t, x, \xi) &= g(t, x, \xi), \\
f(0, x, \xi) &= f_0(x, \xi).
\end{align}

(2.2)

The solution of (2.2) is computed via the method of characteristics

\begin{align}
f(t, x, \xi) = f_0(x - a(\xi)t, \xi) + \int_0^t g(s, x - a(\xi)(t-s), \xi) \, ds,
\end{align}

(2.3)

and it is easy to see that: (i) if \( f_0 \in L^1_{x, \xi} \) and \( g \in L^1_{t, x, \xi} \), then \( f \in C([0, T]; L^1_{x, \xi}) \); (ii) if \( f_0 \in L^1_{loc, x, \xi} \) and \( g \in L^1([0, T]; L^1_{loc, x, \xi}) \), then \( f \in C([0, T]; L^1_{loc, x, \xi}) \). The solution of (2.2) can be understood in the usual mild sense, or alternatively one may define weak solutions by requiring that \( f \) satisfies

\begin{align}
- \int_0^T \int \int f(\varphi_t + a(\xi) \cdot \nabla_x \varphi) \, dx \, dx \xi \, dt &= - \int \int f_0(x, \xi) \varphi(0, x, \xi) \, dx \, dx \xi \\
&= \int_0^T \int \int g(t, x, \xi) \varphi(t, x, \xi) \, dx \, dx \xi \, dt
\end{align}

(2.4)

for any test function \( \varphi \in C^1_c([0, T) \times \mathbb{R}^d \times \mathbb{X}) \).

For solutions \( f \) of class \( C([0, T]; L^1_{loc}([\mathbb{R}^d \times \mathbb{X}])) \) the two notions of solution coincide.

Indeed, if \( f \) is a weak solution, using the change of test function

\begin{align}
\psi(t, y, \xi) = \varphi(t, y + a(\xi)t, \xi),
\end{align}

(2.4) is expressed in the equivalent form

\begin{align}
- \int_0^T \int \int f(t, y + a(\xi)t, \xi) \psi_t \, dy \, d\xi \, dt &= - \int \int f_0(y, \xi) \psi(0, y, \xi) \, dy \, d\xi \\
&= \int_0^T \int \int g(s, y + a(\xi)s, \xi) \psi \, dy \, d\xi \, ds
\end{align}

(2.5)

for \( \psi \in C^1_c([0, T) \times \mathbb{R}^d \times \mathbb{X}) \). From (2.5) one obtains for \( \phi \in C^1_c(\mathbb{R}^d \times \mathbb{X}) \)

\begin{align}
\int \int \left\{ f(t, y + a(\xi)t, \xi) - f_0(y, \xi) \right\} \, dy \, d\xi &= 0,
\end{align}

which in turn implies (2.3). The converse, that a mild solution is also a weak solution, is clear.

For \( K \) a compact subset of \( \mathbb{R}^d \times \mathbb{X} \), we have the stability estimate

\begin{align}
\int_K |f(t, x, \xi)| \, dx \, d\xi &\leq \int_{S_1(K)} |f_0(x, \xi)| \, dx \, d\xi + \int_0^t \int_{S_{t-\tau}(K)} |g(\tau, x, \xi)| \, d\tau \, dx \, d\xi,
\end{align}

(2.6)

where \( S_1(K) = \{(y, \xi) : y = x - a(\xi)t, \, (x, \xi) \in K\} \). It implies in particular uniqueness of mild (or weak) solutions.
2.2. **Existence and structural properties of the kinetic model.** Consider now the initial value problem \((2.1)\). As was noted in the previous section, the solution \(f\) of \((2.1)\) can be understood in the weak or in the mild sense, and for solutions of class \(C([0,T]; L^1(\mathbb{R}^d \times \mathbb{X}))\) weak and mild solutions coincide. We restrict our attention to this class, and express \((2.1)\) in the form of an integral equation

\[
(2.7) \quad f(t, x, \xi) = f_0(x - a(\xi)t, t) + \int_0^t C(f)(\tau, x - a(\xi)(t - \tau), \xi) \, d\tau.
\]

It is assumed that the collision operator satisfies for any given \(T > 0\) the bounds

\[
(a1)\quad \sup_{s \in [0,T]} \|C(f) - C(\bar{f})\|_{L^1(\mathbb{R}^d \times \mathbb{X})} \leq K_{1,T} \sup_{s \in [0,T]} \|f - \bar{f}\|_{L^1(\mathbb{R}^d \times \mathbb{X})},
\]

for some constants \(K_{1,T}, K_{\infty,T}\) depending only on \(T\) and the \(L^\infty\) norms of \(f\) and \(\bar{f}\). These hypotheses are needed for the existence part and are fulfilled for various models considered in the sequel. Henceforth, we operate under \((h0)-(h3)\) and the assumption that \(a(\xi)\) is uniformly bounded by some \(M > 0\),

\[
(a2)\quad |a(\xi)| \leq M, \quad \text{for every } \xi \in \mathbb{X}.
\]

The models \((1.1), (1.2),\) or \((1.4)\) satisfy conservation of mass

\[
(2.8) \quad \partial_t u + c(\varepsilon) \text{div}_x \int_\mathbb{X} a(\xi) f \, d\xi = 0,
\]

where \(c(\varepsilon) = 1\) for \((1.1)\) and \((1.2)\) and \(c(\varepsilon) = \frac{1}{\varepsilon}\) for \((1.4)\). Moreover, the collisional kinetic model is endowed with kinetic entropy functions associated to the Maxwellians (see [27] [28]). It is notable that all weak solutions satisfy the kinetic entropy inequalities \((2.10)\).

**Theorem 1.** Let \((a1), (a2)\) hold and \(f_0 \in L^1 \cap L^\infty(\mathbb{R}^d \times \mathbb{X})\). There exists a local weak solution \(f \in C([0,T], L^1(\mathbb{R}^d \times \mathbb{X}))\) defined on a maximal interval of existence. If \(T < \infty\), then \(\lim\sup_{t \to T^-} \|f(t)\|_{L^\infty(\mathbb{R}^d \times \mathbb{X})} \to \infty\). Under hypotheses \((h0)-(h3)\) and if the initial data, \(f_0\), satisfies

\[
(2.9) \quad \mathcal{M}(a) \leq f_0 \leq \mathcal{M}(b) \quad \text{for some } a < b,
\]

then the solution \(f\) is defined globally in time and satisfies

(i) The kinetic model is a contraction in \(L^1(\mathbb{R}^d \times \mathbb{X})\).

(ii) For \(\kappa \in \mathbb{R}\),

\[
(2.10) \quad \partial_t \int_\mathbb{X} |f - \mathcal{M}(\kappa)| \, d\xi + c(\varepsilon) \text{div}_x \int_\mathbb{X} a(\xi) |f - \mathcal{M}(\kappa)| \, d\xi \leq 0
\]

in \(\mathcal{D}'\), where \(c(\varepsilon) = 1\) for \((1.1)\) and \((1.2)\) and \(c(\varepsilon) = \frac{1}{\varepsilon}\) for \((1.4)\).

(iii) The domain \(\prod_\mathbb{X} [\mathcal{M}(a, \xi), \mathcal{M}(b, \xi)]\), with \(a < b\), is positively invariant.

**Proof.** To prove local existence of mild solutions we consider the Banach spaces \(X = C([0,T], L^1(\mathbb{R}^d \times \mathbb{X}))\), \(Y = X \cap L^\infty((0,\tau) \times \mathbb{R}^d \times \mathbb{X})\) (\(Y\) is dense in \(X\)) and the
closed set $F = \{ f \in Y : \| f - f_0(x - a(\xi)t, \xi) \|_\infty \leq K \}$, where $K$ is some fixed positive constant. Let us define the map $S : Y \to Y$ by

$$S(f)(t, x, \xi) = f_0(x - a(\xi)t, \xi) + \int_0^t C(f(s, x, \cdot))(\xi)ds.$$ 

It is easy to check that, by (2.11), for $t$ sufficiently small, $S : F \to F$ and is a contraction in $X$. The resulting fixed point $f$ belongs to $F$ and is a mild solution for (2.7). Furthermore, it can be continued in time as long as $\| f \|_\infty$ does not blow up. We omit the lengthy yet straightforward details.

Let $f$ and $\bar{f}$ be two solutions. By subtracting the corresponding equations, multiplying by $\text{sgn}(f - \bar{f})$ and using (12), we obtain

$$\partial_t \int_X |f - \bar{f}| d\xi + \text{div}_x \int_X a(\xi)|f - \bar{f}| d\xi = \frac{1}{\varepsilon} \int_X (C(f) - C(\bar{f}))\text{sgn}(f - \bar{f}) d\xi \leq 0.$$ 

This shows that any two solutions $f$ and $\bar{f}$ satisfy the $L^1$-contraction property:

$$t \mapsto \int_{\mathbb{R}^d} \int_X |f - \bar{f}(t, x, \xi)| d\xi dx$$

is nonincreasing in $t$.

Since $\int \int (f - \bar{f}) dxd\xi$ is a conserved quantity, we have

$$t \mapsto \int_{\mathbb{R}^d} \int_X (f - \bar{f})^+ (t, x, \xi) d\xi dx$$

is nonincreasing in $t$.

and as a result

if $f_0 \leq \bar{f}_0$, then $f \leq \bar{f}$.

A special class of solutions of (1.1) are the global Maxwellians $\mathcal{M}(\kappa, \xi)$. These may be used as comparison functions. For instance, if $f_0 \leq \mathcal{M}(a)$, for some $a \in \mathbb{R}$, then $f(t, \cdot, \cdot) \leq \mathcal{M}(a)$. Part (iii) follows from this property. Finally, if $\bar{f} = \mathcal{M}(\kappa)$ in (2.11), then

$$\int_X (\partial_t + a(\xi) \cdot \nabla_x)|f - \mathcal{M}(\kappa, \xi)| d\xi = \frac{1}{\varepsilon} \int_X C(f)\text{sgn}(f - \mathcal{M}(\kappa, \xi)) d\xi \leq 0,$$

which shows (2.10). Global existence is obtained from the $L^\infty$ bounds following from (2.9), (13) and (iii). Since weak and mild solutions of class $C([0, T], L^1(\mathbb{R}^d \times \mathbb{X}))$ coincide, weak solutions of (2.1) will satisfy the entropy inequalities (2.10). □

### 2.3. Dissipative solutions for accretive equations

Next, we outline the notion of "dissipative solutions" introduced in [25] and examine the implications on defining a corresponding notion of solutions for collisional kinetic problems.

Consider an equation of the form

$$Au = f,$$

where $A : D(A) \to X$ is a (nonlinear) accretive operator defined on a subset, $D(A)$, of the Banach space $X$. The operator $A$ is accretive if for every $u$ and $v$ in $D(A)$

$$0 \leq [u - v, Au - Av]^+,$$

where

$$[f, g]^+ := \lim_{\lambda \to 0^+} \lambda^{-1} (\| f + g \| - \| f \|).$$
is the Kato bracket for the norm of $X$. This inequality can be used to define a weak solution of (2.12) for $A$ accretive, by stating that $u$ solves (2.12) if
\begin{equation}
0 \leq [u - \phi, f - A\phi]_+
\end{equation}
for every “nice” test function $\phi$ in some subset of the domain of $A$.

For $X = L^1(d\mu)$ the Kato bracket is given by the formula
\begin{equation}
[f, g]_+ = \int_{\{f \neq 0\}} \text{sgn}(f) \, g \, d\mu + \int_{\{f = 0\}} |g| \, d\mu.
\end{equation}
(Here $\text{sgn}(x) = x/|x|$ if $x \neq 0$, $\text{sgn}(0) = 0$.) Thus, for a conservation law of the form
\begin{equation}
ut + \text{div} F(u) = g
\end{equation}
the notion of dissipative solution is
\begin{equation}
0 \leq \int\int\int_{\{u \neq \phi\}} \text{sgn}(u - \phi) (g - \phi_t - \text{div} F(\phi)) \, dx \, dt + \int\int |g - \phi_t - \text{div} F(\phi)| \, dx \, dt.
\end{equation}
In fact, this operator is slightly better than accretive, and we can drop the second integral in the definition (see [25]). Accordingly, $u$ is a dissipative solution of (2.14) if $u$ satisfies
\begin{equation}
0 \leq \int\int_{\{u \neq \phi\}} \text{sgn}(u - \phi) (g - \phi_t - \text{div} F(\phi)) \, dx \, dt,
\end{equation}
for every $\phi$ smooth enough. In addition, as is proved in [25], the notion of dissipative solution is equivalent to the usual notion of Kruzhkov entropy solution, which is familiar from the theory of scalar conservation laws.

Dissipative solutions provide a particularly good framework to study relaxation limits (see [26] and the following sections) by using the perturbed test function method of Evans [9]. See [23] for an analogous notion of “accretive solution” for degenerate diffusion equations, and its relations with the entropy solution in [8] (see also the remark following Proposition 11).

2.4. Dissipative solutions for kinetic models. Hypothesis (ii2) implies that the operator
\begin{equation}
Af := \partial_t f + a(\xi) \cdot \nabla_x f - C(f)
\end{equation}
is accretive in $L^1((0, T); L^1(\mathbb{R}^d \times \mathbb{X}))$. Following [25], we define dissipative solutions for the equation
\begin{equation}
\partial_t f + a(\xi) \cdot \nabla_x f - C(f) = 0
\end{equation}
as follows.

**Definition 2.** A function $f$ in $C([0, T]; L^1(\mathbb{R}^d \times \mathbb{X}))$ is a dissipative solution of (1.1) if
\begin{equation}
0 \leq \int\int\int \text{sgn}(f - k - \phi) (-\phi_t - a(\xi) \cdot \nabla_x \phi + C(f)) \, d\xi \, dx \, dt
\end{equation}
for every smooth function $\phi$ in $C^1_c(\mathbb{R}^d \times \mathbb{X})$, and every $k$ in $\mathbb{R}$.
Remarks. 1. There are two reasons to consider $C(f)$ instead of $C(\phi)$ in the above formula. The first is a technical one: In order to prove equivalence with entropic solutions (as in [25]) we have to use test functions of the form $k + \phi$, as above. For the above definition this can be done. By contrast, we do not in general have that $C(k + \phi)$ is in $L^1$. One could impose such a condition, for instance impose that $\int C(k + g)d\xi = \int C(g)d\xi$, for $g \in L^1(X)$. Such a condition is satisfied for example by the linear collision operator considered in section 5. But we avoid making this a general assumption.

2. A second reason is more philosophical. The main benefit of this formulation is that the derivatives fall on a test function. The last term involves no derivatives of $f$, hence we gain nothing by using the test function here, and we can regard it as a forcing term.

Furthermore, there is equivalence of entropy and dissipative solutions and a stronger dissipative property:

**Theorem 3.** Under hypotheses (h1)–(h3) the weak solution $f$ of (1.1) satisfies the entropy inequalities (2.10) and the dissipative property corresponding to the accretive operator $A$, i.e. for $\phi \in C^1_c(\mathbb{R}^+ \times \mathbb{R}^d \times X)$

$$(2.16) \quad 0 \leq \iiint sgn (f - \phi) (-\phi_t - a(\xi) \cdot \nabla_x \phi + C(\phi)) \, d\xi \, dx \, dt.$$ 

Proof. Let $g = C(f)$. Then $f$ solves (1.1). For this equation we can use Lemmas 4.6 and 4.9 from [25] to conclude that the weak solution (which is an entropic solution due to the uniqueness) is a dissipative solution, and vice-versa. Finally, combining (2.15) and hypothesis (h2) gives (2.16). □

3. THE HYDRODYNAMIC LIMIT FOR DISSIPATIVE SOLUTIONS

In this section we study the hydrodynamic limit of the kinetic equation

$$\partial_t f^\varepsilon(t, x, \xi) + a(\xi) \cdot \nabla_x f^\varepsilon(t, x, \xi) = \frac{1}{\varepsilon} C(f^\varepsilon(t, x, \cdot), \xi),$$

$$f(0, x, \xi) = f_0^\varepsilon(x, \xi).$$

The dissipative solution, $f^\varepsilon$, of this equation satisfies

$$(3.1) \quad 0 \leq \iiint sgn (f^\varepsilon - \phi) \left(-\phi_t - a(\xi) \cdot \nabla_x \phi + \frac{1}{\varepsilon} C(\phi)\right) \, d\xi \, dx \, dt$$

for every smooth function $\phi$ in $C^1_c(\mathbb{R}^+ \times \mathbb{R}^d \times X)$. We will show that $u^\varepsilon \to u$ a.e. in $\mathbb{R}^+ \times \mathbb{R}^d$ and that $u$ satisfies

$$\partial_t u + \text{div}_x \int_X a(\xi) M(u, \xi) \, d\xi = 0$$

in the dissipative sense, that is,

$$(3.2) \quad 0 \leq \int sgn (u - \psi) \left(-\partial_t \psi - \text{div}_x \int_X a(\xi) M(\psi, \xi) \, d\xi\right) \, dx \, dt$$

for every function $\psi$ in $k + C^1_c(\mathbb{R}^+ \times \mathbb{R}^d)$.

It is shown in [27] that along a subsequence $u^\varepsilon \to u$ a.e. and in $L^p_{\text{loc}}$, $1 \leq p < \infty$, where $u$ is the entropy solution of the conservation law (1.3). In the following theorem we obtain the dissipative limit directly—we already know it has to be
the same due to the equivalence of the notions of dissipative solutions and entropy solutions \([25]\). The interest is in the proof via the perturbed test function method.

We assume the structural hypotheses \([h0]–[h3]\) and also that solutions of \((1.2)\) satisfy \((f1)\). In applications of Theorem 4 assumption \((f1)\) has to be justified and typically follows from an entropy estimate (see section 5).

In the following \(\omega\) denotes a modulus of continuity, i.e. a nonnegative, nondecreasing function satisfying \(\lim_{\tau \to 0^+} \omega(\tau) = 0\).

**Theorem 4.** If assumptions \([h0]–[h3]\), \((a2)\) and \((f1)\) hold and the initial data \(f_0\) satisfies

\[
M(a) \leq f_0^\varepsilon \leq M(b) \quad \text{for some } a < b,
\]

\[
\sup_{\varepsilon>0} \int \int |f_0^\varepsilon(x,\xi)| \, dx \, d\xi < \infty,
\]

\[
\int \int |f_0^\varepsilon(x+h,\xi) - f_0^\varepsilon(x,\xi)| \, dx \, d\xi \leq \omega(|h|) \quad \text{for } h \in \mathbb{R}^d,
\]

then along a subsequence (not relabeled) \(u^\varepsilon \to u\) a.e. and in \(L^1_{\text{loc}}((0,T) \times \mathbb{R}^d)\) for any \(p\) in \(\{1, \ldots, \infty\}\), where \(u \in C([0,T]; L^1(\mathbb{R}^d)) \cap L^\infty((0,T) \times \mathbb{R}^d)\) is the dissipative solution of \((1.3)\).

**Proof.** 1. From the \(L^1\)-contraction property in Theorem 1 we obtain

\[
\int |u^\varepsilon(t,x+h) - u^\varepsilon(t,x)| \, dx \leq \int \int |f^\varepsilon(t,x+h,\xi) - f^\varepsilon(t,x,\xi)| \, dx \, d\xi
\]

\[
\leq \int \int |f_0^\varepsilon(x+h,\xi) - f_0^\varepsilon(x,\xi)| \, dx \, d\xi \leq \omega(|h|).
\]

Then we use an idea of Kruzhkov \([13]\) together with the conservation law \((2.8)\) in order to transfer the \(L^1\)-modulus of continuity in \(x\) into information on the \(L^1\)-modulus of continuity in \(t\). The relevant technical lemma is stated below, Lemma 5, and is applied here with \(G = 0\) (we refer to \([28, \text{Lemma 9}]\) for the proof). This yields

\[
\int |u^\varepsilon(t+k,x) - u^\varepsilon(t,x)| \, dx \leq K^{st} \omega(k)
\]

\((K^{st}\) will denote a constant which, unless otherwise stated, is independent of the other relevant quantities in the relation it appears), and thus compactness of \(u^\varepsilon\) in \(L^1_{\text{loc}}(\mathbb{R}^+ \times \mathbb{R}^d)\). It remains to prove that \(u\) is indeed a dissipative solution of \((1.3)\).

2. Being a dissipative solution of \((1.2)\), \(f^\varepsilon\) satisfies \((3.1)\). Given a test function \(\psi\) for \((3.2)\), take \(\phi = \mathcal{M}(\psi)\) as a test function in \((3.1)\). By \((h3)\), \(C(\mathcal{M}(\psi)) = 0\), and \((3.1)\) becomes

\[
0 \leq \iint \int \text{sgn} (f^\varepsilon - \phi) (\frac{\partial}{\partial t} - a(\xi) \cdot \nabla_x \phi) \, d\xi \, dx \, dt.
\]

Using \((h1)\), along a further subsequence if necessary, \(f^\varepsilon \to \mathcal{M}(u,\xi)\) a.e. in \(\mathbb{R}^+ \times \mathbb{R}^d \times \mathbb{X}\). Let us assume for the moment that also

\[
\text{sgn} (f^\varepsilon - \phi) \to \text{sgn} \left( \mathcal{M}(u) - \phi \right) = \text{sgn} \left( \mathcal{M}(u) - \mathcal{M}(\psi) \right) \overset{(h3)}{=} \text{sgn} (u - \psi).
\]
From this we deduce that
\[
0 \leq \iiint \text{sgn} \left( u - \psi \right) \left( -\partial_t M(\psi, \xi) - a(\xi) \cdot \nabla_x M(\psi, \xi) \right) \, d\xi \, dx \, dt
\]
\[
= \iiint \text{sgn} \left( u - \psi \right) \left( -\partial_t M(\psi) \, d\xi - \text{div}_x \int a(\xi) \phi \, d\xi \right) \, dx \, dt
\]
\[
= \iiint \text{sgn} \left( u - \psi \right) \left( -\partial_t \psi - \text{div}_x \int a(\xi) M(\psi, \xi) \, d\xi \right) \, dx \, dt,
\]
which is (3.2).

3. Next we justify the convergence of \( \text{sgn} \left( f^\varepsilon - \phi \right) \) to \( \text{sgn} \left( M(u) - \phi \right) \). The argument is the same as that used in [26].

It is clear that we have convergence if \( \left| \left\{ M(u) = \phi \right\} \right| = 0 \). If this is not the case, take test functions of the form \( \phi_\delta = \phi + \delta \theta \), where \( \theta \in D \) is positive on the support of \( \phi \) and \( \delta > 0 \). We assert that there exists a sequence \( \delta_j \to 0 \) such that \( \left| \left\{ M(u) = \phi_\delta_j \right\} \right| = 0 \): Let \( A_\delta = \left\{ M(u) = \phi_\delta \right\} \cap \text{supp}(\phi) \). Given \( \delta, \delta_\ast > 0 \), if \( x \in A_\delta \cap A_\delta_\ast \), we must have \( M(u(x), \xi) = \phi(x, \xi) + \delta \theta(x, \xi) \) and \( M(u(x), \xi) = \phi(x, \xi) + \delta_\ast \theta(x, \xi) \) which implies \( \delta = \delta_\ast \). Therefore, \( \{ A_\delta \}_{\delta > 0} \) is a disjoint family. This means that there is at most a countable sub-family with positive measure. Hence we can certainly pick a sequence \( \delta_j \to 0 \) such that \( \left| A_\delta_j \right| = 0 \). This proves the assertion.

4. Now we use the previous step to obtain (3.2) for \( \phi_j = \phi_\delta \):
\[
0 \leq \iiint \text{sgn} \left( M(u) - \phi_j \right) \left( -\partial_t \phi_j - a(\xi) \cdot \nabla_x \phi_j \right) \, d\xi \, dx \, dt
\]
\[
= \iiint \text{sgn} \left( M(u) - \phi_j \right) \left( -\partial_t a(\xi) \cdot \nabla_x \phi_j \right) \, d\xi \, dx \, dt
\]
\[
- \iiint \text{sgn} \left( M(u) - \phi \right) \left( -\partial_t \phi - a(\xi) \cdot \nabla_x \phi \right) \, d\xi \, dx \, dt.
\]
The last step holds because \( \text{sgn} \left( M(u) - \phi_\delta_j \right) \equiv -1 \) on \( \{ M(u) = \phi_\delta \} \). Now we let \( \delta_j \to 0 \). Noting that on \( \{ M(u) \neq \phi \} \), \( \text{sgn} \left( M(u) - \phi_j \right) \to \text{sgn} \left( M(u) - \phi \right) \) a.e., we conclude that
\[
0 \leq \iiint \text{sgn} \left( M(u) - \phi \right) \left( -\partial_t \phi - a(\xi) \cdot \nabla_x \phi \right) \, d\xi \, dx \, dt
\]
\[
- \iiint \text{sgn} \left( M(u) = \phi \right) \left( -\partial_t a(\xi) \cdot \nabla_x \phi \right) \, d\xi \, dx \, dt.
\]
5. Finally, if instead of considering \( \phi_\delta = \phi + \delta \theta \) we consider \( \phi_\delta := \phi - \delta \theta \), then with a similar computation we deduce
\[
0 \leq \iiint \text{sgn} \left( M(u) - \phi \right) \left( -\partial_t \phi - a(\xi) \cdot \nabla_x \phi \right) \, d\xi \, dx \, dt
\]
\[
+ \iiint \text{sgn} \left( M(u) = \phi \right) \left( -\partial_t a(\xi) \cdot \nabla_x \phi \right) \, d\xi \, dx \, dt.
\]

Adding the above inequalities and using the fact that \( \text{sgn} \left( M(u) - \phi \right) = \text{sgn} \left( u - \psi \right) \), we obtain (3.2). \( \square \)
We now recall [28] Lemma 9, which is based on an idea of [15]. For a function $H = H(t,x)$ let
\[
\omega_H(t,h) = \sup_{|z| \leq h} \int_{\mathbb{R}^d} |H(t,x + z) - H(t,x)| \, dx
\]
be its $L^1$-modulus of continuity in $x$ and define
\[
M_H(k,h) = \int_0^k \sup_{|y| < h} \int_{\mathbb{R}^d} |H(\tau, x + y) - H(\tau,x)| \, dx d\tau = \int_0^{t+k} \omega_H(\tau,h) \, d\tau.
\]

**Lemma 5 ([28]).** Let $u$, $G$ and $H_i$, $i = 1, \ldots, d$, be functions in $L^1((0,T) \times \mathbb{R}^d)$ in the sense of distributions. There exists a constant $K > 0$ such that for any $t, k, h > 0$ (with $t + k < T$) we have
\[
\int_{\mathbb{R}^d} |u(t+k,x) - u(t,x)| \, dx \leq K \left(\omega_u(h) + \frac{1}{h} M_H(k,h) + \frac{\mu}{h^2} M_G(k,h)\right)
\]
\[
\leq K \min_{h > 0} \left(\omega_u(h) + \frac{k}{h} \sup_{t \leq \tau \leq t+k} \omega_H(k,h) + 2 \sup_{t \leq \tau \leq t+k} \omega_G(h,k)\right).
\]

4. **Diffusive limits**

In this section we consider the diffusive limit of
\[
\partial_t f(t,x,\xi) + \frac{1}{\varepsilon} a(\xi) \cdot \nabla_x f(t,x,\xi) = \frac{1}{\varepsilon^2} C(f(t,x,\cdot))(\xi),
\]
\[
f(0,x,\xi) = f_0(x,\xi).
\]
This system corresponds to the long-time behavior of [12] in the scaling given by the transformation $(t,x) \mapsto (t/\varepsilon, x)$.

In addition to [10]–[13] we now also impose [14] and [15]. These assumptions play a role in calculating the effective equation in the diffusive limit. The collision operator is assumed to be twice differentiable in the Fréchet sense, and we use the notations $\langle C'(f),g \rangle$ for the derivative at the point $f$ along $g$, and $\langle C''(f),(g,h) \rangle$ for the action of the second derivative at the point $f$ of the pair $(g,h)$.

Let us first formally compute the diffusive limit equation. To this end consider a Hilbert expansion
\[
f^\varepsilon = f_0 + \varepsilon f_1 + \varepsilon^2 f_2 + \ldots
\]
for the solution of (1.3) and let
\[
u^\varepsilon = u_0 + \varepsilon u_1 + \varepsilon^2 u_2 + \ldots
\]
be the associated expansion of the mass. Matching in (1.4) the corresponding powers of $\varepsilon$, we obtain
\[
\begin{align*}
(4.1) & \text{ from the } \varepsilon^{-2n} \text{ terms } & f_0 &= \mathcal{M}(u_0,\xi), \\
(4.2) & \text{ from the } \varepsilon^{-1n} \text{ terms } & a \cdot \nabla f_0 &= \langle C'(f_0), f_1 \rangle.
\end{align*}
\]
The leading contribution of the conservation of mass comes, by (1.4), from the $\varepsilon^0$ terms and is
\[
(4.3) \partial_t u_0 + \text{div}_x \int a(\xi) f_1 \, d\xi = 0.
\]
To proceed, we need to solve \((4.2)\) for \(f_1\) when \(f_0\) is the Maxwellian \(\mathcal{M}(u_0)\). By \((1.5)\), this equation has a solution, and a general solution can be expressed as

\[
f_1 = \langle C'(f_0)^{-1}, a \cdot \nabla_x f_0 \rangle + \theta = \Phi_1 + \theta,
\]

where \(\Phi_1\) is an inverse of \(a \cdot \nabla_x f_0\) and \(\theta \in N(C'(f_0))\). In general \(C'(f_0)\) is non-invertible, but this does not cause problems. There is a canonical choice for \(\Phi_1\) which determines a complementary space for \(N(C'(\mathcal{M}(u)))\). Moreover, the non-trivial null space does not influence the limit equation. Indeed, \(u_0\) satisfies the equation

\[
\partial_t u_0 + \text{div}_x \int a(\xi)(\Phi_1 + \theta) \, d\xi = 0
\]

where \(\Phi_1 = (C'(f_0)^{-1}, a \cdot \nabla_x f_0)\). The term \(\theta \in N(C'(f_0))\) drops out from the limit due to \((1.5)\) and the fact that \((h4)\) implies \(\int a \frac{\partial \mathcal{M}}{\partial \mathcal{M}}(u) \, d\xi = 0\).

The limit equation in the diffusive regime thus becomes

\[
(4.4) \quad \partial_t u - \sum_{i,j=1}^{d} \partial_{x_i} \left( a_i(\xi) \int X \langle C'(\mathcal{M}(u))^{-1}, a_j \partial_{x_j} \mathcal{M}(u) \rangle \, d\xi \right) = 0.
\]

Note that \(u\) satisfies \((4.4)\) in the dissipative sense if

\[
0 \leq \int \text{sgn}(u - \psi) \left( -\partial_t \psi + \sum_{i,j=1}^{d} \partial_{x_i} \left( a_i(\xi) \int X \langle C'(\mathcal{M}(\psi))^{-1}, a_j \partial_{x_j} \mathcal{M}(\psi) \rangle \, d\xi \right) \right) \, dx \, dt,
\]

for any smooth \(\psi\).

Next we consider a family of solutions \(f^\varepsilon\) and the associated mass \(u^\varepsilon\). Obtaining compactness for \(\{u^\varepsilon\}\) is a complex issue and will be carried out for various examples in forthcoming sections. For the moment we assume \((11)\) and \((22)\) and carry out the convergence part. Later on compactness will be justified by taking advantage of the cancellation properties of the collision term, namely \((h4)\). This is done for the BGK-model in Proposition \(7\) for the radiative transfer example of section \(6\) in Lemma \(10\) and in a general setting, with extra assumptions on the collision term, in section \(4\).

**Theorem 6.** Assume \(u^\varepsilon \to u\) and \(f^\varepsilon \to \mathcal{M}(u, \xi)\) a.e. Then \(u\) is a dissipative solution of \((4.4)\), that is, it satisfies \((4.5)\).

**Proof.**

1. We need to show that for any admissible test function \(\psi\), \((4.5)\) holds. Let us fix such \(\psi\). Take a test function \(\phi^\varepsilon\) for the definition of dissipative solution of \((4.4)\) of the form \(\phi^\varepsilon = \phi_0 + \varepsilon \phi_1\). Using \((1.2)\) again we have

\[
(4.6) \quad 0 \leq \iint \text{sgn}(f^\varepsilon - \phi^\varepsilon) \left( -\partial_t \phi^\varepsilon - \frac{1}{\varepsilon} a \cdot \nabla_x \phi^\varepsilon + \frac{1}{\varepsilon^2} C(\phi^\varepsilon) \right) \, d\xi \, dx \, dt.
\]

2. We want to expand \(\phi^\varepsilon\) and gather the appropriate terms in terms of their powers of \(\varepsilon\). Expanding the collision term with the formula

\[
(4.7) \quad C(f_0 + f_1) = C(f_0) + \langle C'(f_0), f_1 \rangle + \langle \int_0^t \int C''(f_0 + sf_1) \, ds \, dt, (f_1, f_1) \rangle
\]
we obtain
\[ C(\phi^\varepsilon) = C(\phi_0) + \varepsilon(C'(\phi_0), \phi_1) + \varepsilon^2 \int_0^1 \int_0^t C''(\phi_0 + s\varepsilon\phi_1) \, ds \, dt, \, (\phi_1, \phi_1). \]

Therefore we can write the integrand in (4.6) (apart from \( \text{sgn} (f^\varepsilon - \phi^\varepsilon) \)) as
\[ -\varepsilon \partial_t \phi_1 - \left( \partial_t \phi_0 + a \cdot \nabla x \phi_1 - \int_0^1 \int_0^t C''(\phi_0 + s\varepsilon\phi_1) \, ds \, dt, \, (\phi_1, \phi_1) \right) \]
\[ -\frac{1}{\varepsilon} \left( a \cdot \nabla x \phi_0 - \langle C'(\phi_0), \phi_1 \rangle \right) + \frac{1}{\varepsilon^2} C(\phi_0). \]

3. Since we want to let \( \varepsilon \to 0 \), to make the \( \varepsilon^{-2} \) term vanish we select \( \phi_0 = M(\psi) \), where \( \psi \) is the fixed test function. For the \( \varepsilon^{-1} \) term we need to have
\[ \langle C'(\phi_0), \phi_1 \rangle = a \cdot \nabla x \phi_0. \]

Using (4.5) we can solve this equation for \( \phi_1 \):
\[ \phi_1 = (C'(\phi_0))^{-1}, \, a \cdot \nabla x \phi_0 + \theta =: \Phi_1 + \theta, \]
where \( \theta \) is in \( N(C'(\phi_0)) \), which is generated by \( \frac{dM}{du}(\phi_0) \).

4. To take the limit as \( \varepsilon \to 0 \) assume for the moment that \( \text{sgn} (f^\varepsilon - \phi^\varepsilon) \to \text{sgn} (f - \phi_0) \). The limit of the rest of the terms in the integral is
\[ -\partial_t \phi_0 - a(\xi) \cdot \nabla x \phi_1 + \frac{1}{2} \langle C''(\phi_0), (\phi_1, \phi_1) \rangle. \]

Now observe that \( \text{sgn} (f - \phi_0) = \text{sgn} (M(u) - M(\psi)) = \text{sgn} (u - \psi) \), and therefore we can take \( \text{sgn} (u - \psi) \) out of the \( \xi \)-integral. Hence,
\[
0 \leq \int \int \text{sgn} (u - \psi) \left( -\partial_t \int \phi_0 \, d\xi - \text{div}_x \int a\phi_1 \, d\xi \right.
\[ + \frac{1}{2} \int \langle C''(\phi_0), (\phi_1, \phi_1) \rangle \, d\xi \big) \, dx \, dt. \]

We assert that the last term vanishes. Indeed, if we take \( f_0 = \phi_0 \) and \( f_1 = h\phi_1 \) in (4.7) and integrate in \( \xi \), then due to (h1), our choice of \( \phi_1 \) and (h4), we obtain
\[ 0 = h^2 \int_0^t \int C''(\phi_0 + s\varepsilon\phi_1) \, ds \, dt, \, (\phi_1, \phi_1). \]

Dividing by \( h^2 \) and letting \( h \to 0 \) we prove the assertion.

Now due to our choice of \( \phi_0 \), and (h3), we have
\[
0 \leq \int \int \text{sgn} (u - \psi) \left( -\partial_t \psi - \text{div}_x \int a(\xi)(\Phi_1 + \theta) \, d\xi \big) \, dx \, dt. \]

Since
\[
\int a(\xi) \theta \, d\xi = \frac{d}{du} \int a(\xi)M(u, \xi) \, d\xi = 0,
\]
there is no ambiguity in the above equation for any choice of an inverse for
\[ \langle C'(\phi_0)^{-1}, a\nabla x \phi_0 \rangle, \]
and we obtain (4.5).
5. To conclude, we show the assumption \( \text{sgn} (f^\varepsilon - \phi^\varepsilon) \to \text{sgn} (f - \phi_0) \) is justified. For simplicity we rewrite (4.6) as

\[
0 \leq \int \text{sgn} (f^\varepsilon - \phi^\varepsilon) I^\varepsilon \, dz,
\]

where \( I^\varepsilon \) is smooth and converges uniformly to \( I \). As in the proof of Theorem 4 we need to deal with the set \( \{ M(u, \xi) = \phi \} \). If this set has zero measure, we can take the limit in \( \varepsilon \) and obtain

\[
0 \leq \int \text{sgn} (M(u, \xi) - \phi) I \, dz.
\]

Because of the \( \varepsilon \)-perturbation to the test functions we are now using, the previous adjustment to the test function has to be done on the “\( \psi \) side”.

Let \( \psi_\delta = \psi + \delta \theta \), with \( \theta \) as in Theorem 4, and let \( \phi^\varepsilon_\delta \) be the same as \( \phi^\varepsilon \) above, with \( \psi_\delta \) in place of \( \psi \). Again define the sets \( A_\delta = \{ M(u, \xi) = \phi_\delta \} \). Once more we can find a sequence \( \delta_j \to 0 \) with \( |A_\delta| = 0 \). Utilizing the monotonicity of \( M(\cdot) \) from (h3), we deduce that

\[
0 \leq \int_{\{M(u) \neq \phi\}} \text{sgn} (M(u) - \phi) I \, dz - \int_{\{M(u) = \phi\}} I \, dz.
\]

If we choose \( \psi_\delta = \psi - \delta \theta \) instead, we get the opposite sign on the last integral. Then we add the two inequalities and conclude as in step 5 of Theorem 4. \( \square \)

5. Some kinetic models and their diffusive limits

In this section we look at some kinetic models where the diffusive limits can be obtained from the above theory. In section 6 we deal with the most interesting application, the diffusive approximation of radiative transport for acoustic waves.

5.1. BGK-model. In the BGK-model the collision term for the transport equation has the form \( M(u) - f \), and the diffusive scaling for this equation becomes

\[
(5.1) \quad \partial_t f^\varepsilon(t, x, \xi) + \frac{1}{\varepsilon} a \cdot \nabla_x f^\varepsilon(t, x, \xi) = -\frac{1}{\varepsilon^2} (f^\varepsilon(t, x, \xi) - M(u^\varepsilon(t, x), \xi)),
\]

where \( u^\varepsilon = \int f^\varepsilon d\xi \). It is assumed that the Maxwellian satisfies the properties \( M(0) = 0 \) and

\[
(\text{h3'}) \quad \partial_u M(u) > 0, \quad \int_\mathcal{X} M(u) d\xi = u, \quad M(u) \in L^1 \cap L^\infty(\mathcal{X}).
\]

It is easy to check that under (h3') the model is contractive and satisfies all of hypotheses (h0)-(h3). In addition there is an H-estimate for this model

\[
(5.2) \quad \partial_t \int_{\mathcal{X}} f^\varepsilon - M^{-1}(u) d\xi + \text{div}_x \frac{1}{\varepsilon} \int_0^{f^\varepsilon} M^{-1}(v) \, dv d\xi + \frac{1}{\varepsilon^2} \int_{\mathcal{X}} (f^\varepsilon - M(u^\varepsilon))(M^{-1}(f^\varepsilon) - u^\varepsilon) \, d\xi = 0
\]

By (h3') the last integrand is positive and vanishes only if \( f = M(u) \). We conclude that as \( \varepsilon \to 0 \), along a subsequence, \( f^\varepsilon - M(u^\varepsilon) \to 0 \) a.e. and thus (h1) is fulfilled for the BGK-model.
For the diffusive limit we impose the structural hypothesis

\[ \int a_i(\xi) M(u, \xi) \, d\xi = 0, \quad \text{for every } i \in \{1, \ldots, d\}. \]

The collision operator for the BGK is \( C(f) = -f + M(u) \), and the linearized collision operator is given by

\[ \langle C'(f), g \rangle = -g + \left( \int g \, d\xi \right) \partial_u M(u). \]

Therefore,

\[ N(C'(f)) = \text{span} \{ \partial_u M(u) \}, \]

\[ R(C'(f)) = \{ h : \int h \, d\xi = 0 \}, \]

and we see that \( \text{(h4)} \) implies \( \text{(h5)} \) is fulfilled. The limiting equation in the diffusive limit becomes

\[ \partial_t u - \sum_{i,j=1}^d \partial_{x_i} \partial_{x_j} \int a_i(\xi) a_j(\xi) M(u, \xi) \, d\xi = 0. \]

In the next theorem we validate the diffusive limit. This result has been proved in [5], and our interest here is to show an alternative argument for proving compactness that will be used later in connection to more general collision operators. Also, the limit here is understood in the dissipative sense.

**Proposition 7.** For the BGK model, under hypotheses \( \text{h3}' \) and \( \text{h4} \), if \( |a(\xi)| \leq M \) and the initial data satisfy the uniform bounds

\[ M(a) \leq f_0^a \leq M(b) \quad \text{for some } a < b, \]

\[ \sup_{\varepsilon > 0} \| f_0^\varepsilon \|_{L^1} + \| D_x f_0^\varepsilon \|_{L^1} < \infty, \]

then \( u^\varepsilon \to u \) a.e. and in \( L^p_{\text{loc}}([0, T] \times \mathbb{R}^d) \), for \( 1 \leq p < \infty \), and \( u \in C([0, T]; L^1(\mathbb{R}^d) \cap L^\infty(0, T) \times \mathbb{R}^d) \) is a solution of \( \text{(5.3)} \) in the dissipative sense.

**Proof.** We have already seen that \( \text{(1)} \) holds, and we will show below that \( \text{(2)} \) holds as well. The result then follows from Theorem 6.

To obtain compactness in this setting we modify the argument of Theorem 4. We again use [28, Lemma 9], but instead of applying it directly to the conservation of mass

\[ \partial_t u^\varepsilon + \text{div} \frac{1}{\varepsilon} \int a(\xi) f^\varepsilon \, d\xi = 0, \]

we employ an equation that better approximates the limiting response in the diffusive scale. To this end, we multiply \( \text{(5.1)} \) by \( \varepsilon a(\xi) \), integrate in \( \xi \) and use \( \text{h4} \) to obtain

\[ \partial_t \int \varepsilon a(\xi) f^\varepsilon \, d\xi + \text{div}_x \int a(\xi) \otimes a(\xi) f^\varepsilon \, d\xi = -\frac{1}{\varepsilon} \int a(\xi) f^\varepsilon \, d\xi. \]

Then \( \text{(5.5)} \) gives

\[ \partial_t \left( u^\varepsilon - \varepsilon \text{div}_x \int a(\xi) f^\varepsilon \, d\xi \right) = \partial_{x_i} \partial_{x_j} \int a_i(\xi) a_j(\xi) f^\varepsilon \, d\xi. \]
We apply to (5.6) a variant of Lemma 5. From the $L^1$-contraction property
\begin{equation}
\int |u^\varepsilon(t, x+h) - u^\varepsilon(t, x)| \, dx 
\leq \int \int |f^\varepsilon(t, x+h, \xi) - f^\varepsilon(t, x, \xi)| \, dx \, d\xi \leq h \|D_x f_0^\varepsilon\|_{L^1}.
\end{equation}

Next, we multiply (5.6) by a function $\varphi$ in $C^2(\mathbb{R}^d)$ and integrate between $t$ and $t+\tau$ to obtain
\begin{align*}
\int \left( u^\varepsilon(t + \tau, x) - u^\varepsilon(t, x) \right) \varphi(x) \, dx 
&= \varepsilon \int \int a(\xi) \cdot \nabla_x \left( f^\varepsilon(t + \tau, x, \xi) - f^\varepsilon(t, x, \xi) \right) \varphi(x) \, dx \, d\xi \\
&\quad + \int_t^{t+\tau} \int a_i(\xi) a_j(\xi) (f^\varepsilon(s, x, \xi) - f^\varepsilon(s, x, \xi)) \partial_{x_i} \partial_{x_j} \varphi(x) \, dx \, d\xi \, ds \\
&=: J_1 + J_2.
\end{align*}

The uniform BV bound for $f_0^\varepsilon$ and the $L^1$-contraction property imply that $f^\varepsilon$ is uniformly bounded in $L^1(\mathbb{X}; BV(\mathbb{R}^d))$. Thus we have the following estimate for $J_1$:
\[ |J_1| \leq \varepsilon K^{st} \|D_x f_0^\varepsilon\|_{L^1} \sup_x |\varphi(x)|. \]

The term $J_2$ is estimated as in Lemma 5. First, as in the proof of [28, Lemma 9] we obtain for $h > 0$
\begin{align*}
|J_2| &= \left| \int_t^{t+\tau} \int G_{ij}(s, x) \partial_{x_i} \partial_{x_j} \varphi(x) \, dx \, ds \right| \\
&\leq M_G_{ij}(\tau, h) \left( \sup_x |\partial_{x_i} \partial_{x_j} \varphi(x)| + \frac{1}{h^2} \sup_x |\varphi(x)| \right),
\end{align*}

where
\begin{align*}
M_G_{ij}(\tau, h) := & \int_t^{t+\tau} \sup_{|y| < h} \int |G_{ij}(s, x+y) - G_{ij}(s, x)| \, dx \, ds \\
&= \int_t^{t+\tau} \sup_{|y| < h} \int \left| \int a_i(\xi) a_j(\xi) (f^\varepsilon(s, x+y, \xi) - f^\varepsilon(s, x, \xi)) \, d\xi \right| \, dx \, ds \\
&\leq M^2 \tau h \|D_x f_0^\varepsilon\|_{L^1}.
\end{align*}

Combining the above estimates we obtain
\begin{align*}
\left| \int \left( u^\varepsilon(t + \tau, x) - u^\varepsilon(t, x) \right) \varphi(x) \, dx \right| 
&\leq K^{st} \left( \varepsilon \sup_x |\varphi(x)| + \tau h \left( \sup_x |\partial_{x_i} \partial_{x_j} \varphi(x)| + \frac{1}{h^2} \sup_x |\varphi(x)| \right) \right)
\end{align*}
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The rest of the argument is classical. In (5.8) we introduce as a test function
\[ \varphi_\delta = \rho_\delta \ast \text{sgn} \left( \nu^\varepsilon(\cdot + \tau, \cdot) - \nu^\varepsilon(\cdot, \cdot) \right), \]
where \( \rho_\delta \) is a standard mollifier. Using (5.7) we obtain
\[
\int \left| \nu^\varepsilon(t + \tau, x) - \nu^\varepsilon(t, x) \right| \, dx \leq 2\omega_0(t, \delta) + C \left( \varepsilon + \tau h \left( \frac{1}{\delta^2} + \frac{1}{\mu^2} \right) \right),
\]
and upon optimizing in \( \delta \) and \( h \)
\[
\int \left| \nu^\varepsilon(t + \tau, x) - \nu^\varepsilon(t, x) \right| \, dx \leq K^{st} \left( \varepsilon + \tau^{1/2} \right).
\]
Using (5.7), (5.9) and proceeding as in item 7 of the proof of Proposition 11, we see that \( \{\nu^\varepsilon\} \) is sequentially precompact in \( C([0, T]; L^1_{\text{loc}}(\mathbb{R}^d)) \).

5.2. Discrete velocity systems. We consider a second example describing an interaction of particles with discrete velocities.

\[
\begin{cases}
\partial_t f_0 + \frac{1}{\varepsilon} a_0 \cdot \nabla_x f_0 = -\frac{1}{\varepsilon^2} \sum_{i=1}^d (h_i(f_0) - f_i), \\
\partial_t f_i + \frac{1}{\varepsilon} a_i \cdot \nabla_x f_i = -\frac{1}{\varepsilon^2} (f_i - h_i(f_0)), \quad i = 1, \ldots, d.
\end{cases}
\]

The hydrodynamic limit for this model is studied in [13]. The model can be obtained as mesoscopic scaling of a stochastic particle system ([14]). The behavior in the diffusive regime resembles the BGK model, and we give a brief outline.

It is assumed that for each \( i \) in \( \{0, \ldots, d\} \)
\[
(5.11) \quad h_i(0) = 0, \quad \frac{\partial h_i}{\partial f_0} > 0
\]
and that the initial data satisfies the uniform bounds
\[
(5.12) \quad \sup_{\varepsilon > 0, i \in \{0, \ldots, d\}} \| f_i^\varepsilon \|_{BV} + \| f_i^\varepsilon \|_{L^\infty} < \infty.
\]

The system is equipped with conservation of the mass \( u = f_0 + \sum f_i \). The Maxwellians are the vectors of the form \( (f_0, h_1(f_0), \ldots, h_d(f_0)) \), and the model is endowed with an H-theorem:
\[
\partial_t \left[ \frac{1}{2} f_0^2 + \sum_i \psi_i(f_i) \right] + \frac{1}{\varepsilon} \text{div}_x \left[ a_0 \frac{1}{2} f_0^2 + \sum_i a_i \psi_i(f_i) \right] + \frac{1}{\varepsilon^2} \sum_i (f_0 - h_i^{-1}(f_i)) (h_i(f_0) - f_i) = 0,
\]
where \( \psi_i(z) = \int_0^z h_i^{-1}(\tau) \, d\tau \) are convex. The last term is positive due to (5.11) (see [13]).

To consider the diffusive scaling, we place the structural hypothesis
\[
(5.14) \quad a_0 f_0 + \sum_{i=1}^d a_i h_i(f_0) = 0,
\]
so that hydrodynamic limit is trivial \( u_t = 0 \). The expected equation in the diffusive scaling is

\[
\partial_t b(w) - \text{div}_x \sum_{i=1}^d a_i(a_i \cdot \nabla_x h_i(w)) = 0,
\]

where \( u = b(w) := w + \sum_i h_i(w) \).

To prove convergence in the diffusive scaling, we validate assumptions (f1) and (f2) and invoke Theorem 6. The identity (5.13) implies that

\[
b(f_\varepsilon^0) - u_\varepsilon = \sum_i (h_i(f_\varepsilon^0) - f_i^\varepsilon) \to 0 \quad \text{for a.e. \((t, x)\)}.
\]

Since \( b \) is increasing this means \( f_0^0 - b^{-1}(u_\varepsilon) \to 0 \), and thus (f1) is satisfied. To validate (f2) we observe that the conservation of mass

\[
\partial_t(f_0 + \sum_i f_i) + \frac{1}{\varepsilon} \text{div}_x(a_0 f_0 + \sum_i a_i f_i) = 0
\]

can be expressed by using (5.14) and (5.10) in the form

\[
\partial_t \left( u - \varepsilon \text{div}_x \sum_{i=1}^d f_i \right) = \text{div}_x \sum_{i=1}^d a_i(a_i \cdot \nabla_x) f_i.
\]

On the one hand this implies that the diffusive limit (formally) satisfies (5.15). On the other hand one can base on (5.16) an argument as in the proof of Theorem 7 to show that \( \{u_\varepsilon\} \) is sequentially precompact in \( L^1_{\text{loc}}(\mathbb{R}^+ \times \mathbb{R}^d) \).

5.3. A continuous kinetic model for a mixture of particles. We consider a kinetic model describing a mixture of two kinds of particles, each kind converting to the other kind of particle, but not interacting with particles of the same kind. The model has certain analogies with a discrete model studied in [26].

We consider two particle densities, \( f \) and \( g \), where \( f \) is a function of \((t, x, \xi)\) and \( g \) a function of \((t, x, \zeta)\). The kinetic variables are distinct, namely \( \xi \in X \) and \( \zeta \in Z \), where \( X \cap Z = \emptyset \). The system governing the interaction of the two types of particles is

\[
\begin{align*}
\partial_t g + \lambda(\xi) \cdot \nabla_x g &= C_1(f, g)(\xi) := - \int (a(\xi, \zeta)A(g) - b(\xi, \zeta)B(f)) \, d\xi, \\
\partial_t f + \mu(\xi) \cdot \nabla_x f &= C_2(f, g)(\xi) := - \int (b(\xi, \zeta)B(f) - a(\xi, \zeta)A(g)) \, d\zeta,
\end{align*}
\]

where \( a \) and \( b \) are positive functions, and \( A \) and \( B \) strictly increasing with \( A(0) = B(0) = 0 \). We discuss conditions on the parameters so that the structural hypotheses from the previous sections are fulfilled.
5.3.1. **Contraction property.** Clearly the mass \( u := \int g \, d\zeta + \int f \, d\xi \) is conserved. Let us check the contraction property:

\[
\int (C_1(f, g) - C_1(\tilde{f}, \tilde{g})) \text{sgn} (g - \tilde{g}) d\zeta + \int (C_2(f, g) - C_2(\tilde{f}, \tilde{g})) \text{sgn} (f - \tilde{f}) d\xi
\]

\[
= - \int \int \text{sgn} (g - \tilde{g}) \left[ aA(g) - bB(f) - aA(\tilde{g}) + bB(\tilde{f}) \right] + \text{sgn} (f - \tilde{f}) \left[ bB(f) - aA(g) - bB(\tilde{f}) + aA(\tilde{g}) \right] \, d\xi d\zeta
\]

\[
= \int \left( \text{sgn} (f - \tilde{f}) - \text{sgn} (g - \tilde{g}) \right) \left[ a(A(g) - A(\tilde{g})) - b(B(f) - B(\tilde{f})) \right] \, d\xi d\zeta \leq 0,
\]

since \( a, b > 0 \) and \( A \) and \( B \) are monotone. This is hypothesis (H2). Hypotheses (H0) and (H1) are obvious.

5.3.2. **Entropy and Maxwellians.** Maxwellians for this model will come out of an analysis of kinetic entropies and an associated “H–theorem”. Let \( A' = A, B' = B \) and note that \( A, B \) are convex functions. Multiplying the first equation in (5.17) by \( \psi A(g) \) and the second by \( \varphi B(f) \), where \( \psi = \psi(\zeta) > 0, \varphi = \varphi(\xi) > 0 \), integrating the resulting identities in \( \zeta \) and \( \xi \), respectively, and adding we obtain

\[
\partial_t \left( \int \psi(\zeta) A(g) \, d\zeta + \int \varphi(\xi) B(f) \, d\xi \right)
\]

\[
+ \text{div}_x \left( \int \lambda(\zeta) \psi(\zeta) A(g) \, d\zeta + \int \mu(\xi) \varphi(\xi) B(f) \, d\xi \right)
\]

\[
+ \int \left( \psi(\zeta) A(g) - \varphi(\xi) B(f) \right) (a(\xi, \zeta) A(g) - b(\xi, \zeta) B(f)) \, d\xi d\zeta = 0.
\]

Assuming the functions \( a \) and \( b \) have the form

\[
\begin{align*}
(a(\xi, \zeta) &= d(\xi, \zeta) \psi(\zeta), \\
b(\xi, \zeta) &= d(\xi, \zeta) \varphi(\xi),
\end{align*}
\]

(5.18)

the last term is positive and the model is equipped with the following version of H-Theorem:

\[
\partial_t \left( \int \psi(\zeta) A(g) \, d\zeta + \int \varphi(\xi) B(f) \, d\xi \right)
\]

\[
+ \text{div}_x \left( \int \lambda(\zeta) \psi(\zeta) A(g) \, d\zeta + \int \mu(\xi) \varphi(\xi) B(f) \, d\xi \right)
\]

\[
+ \int \left( \psi(\zeta) A(g) - \varphi(\xi) B(f) \right)^2 d(\xi, \zeta) \, d\xi d\zeta = 0.
\]

(5.19)

The Maxwellians \( g_{eq}(\zeta), f_{eq}(\xi) \) satisfy

\[
\psi(\zeta) A(g_{eq}(\zeta)) = \varphi(\xi) B(f_{eq}(\xi)) = \alpha
\]

for some constant \( \alpha \) and thus can be determined by

\[
g_{eq}(\zeta) = A^{-1} \left( \frac{\alpha}{\psi(\zeta)} \right), \quad f_{eq}(\xi) = B^{-1} \left( \frac{\alpha}{\varphi(\xi)} \right), \quad \alpha \in \mathbb{R}.
\]

(5.20)

If we want these Maxwellians to be in \( L^1 \) we need to replace technical hypotheses relating the growth of \( A, B \), with the growth of \( \varphi(\xi), \psi(\zeta) \). For simplicity, we will
work out only the case when the kinetic variables take values in compact sets, $X$ and $Z$. The total mass of a Maxwellian

$$m(\alpha) := \int_X f_{eq} d\xi + \int_Z g_{eq} d\zeta$$

(5.21)

$$= \int_X B^{-1} \left( \frac{\alpha}{\phi(\xi)} \right) d\xi + \int_Z A^{-1} \left( \frac{\alpha}{\psi(\zeta)} \right) d\zeta$$

is a strictly increasing function of $\alpha$. Therefore, Maxweilians may be re-parametrized in terms of their total mass and [13] is satisfied.

5.3.3. Hydrodynamic limit. We now consider the hydrodynamic limit for (5.17), (5.18)

$$\partial_t g + \lambda \cdot \nabla_x g = -\frac{1}{\varepsilon} \int_X d(\psi A(g) - \varphi B(f)) \ d\xi,$$

(5.22)

$$\partial_t f + \mu \cdot \nabla_x f = -\frac{1}{\varepsilon} \int_Z d(\varphi B(f) - \psi A(g)) \ d\zeta$$

and prove the convergence of the solutions to the associated conservation law.

**Proposition 8.** Let the initial data satisfy uniform bounds as in (3.3) and assume $a(\xi, \zeta) = d(\xi, \zeta) \psi(\xi), b(\xi, \zeta) = d(\xi, \zeta) \varphi(\xi)$, where $\varphi, \psi$ and $d$ are positive functions, $X$ and $Z$ are compact sets and $A$ and $B$ are strictly increasing with $A(0) = B(0) = 0$. Then the total mass, $u^\varepsilon$, of the mixture model (5.22) satisfies $u^\varepsilon \to u$ for a.e. $(t, x)$, where $u$ is the entropy solution of a scalar conservation law

$$\partial_t u + \text{div}_x F(u) = 0.$$

(5.23)

**Proof.** We apply the general theory of section 3 to justify this hydrodynamic limit. We need to justify [11]. We use (5.19) and proceed as in Theorem 4 to show that along a subsequence $u^\varepsilon \to u$ for a.e. $(t, x)$ and $\psi(\xi)A(g^\varepsilon(\xi)) - \varphi(\xi)B(f^\varepsilon(\xi)) \to 0$ for a.e. $(t, x)$ and $(\xi, \zeta)$. Set

$$\alpha^\varepsilon(t, x, \xi) = \psi A(g^\varepsilon), \quad \bar{\alpha}^\varepsilon(t, x) = \frac{1}{|Z|} \int_Z \alpha^\varepsilon d\zeta,$$

$$\beta^\varepsilon(t, x, \xi) = \varphi B(f^\varepsilon), \quad \bar{\beta}^\varepsilon(t, x) = \frac{1}{|X|} \int_X \beta^\varepsilon d\xi$$

and note that by the monotonicity of $A$ and $B$\n
$$\bar{\alpha}^\varepsilon - \bar{\beta}^\varepsilon \to 0,$$

$$f^\varepsilon - B^{-1} \left( \frac{\bar{\alpha}^\varepsilon}{\psi} \right) \to 0, \quad g^\varepsilon - A^{-1} \left( \frac{\bar{\beta}^\varepsilon}{\varphi} \right) \to 0,$$

$$u^\varepsilon - \int_X B^{-1} \left( \frac{\bar{\alpha}^\varepsilon}{\psi} \right) d\xi - \int_Z A^{-1} \left( \frac{\bar{\beta}^\varepsilon}{\varphi(\xi)} \right) d\zeta \to 0.$$

Since $m(\alpha)$ in (5.21) is increasing, (5.33) implies $\bar{\alpha}^\varepsilon \to \alpha = m^{-1}(u)$ for a.e. $(t, x)$. Accordingly, $f^\varepsilon$ and $g^\varepsilon$ converge strongly to the Maxwellian with parameter $\alpha(t, x)$. The limit satisfies the scalar conservation law

$$\partial_t m(\alpha) + \text{div}_x G(\alpha) = 0,$$

$$G(\alpha) = \int_Z \lambda A^{-1} \left( \frac{\alpha}{\psi} \right) d\zeta + \int_X \mu B^{-1} \left( \frac{\alpha}{\varphi} \right) d\xi.$$
Using (5.21) the latter may be expressed in the more conventional form (5.23) with \( F(u) = (G \circ m^{-1})(u) \).

5.4. Mixture model - diffusive scaling. For the nonlinear model (5.22) it is not easy to obtain compactness of \( u^\varepsilon \) in the diffusive scaling. Instead, we consider a linear model satisfying (5.18) and \( A(z) = B(z) = z \):

\[
\begin{align*}
\partial_t g + \frac{1}{\varepsilon} \lambda \cdot \nabla_x g &= -\frac{1}{\varepsilon^2} \int_X d \left( \psi g - \varphi f \right) \, d\xi, \\
\partial_t f + \frac{1}{\varepsilon} \mu \cdot \nabla_x f &= -\frac{1}{\varepsilon^2} \int_Z d \left( \varphi f - \psi g \right) \, d\zeta.
\end{align*}
\]

(5.24)

The H-theorem now takes the form

\[
\partial_t \int_Z \frac{\psi g^2}{2} d\zeta + \int_X \varphi f^2 d\xi + \frac{1}{\varepsilon} \div_x \int_Z \lambda \psi \frac{g^2}{2} d\zeta + \int_X \mu \varphi f^2 d\xi + \frac{1}{\varepsilon^2} \int_{X \times Z} (\psi g - \varphi f)^2 \, d\xi \, d\zeta = 0,
\]

the Maxwellians are

\[
f_{\text{eq}}(\zeta) = \frac{\alpha}{\varphi(\zeta)}, \quad g_{\text{eq}}(\zeta) = \frac{\alpha}{\psi(\zeta)},
\]

and their total mass is related to \( \alpha \) by the relation

\[
m(\alpha) = \int_X f_{\text{eq}} \, d\xi + \int_Z g_{\text{eq}} \, d\zeta = \alpha \left( \int_X \frac{1}{\varphi} \, d\xi + \int_Z \frac{1}{\psi} \, d\zeta \right).
\]

(5.26)

The balance hypothesis (14) for this model is

\[
\int_Z \lambda(\zeta) \frac{1}{\psi(\zeta)} \, d\zeta + \int_X \mu(\zeta) \frac{1}{\varphi(\zeta)} \, d\xi = 0.
\]

5.4.1. Collision operator. The collision operator \( C \) is linear and may be expressed as

\[
C \begin{bmatrix} g \\ f \end{bmatrix} = \begin{bmatrix} \int_X d \left( \psi g - \varphi f \right) \, d\xi \\ \int_Z d \left( \varphi f - \psi g \right) \, d\zeta \end{bmatrix} = (J I - A) \begin{bmatrix} g \\ f \end{bmatrix},
\]

where \( I \) is the identity, \( J \) is the invertible matrix

\[
J = \begin{bmatrix} \psi(\zeta) d_1(\zeta) & 0 \\ 0 & \varphi(\xi) d_2(\xi) \end{bmatrix},
\]

with

\[
d_1(\zeta) = \int_X d(\xi, \zeta) \varphi(\xi) \, d\xi > 0, \quad d_2(\xi) = \int_Z d(\xi, \zeta) \psi(\zeta) \, d\zeta > 0
\]

and \( A \) is the compact operator on \( \mathcal{E} = L^1(Z) \times L^1(X) \) defined by

\[
A \begin{bmatrix} g \\ f \end{bmatrix} = \begin{bmatrix} \int_X d(\xi, \zeta) \varphi(\xi) f(\xi) \, d\zeta \\ \int_Z d(\xi, \zeta) \psi(\zeta) g(\zeta) \, d\zeta \end{bmatrix}.
\]

Observe that

\[
\mathcal{N}(C) = \mathcal{N}(J I - A) = \{(g, f) \in \mathcal{E} : g = \frac{\alpha}{\psi}, f = \frac{\alpha}{\varphi}\},
\]

\[
\mathcal{R}(C) = \mathcal{N}(J I - A^*)^\perp = \{(g, f) \in \mathcal{E} : \int_Z g d\zeta + \int_X f d\xi = 0\}
\]
and \( R(C) \) is closed. Moreover, \( C : N(C) \rightarrow R(C) \) is invertible and its inverse \( K : R(C) \rightarrow E/N(C) \) is a bounded linear map

\[
(5.27) \quad K \begin{bmatrix} g \\ f \end{bmatrix} = \begin{bmatrix} K_1(g, f) \\ K_2(g, f) \end{bmatrix}.
\]

5.4.2. **Diffusive limit.** The balance hypothesis \([H4]\) for this model becomes

\[
\int Z \lambda(\zeta) \frac{1}{\psi(\zeta)} \, d\zeta + \int X \mu(\xi) \frac{1}{\varphi(\xi)} \, d\xi = 0,
\]

and \([H5]\) follows from the above analysis of the collision operator.

We proceed to obtain the limiting equation in the diffusive scaling. The mass \( u^\varepsilon \) satisfies

\[
\partial_t u^\varepsilon + \frac{1}{\varepsilon} \text{div}_x \left( \int Z \lambda g^\varepsilon \, d\zeta + \int X \mu f^\varepsilon \, d\xi \right) = 0.
\]

By inverting the collision operator \( C \) we obtain from \((5.24)\)

\[
\frac{1}{\varepsilon} \begin{bmatrix} g^\varepsilon \\ f^\varepsilon \end{bmatrix} = -K \begin{bmatrix} \varepsilon \partial_t g^\varepsilon + \lambda \cdot \nabla_x g^\varepsilon \\ \varepsilon \partial_t f^\varepsilon + \mu \cdot \nabla_x f^\varepsilon \end{bmatrix} = -\varepsilon \partial_t K \begin{bmatrix} g^\varepsilon \\ f^\varepsilon \end{bmatrix} - \partial_x, K \begin{bmatrix} \lambda_j g^\varepsilon \\ \mu_j f^\varepsilon \end{bmatrix}
\]

(here we are using the summation convention). Therefore,

\[
\partial_t \left( u^\varepsilon - \varepsilon \partial_x, \left( \int Z \lambda_i K_1(g^\varepsilon, f^\varepsilon) \, d\zeta + \int X \mu_i K_2(g^\varepsilon, f^\varepsilon) \, d\xi \right) \right)
\]

\[
= \partial_x, \partial_x, \left( \int Z \lambda_i K_1(\lambda_j g^\varepsilon, \mu_j f^\varepsilon) \, d\zeta + \int X \mu_i K_2(\lambda_j g^\varepsilon, \mu_j f^\varepsilon) \, d\xi \right).
\]

Equation \((5.28)\) provides an efficient approximation of the problem in the diffusive regime. Using \((5.27)\) and proceeding as in Theorem \([I]\) of section \([5.3]\) we show that, for data satisfying uniform BV bounds, the total mass is precompact in \( L^1_{\text{loc}}(\mathbb{R}^+ \times \mathbb{R}^d) \) and along a subsequence \( u^\varepsilon \rightarrow u \) for a.e. \((t, x)\).

The H-estimate ensures that \( \psi(\zeta)g^\varepsilon(\zeta) - \varphi(\xi)f^\varepsilon(\xi) \) converges pointwise for a.e. \((t, x)\) and a.e. \((\zeta, \xi)\). Set \( \alpha^\varepsilon = \frac{1}{\varepsilon} \int \psi g^\varepsilon \). Then, as in the proof of Proposition \([8]\) we have

\[
\int X |f^\varepsilon - \frac{1}{\varphi} \alpha^\varepsilon| \, d\xi \rightarrow 0, \quad \int Z |g^\varepsilon - \frac{1}{\psi} \alpha^\varepsilon| \, d\zeta \rightarrow 0,
\]

and thus

\[
\begin{cases}
 f^\varepsilon \rightarrow \frac{1}{m} \frac{1}{\varphi} u, \\
 g^\varepsilon \rightarrow \frac{1}{m} \frac{1}{\psi} u,
\end{cases}
\]

where \( m = \int X \frac{1}{\varphi} \, d\xi + \int Z \frac{1}{\psi} \, d\zeta \).

We can now pass to the limit as \( \varepsilon \rightarrow 0 \) in \((5.28)\) and conclude that \( u \) satisfies the equation

\[
\partial_t u(t, x) = \sum_{i,j} \frac{1}{m} D_{ij} \partial_{x_i, \partial_{x_j}} u(t, x)
\]

\[
(5.29) \quad \text{with} \quad D_{ij} = \int Z \lambda_i K_1 \left( \frac{\lambda_j}{\varphi}, \frac{\mu_j}{\psi} \right) \, d\zeta + \int X \mu_i K_2 \left( \frac{\lambda_j}{\varphi}, \frac{\mu_j}{\psi} \right) \, d\xi.
\]

Unlike the radiative transfer example of the next section, the diffusion matrix \( D_{ij} \) cannot be computed explicitly for the mixture model.
6. Diffusion approximation for waves in random media

An important class of equations that falls under the above formalism comes from rather general symmetric hyperbolic systems of the form

\[ A(x) \frac{\partial u}{\partial t}(t, x) + \sum_i D^i \frac{\partial u}{\partial x^i}(t, x) = 0, \]

where \( u(0, x) = u_0(x) \),

\[ (6.1) \]

where \( u \) is a complex \( N \)-vector and \( x \in \mathbb{R}^3 \). The matrix \( A(x) \) is assumed to be symmetric and positive definite while the matrices \( D^i \) are symmetric and independent of \( x \) and \( t \). Three particular examples of models of this type are acoustic waves, electromagnetic waves and elastic waves.

If we define the Wigner distribution for the \( N \)-vector solutions of this system as the \( N \times N \) matrix

\[ W(t, x, k) = \frac{1}{(2\pi)^d} \int e^{ik \cdot x} u(t, x - \frac{y}{2}) u^*(t, x + \frac{y}{2}) \, dy, \]

where \( u^* = \bar{u}^\dagger \) is the conjugate transpose of \( u \). Then \( W(t, x, k) \) satisfies a certain transport equation. For the above-mentioned examples this equation looks like the equation for radiative transfer (\( \Pi \)).

The general reference we are following is [22], from where we take the notation used here.

We want to understand this type of equation with small random perturbations, considering instead the system

\[ A(x) \{ I + \varepsilon^{1/2} V \left( \frac{x}{\varepsilon} \right) \} \frac{\partial u^\varepsilon}{\partial t} + \sum_i D^i \frac{\partial u^\varepsilon}{\partial x^i} = 0, \]

where \( V(x) \) is a matrix-valued random process with zero mean, statistically homogeneous in \( x \). In this case it is necessary to consider the scaled Wigner distribution matrix

\[ W^\varepsilon(t, x, k) = \frac{1}{(2\pi)^d} \int e^{ik \cdot x} u^\varepsilon(t, x - \varepsilon \frac{y}{2}) u^\varepsilon^*(t, x + \varepsilon \frac{y}{2}) \, dy. \]

To understand the behavior of \( W^\varepsilon \) we can formally expand it in terms of \( \varepsilon \) with a new “fast” variable \( \xi = x/\varepsilon \)

\[ W^\varepsilon(t, x, k) = W^{(0)}(t, x, k) + \varepsilon^{1/2} W^{(1)}(t, x, \xi, k) + \varepsilon W^{(2)}(t, x, \xi, k) + \ldots . \]

Then the statistical average of \( W^\varepsilon, \langle W^\varepsilon \rangle \) should be close to \( W^{(0)} \) and satisfy the radiative transfer-like transport equation

\[ \frac{\partial W}{\partial t} + k \cdot \nabla_x W = \bar{L}W, \]

where

\[ \bar{L}W(x, k) = 4\pi \int \tilde{R}(p - k) \delta(k^2 - p^2) (W(x, p) - W(x, k)) \, dp. \]

We can expand \( W^{(0)}(t, x, k) \) as

\[ W^{(0)}(t, x, k) = \sum_{\tau, i, j} a_{ij}^\tau(t, x, k) B^{\tau, ij}(x, k), \]

where \( a_{ij}^\tau \) are scalar functions and \( B^{\tau, ij} \) are \( N \times N \) matrices defined in terms of the eigenvectors of the dispersion matrix of the system (see [22] for details). Under the
appropriate diffusive scaling, \( t \to \varepsilon^2 t, \ x \to \varepsilon x \), we expect to obtain in the limit a diffusion equation for the coherence matrices.

6.1. **Diffusive limit for acoustic waves.** The acoustic wave equations for velocity and pressure, \( u \) and \( p \), are

\[
\frac{\partial u}{\partial t}(t, x) + \nabla p(t, x) = 0,
\]

\[
\frac{\partial p}{\partial t}(t, x) + \text{div} u(t, x) = 0,
\]

with \( t \geq 0, \ x \in \mathbb{R}^3 \). In the general case both the density \( \rho(x) \) and the compressibility \( \kappa(x) \) depend on \( x \). We will consider only the homogeneous background case, \( \rho, \kappa = \text{const} \). The sound speed is then constant, \( v = \frac{1}{\sqrt{\kappa \rho}} \).

In the absence of polarization the radiative transport system simplifies, and it is enough to consider one scalar equation for the amplitude:

\[
\varepsilon^2 \frac{\partial a^\varepsilon}{\partial t} + \varepsilon v \hat{k} \cdot \nabla_x a^\varepsilon = \int_{|k'|=|k|} |k'| \sigma(k, k') a^\varepsilon(k') d\Omega(\hat{k}') - \Sigma(|k|) a^\varepsilon(k).
\]

Here \( d\Omega \) is the unit sphere surface element, \( \hat{k} = k/|k| \) and the total scattering cross-section is

\[
\Sigma(|k|) = \int_{|k'|=|k|} \sigma(k, k') d\Omega(\hat{k}').
\]

In (6.4) and in the rest of this section, to simplify the notation we will often write \( a(k) \) for a function depending on \( (t, x, k) \) if no confusion can arise. We are considering only rotationally invariant scattering so that the differential scattering cross-section \( \sigma(k, k') \) is a nonnegative function of \( |k| \) and \( k \cdot k' \) only. We will write \( \sigma(r, \mu), r = |k| \) and \( \mu = k \cdot k' \) to denote this function.

This radiative transport equation for the amplitude \( a^\varepsilon \) is of the form of (1.4) with collision operator

\[
C(a)(k) = \int_{|k'|=|k|} \sigma(|k|, \hat{k} \cdot \hat{k}') a(k') d\Omega(\hat{k}') - \Sigma(|k|) a(k).
\]

In this case the kinetic variable is \( \hat{k} = \omega \in S^2 \) and \( r = |k| \) acts as a parameter. The averaging is done on spheres

\[
w(t, x, r) = \int_{|k|=r} a(k) d\Omega(\hat{k}),
\]

so the limit is an equation for a function of \( (t, x, r) \). The “mass” \( w(t, x, r) \) represents the average of the amplitudes \( a^\varepsilon(t, x, k) \) over all (unit) directions of wave vectors \( k \) with \( |k| = r \). Note that the integration is carried over the unit sphere and \( d\Omega(\hat{k}) \) is the surface measure of the unit sphere.

6.2. **Hypotheses for the model.** Now we check that the hypotheses (h0)–(h5) and assumptions (a1) and (a2) are all satisfied for this model. Note that here we are considering a vector-valued kinetic variable \( k \).
6.2.1. Hypotheses. Hypothesis (H0) is obvious. To show that (H1) holds take any function \(a\) and integrate the collision term

\[
\int_{|\mathbf{k}|=r} C(a)(\mathbf{k})d\Omega(\hat{\mathbf{k}})
\]

\[
= \int_{|\mathbf{k}|=|\mathbf{k}'|=r} \int \sigma(|\mathbf{k}|, \hat{\mathbf{k}} \cdot \hat{\mathbf{k}}') a(\mathbf{k}') d\Omega(\hat{\mathbf{k}}') d\Omega(\hat{\mathbf{k}}) - \int \Sigma(|\mathbf{k}|) a(\mathbf{k}) d\Omega(\hat{\mathbf{k}})
\]

\[
= \int_{|\mathbf{k}'|=r} a(\mathbf{k}') \Sigma(|\mathbf{k}'|) d\Omega(\hat{\mathbf{k}}') - \int \Sigma(|\mathbf{k}|) a(\mathbf{k}) d\Omega(\hat{\mathbf{k}}) = 0.
\]

This means that \(w(r) = \int a(\mathbf{k})d\mathbf{k}\) is the conserved quantity in (6.4).

The operator \(C\) is negative in \(L^2\) (22)

\[
\int_{|\mathbf{k}|=r} C(a)(\mathbf{k})a(\mathbf{k})d\Omega(\hat{\mathbf{k}})
\]

\[
= -\frac{1}{2} \int_{|\mathbf{k}|=r} (a(\mathbf{k}) - a(\mathbf{k}'))^2 \sigma(|\mathbf{k}|, \hat{\mathbf{k}} \cdot \hat{\mathbf{k}}') d\Omega(\hat{\mathbf{k}}') d\Omega(\hat{\mathbf{k}}) \leq 0.
\]

Solutions of \(C(a)(\mathbf{k}) = 0\) are of the form \(a(\mathbf{k}) = M_a(|\mathbf{k}|)\). These are precisely the Maxwellians, which can be parameterized in terms of their mass \(w(r)\). Also, \(C\) defines a contraction in \(L^1\): Given two functions \(a\) and \(\tilde{a}\),

\[
\int_{|\mathbf{k}|=r} \int_{|\mathbf{k}'|=|\mathbf{k}|} \sigma(|\mathbf{k}|, \hat{\mathbf{k}} \cdot \hat{\mathbf{k}}')(a(\mathbf{k}') - \tilde{a}(\mathbf{k}')) d\Omega(\hat{\mathbf{k}}') d\Omega(\hat{\mathbf{k}})
\]

\[
\leq \int_{|\mathbf{k}'|=r} |a(\mathbf{k}') - \tilde{a}(\mathbf{k}')| \int_{|\mathbf{k}|=r} \sigma(|\mathbf{k}'|, \hat{\mathbf{k}} \cdot \hat{\mathbf{k}}') d\Omega(\hat{\mathbf{k}}') d\Omega(\hat{\mathbf{k}})
\]

\[
= \int_{|\mathbf{k}'|=r} |a(\mathbf{k}') - \tilde{a}(\mathbf{k}')| \Sigma(|\mathbf{k}'|) d\Omega(\hat{\mathbf{k}}'),
\]

hence (H2) follows.

Finally we obtain (H1) from the following H-Theorem. For fixed \(r > 0\) multiplying (6.4) by \(a^\varepsilon\) and integrating over the unit sphere of wave number directions with \(|\mathbf{k}| = r\) we obtain

\[
\partial_t \int_{|\mathbf{k}|=r} (a^\varepsilon)^2 d\Omega(\hat{\mathbf{k}}) + \frac{\nu}{\varepsilon} \text{div}_x \int_{|\mathbf{k}|=r} \hat{\mathbf{k}} (a^\varepsilon)^2 d\Omega(\hat{\mathbf{k}})
\]

\[
+ \frac{1}{\varepsilon^2} \int_{|\mathbf{k}|=|\mathbf{k}'|=r} \sigma(r, \hat{\mathbf{k}} \cdot \hat{\mathbf{k}}')(a^\varepsilon(\mathbf{k}') - a^\varepsilon(\mathbf{k}))^2 d\Omega(\hat{\mathbf{k}}) d\Omega(\hat{\mathbf{k}}') = 0.
\]
From here we have that for any $T > 0$

$$
\int_0^T \int_{|k|=r} |a^\varepsilon(t,x,k) - w^\varepsilon(t,x,r)| d\Omega(\hat{k}) d\Omega(k) dt
\leq \int_0^T \int_{|k|=|k'|=r} |a^\varepsilon(k) - a^\varepsilon(k')| d\Omega(\hat{k}) d\Omega(\hat{k'}) d\Omega(k') dt
\leq K^{st} \varepsilon^2 \|a^\varepsilon\|_{L^2}.
$$

6.2.2. Assumptions $(a1)$, $(a2)$, $(h4)$ and $(h5)$. Now taking two functions $a$ and $\bar{a}$ in $L^1(S^2)$ we have

$$
\int \int_{|k|=r} |C(a) - C(\bar{a})| d\Omega(\hat{k}) d\Omega(k) \leq K^{st} \int |a - \bar{a}| d\Omega(\hat{k}) d\Omega(k),
$$

which implies $(a1)$. Assumption $(a2)$ is obvious. Since for a Maxwellian function $M_a$

$$
\int_{|k|=r} \hat{k} M_a(|k|) d\Omega(\hat{k}) = 0,
$$

the structural hypothesis $(h3)$ is automatically satisfied. In order to calculate the formal limit (see section 4) we need to invert the problem

$$
(C'(\phi_0), \phi_1) = v \hat{k} \cdot \nabla_x \phi_0
$$

for a Maxwellian $\phi_0$. In our case this equation is

$$(6.5) \int_{|k'|=|k|} \sigma(|k|, \hat{k} \cdot \hat{k'}) \phi_1(k') d\Omega(\hat{k'}) - \Sigma(|k|) \phi_1(k) = v \hat{k} \cdot \nabla_x \phi_0,$$

where $\phi_0 = \phi_0(t,x,|k|)$.

Following [22 Section 5.1] the function $\hat{k} \cdot \nabla_x \phi_0(t,x,|k|)$ is an eigenfunction of the operator $A$ defined by

$$
A f(k) = \int_{|k'|=|k|} \sigma(|k|, \hat{k} \cdot \hat{k'}) f(k') d\Omega(\hat{k'}),
$$

corresponding to the eigenvalue

$$
\lambda(|k|) = 2\pi \int_{-1}^{1} \sigma(|k|, \mu) d\mu.
$$
This can be seen as follows. Fix \( k = r \hat{k}, \ a \in \mathbb{R}^3 \) and let \( Q \) be a rotation such that \( Qk = e_1 \), the first unit vector. Then, \( k \cdot a = e_1 \cdot Qa \) and
\[
A(k \mapsto \hat{k} \cdot a)(k) = \int_{|k'|=r} \sigma(|k|, \hat{k} \cdot k')(\hat{k}' \cdot a) d\Omega(\hat{k}') \\
= \int_{|k'|=r} \sigma(r, Q\hat{k} \cdot \hat{k}'')(Q^T \hat{k}'' \cdot a) d\Omega(\hat{k}'') \\
= \int_{|k'|=r} \sigma(r, \hat{k}' \cdot e_1) (\hat{k}' \cdot \sum_j (Qa) e_j) d\Omega(\hat{k}') \\
= (2\pi \int_{-1}^1 \sigma(r, \mu) d\mu) \hat{k} \cdot a,
\]
where we used \((Qa)_1 = \hat{k} \cdot a\), the substitution \( \hat{k}'' = Q\hat{k}' \) and the formula
\[
\int \sigma(r, \hat{k}') \hat{k}' d\Omega(\hat{k}') = (2\pi \int_{-1}^1 \sigma(r, \mu) d\mu) \delta_{ij}
\]
(which is seen by expressing the integral in spherical coordinates).

A special solution of (6.5) is
\[
\Phi_1(t, x, k) = -\frac{v}{\Sigma(|k|) - \lambda(|k|)} \hat{k} \cdot \nabla_x \phi_0(t, x, |k|).
\]
The null space of \( C'\phi_0 = C(\cdot) \) is the family of Maxwellians, thus the general solution of (6.5) is
\[
\phi_1(t, x, k) = \Phi_1(t, x, k) + \theta(t, x, |k|).
\]

From (1.5), the total mass
\[
w(t, x, r) = \int_{|k|=r} \phi_0(t, x, |k|) d\Omega(\hat{k}) = 4\pi \phi_0(t, x, r)
\]
satisfies the parabolic equation
\[
\partial_t w(t, x, r) = \partial_x_i \partial_x_j \int_{|k|=r} \hat{k}_i \hat{k}_j \frac{v^2}{\Sigma(|k|) - \lambda(|k|)} \phi_0(t, x, |k|) d\Omega(\hat{k}) \\
= \frac{1}{3} \frac{v^2}{\Sigma(|k|) - \lambda(|k|)} \Delta_x w(t, x, r).
\]

6.3. Compactness. We will now complete the rigorous validation of the diffusive limit by establishing the compactness assumption.

**Theorem 9.** If the initial data satisfies
\[
(6.6) \quad \sup_{\varepsilon > 0} \|a_0^\varepsilon\|_{L^\infty} + \|a_0^\varepsilon\|_{L^1} + \|D_x a_0^\varepsilon\|_{L^1} < \infty,
\]
then, for \( r \) fixed, \( \{w^\varepsilon(\cdot, \cdot, r)\} \) is sequentially precompact in \( C([0, T], L^1_{loc}(\mathbb{R}^3)) \) and any limit point \( w \) solves, in the dissipative sense, the diffusion equation
\[
\partial_t w(t, x, r) = \text{div}_x [D(r) \nabla_x w(t, x, r)],
\]
where the diffusion coefficient is as in [22]

\[ D(|k|) = \frac{\nu^2}{3(\Sigma(|k|) - \lambda(|k|))} . \]

The proof is based on the following lemma.

**Lemma 10.** For initial data satisfying (6.6), the set \( \{w^\varepsilon(\cdot, r)\} \) is, for each fixed \( r \), sequentially precompact in \( C([0, T], L^1_{\text{loc}}(\mathbb{R}^3)) \).

**Proof.** This compactness is obtained by an argument analogous to Proposition 7. However, we need to invert the collision operator in order to obtain the same estimate. Consider the linear integral equation

\[ g(k) = \Sigma(|k|)f(k) - \int_{|k'| = |k|} \sigma(|k|, \hat{k} \cdot \hat{k}') f(k') d\Omega(\hat{k}') \]

\[ =(\Sigma I - A)(f)(k), \]

where \( I \) is the identity operator and \( A \) is a compact operator, both operators defined from \( X := L^1(S^2) \) to \( X \) itself. The kernel of \( \Sigma I - A \) is \( N_M \), the set of Maxwellians, and has dimension 1. From the Fredholm theory for compact operators (see for example [18] for details) the range \( R(\Sigma I - A) \) is closed and has codimension one. In fact it is also true that \( N_M \) is the complementary space to the range, and we can invert the restriction of \( \Sigma I - A \) on the quotient spaces:

\[ \Sigma I - A : X/N_M \to X/N_M, \]

The inverse is a bounded linear operator:

\[ (6.7) \quad \|Kg\|_{L^1(S^2)} \leq \|K\| \|g\|_{L^1(S^2)}, \quad \text{for } g \in X/N_M. \]

Now consider the equation (6.4). On the one hand we have

\[ \partial_t w^\varepsilon + \nu \varepsilon \text{div}_x \int_{|k| = r} ka^\varepsilon d\Omega(\hat{k}) = 0. \]

On the other hand, upon inverting (6.4), we obtain

\[ \frac{1}{\varepsilon}a^\varepsilon = (\Sigma I - A)^{-1} \left( -\varepsilon \partial_t a^\varepsilon - \nu \hat{k} \cdot \nabla_x a^\varepsilon \right) \]

\[ = -\varepsilon \partial_t K(a^\varepsilon) - \nu \partial_x K(\hat{k}, a^\varepsilon), \]

and therefore \( w^\varepsilon \) satisfies the approximation equation

\[ (6.8) \quad \partial_t \left( w^\varepsilon - \varepsilon \nu \partial_x H^\varepsilon_i \right) = v^2 \partial_{x_i} \partial_{x_j} G^\varepsilon_{ij}, \]

with \( H^\varepsilon_i = \int_{|k| = r} \hat{k}_i K(a^\varepsilon) d\Omega(\hat{k}) \) and \( G^\varepsilon_{ij} = \int_{|k| = r} \hat{k}_j K(\hat{k}, a^\varepsilon) d\Omega(\hat{k}). \)

The \( L^1 \)-contraction property and the uniform BV bounds for the data (6.6) imply estimates for the \( L^1 \)-moduli of continuity:

\[ \int_{|k| = r} \int |a^\varepsilon(t, x + h, k) - a^\varepsilon(t, x, k)| d\Omega(\hat{k}) dx \leq K^\varepsilon |h| \]
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and, using \(6.7\),
\[
\int |H^\varepsilon(t, x + h, r) - H^\varepsilon(t, x, r)|dx \leq K^\varepsilon |h|,
\]
\[
M_{G^\varepsilon}(\tau, h) = \int_{\tau}^{\tau+\tau} \sup_{|y|<|h|} \int |G^\varepsilon_{ij}(s, x + y, r) - G^\varepsilon_{ij}(s, x, r)|dxds
\]
\[
\leq K^\varepsilon \int_{\tau}^{\tau+\tau} \int |a^\varepsilon(s, x + h, k) - a^\varepsilon(s, x + h, k)|d\Omega(\hat{k})dxds
\]
\[
\leq K^\varepsilon |\tau||h|. 
\]
We then deduce the compactness of \(\{w^\varepsilon\}\) by using Lemma \ref{Lemma:Compactness} and an argument as in the proof of Proposition \ref{Proposition:Compactness}.

**Proof of Theorem 9.** Fix \(\tau > 0\). Along a subsequence,
\[
w^\varepsilon(t, x, r) = \int_{|k|=r} a^\varepsilon(t, x, k) d\Omega(\hat{k}) \to w(t, x, r) \quad \text{for a.e.} \ (t, x).
\]
From the H-estimate
\[
\int_{0}^{T} \int_{|k|=r} |a^\varepsilon(t, x, k) - w^\varepsilon(t, x, r)| d\Omega(\hat{k}) dx dt \to 0,
\]
\[
a^\varepsilon(t, x, k) \to 4\pi w(t, x, r) \quad \text{for a.e.} \ (t, x) \text{ and } d\Omega\text{-a.e. } \hat{k}.
\]
At this point we have validated \ref{Conditions:Compactness} and \ref{Conditions:Compactness2}, and we can conclude by invoking Theorem \ref{Theorem:Compactness}. In any case we also give a formal direct argument. We can pass to the limit in \ref{Equations:Compactness} using \ref{Equations:Compactness2} and the fact that \(H^\varepsilon\) is uniformly bounded in \(BV\) to conclude that \(w\) satisfies
\[
\partial_t w = v^2 \partial_x \partial_x A_{ij} \int k_i K(wk_j) d\Omega(\hat{k}).
\]
Note that \(g_j = K(k_j w)\) if and only if \((\Sigma I - A)g_j = wk_j\), hence \ref{Equations:Compactness2} implies \(g_j = \frac{\Sigma}{\lambda - \Sigma} k_j\) and \(w\) satisfies
\[
\partial_t w = \frac{\Sigma(r) - \lambda(r)}{\Sigma(r) - \lambda(r)} \partial_x \partial_x A_{ij} \int k_i k_j d\Omega(\hat{k}) = D(r) \Delta w.
\]

7. **Compactness of mass in the diffusive scaling**

In this section we establish the compactness property \ref{Conditions:Compactness2} in the diffusive scaling
\[
\partial_t f^\varepsilon + \frac{1}{\varepsilon} a(\xi) \cdot \nabla_x f^\varepsilon = \frac{1}{\varepsilon^2} C(f^\varepsilon),
\]
\[
f^\varepsilon(0, x, \xi) = f_0^\varepsilon(x, \xi).
\]
Apart from \ref{Conditions:Compactness} and \ref{Conditions:Compactness3}, we need some extra assumptions on the linearized collision operator (see below). (These are not too restrictive and are valid for the examples of section \ref{Examples:Compactness} and \ref{Examples:Compactness2}.) We also need a strengthened version of \ref{Conditions:Compactness1},
\[
(f'') \quad \int_{0}^{T} \int |f^\varepsilon - M(w^\varepsilon)|^2 dx d\xi dt = O(\varepsilon^2) \quad \text{as } \varepsilon \to 0,
\]
which in applications follows from an H-theorem.
In the Taylor expansion (4.7),
\[ C(f_0 + f_1) = C(f_0) + C'(f_0)f_1 + C''(f_0): (f_1, f_1), \]
\[ \tilde{C''}(f_0): (f_1, f_1) := \left\{ \int_0^1 \int_0^t C''(f_0 + sf_1) \, ds \, dt, (f_1, f_1) \right\}, \]
we set \( f_0 = M^\varepsilon := M(u^\varepsilon) \) and \( f_1 = f_{3_M}^\varepsilon := f^\varepsilon - M^\varepsilon \), and use it along with (1.4) in (7.3) to obtain
\[ \frac{1}{\varepsilon} C'(M^\varepsilon) f_{3_M}^\varepsilon = \varepsilon \partial_t f^\varepsilon + a(\xi) \cdot \nabla_x f^\varepsilon - \frac{1}{\varepsilon} \tilde{C''}(M^\varepsilon): (f_{3_M}^\varepsilon, f_{3_M}^\varepsilon). \]

If we follow the compactness statements we proved in the previous sections we see that we want to invert the operator \( C_u := C'(M(u)) \) in order to estimate the second term of (1.5),
\[ \partial_t u^\varepsilon + \frac{1}{\varepsilon} \text{div}_x \int a(\xi)f^\varepsilon \, d\xi = 0, \]
which due to (1.4) we can write as
\[ \partial_t u^\varepsilon + \frac{1}{\varepsilon} \text{div}_x \int a(\xi)(f^\varepsilon - M(u^\varepsilon)) \, d\xi = 0. \]

This motivates the following assumptions for the collision operator. Let \( X = L^1(\mathbb{R}), N(u) \) be the null space of \( C_u \) and let \( R(u) \) be its range. We will assume that
\[ \text{dim } N(u) = \text{codim } R(u) = 1 \text{ for every } u \in \mathbb{R}. \]
Note that the first part of (1.5) already implies \( \text{dim } N(u) = 1 \). Of course we can define the inverse of \( C_u \) on \( R(u) \) with values in the quotient space \( X/N(u) \) or equivalently in a complementary space to \( N(u) \), \( R^*(u) \),
\[ D_u := C_u^{-1} : R(u) \rightarrow R^*(u), \]
which is bounded due to the fact that \( R(u) \) is the range of a linear operator with finite codimension, and thus closed. It is convenient however to consider a pseudoinverse of \( C_u \), which is guaranteed to exist since this operator has finite index: There exist operators \( T_u, K_{1,u}, K_{2,u} : X \rightarrow X \), \( T_u \) bounded, \( K_{1,u} \) and \( K_{2,u} \) compact, such that
\[ T_u C_u = I + K_{1,u} \text{ and } C_u T_u = I + K_{2,u}, \]
where \( I \) is the identity. We will use this in particular in the following way. Given \( g \in R^*(u) \) and \( h \) in \( X \) such that
\[ C_u(g) = h, \]
obviously \( h \in R(u) \). Since \( g \) is in the complementary space \( R^*(u) \), we can invert this relation and get
\[ g = D_u h = D_u I h = D_u (C_u T_u - K_{2,u}) h \]
\[ = D_u C_u T_u h - D_u K_{2,u} h \]
\[ = T_u h - D_u K_{2,u} h. \]
Note that since both \( h \) and \( C_u T_u h \) are in \( R(u) \), then so is \( K_{2,u} h \), so that the last expression is well defined. Note also that the operator \( D_u K_{2,u} \) is compact, defined on the whole space \( X \) and thus
\[ g = S_u h, \]
where $S_u : X \to X$ is a bounded operator. We further assume that this operator depends smoothly on the parameter $u$ and is uniformly bounded:

\[(h7) \quad \|S_u g\|_X \leq \kappa_1 \|g\|_X,\]

for some constant $\kappa_1$ independent of $u$, and

\[(h8) \quad \left\{ \begin{array}{ll}
\text{The mapping } & \mathbb{R} \ni u \mapsto S_u \in \mathcal{L}(X, X) \\
\text{is } C^2 \text{ with respect to the norm topology, and its} \\
\text{derivatives are bounded uniformly in } u.
\end{array} \right.\]

We will denote the first derivative of $S_u$ by $L_u$ and the second by $J_u$.

Finally, in order to control the second order term, we assume \((h1)\) and that the collision operator is twice differentiable and satisfies

\[(h9) \quad \|C''(h) : (g, g)\|_X \leq \kappa_2 \|g\|_X^2, \quad \text{for every } h \in L^\infty \cap L^1(\mathbb{R}^4),\]

where $\kappa_2$ is a constant independent of $h$.

With these assumptions we can state the following compactness result.

**Proposition 11.** With the above assumptions on the collision operator, \((h0), (h9),\) assumption \((h1)\), and for $|a(\xi)| \leq M$, if the initial data satisfies

\[
\sup_{\varepsilon > 0} \|f_{\varepsilon 0}\|_{L^\infty} + \|f_{\varepsilon 0}\|_{L^1} + \|D_x f_{\varepsilon 0}\|_{L^1} < \infty,
\]

then the set $\{u^\varepsilon\}$, where $u^\varepsilon(t, x) = \int f^\varepsilon(t, x, \xi) \, d\xi$, is sequentially precompact in $C([0, T], L^1_{\text{loc}}(\mathbb{R}^d))$ for any $T > 0$.

**Proof.** 1. From \((1.4)\) we obtained \((7.1)\). Using \((7.3)\) here we can write

\[
\frac{1}{\varepsilon} f_{\varepsilon M}^i = \varepsilon S_u \partial_t f^\varepsilon + S_u a \cdot \nabla_x f^\varepsilon - S_u g^\varepsilon,
\]

where

\[
g^\varepsilon := \frac{1}{\varepsilon} C'' : (f_{\varepsilon M}, f_{\varepsilon M}^i).
\]

We want to bring the derivatives in $t$ and $x$ out of the operator $S_u$, but since now this depends on $u^\varepsilon(t, x)$ we need to account for the derivative of the operator. Thus we have

\[
\varepsilon^{-1} f_{\varepsilon M}^i = \varepsilon \partial_t S_u (f^\varepsilon) + \sum_j \partial_x S_u (a_j f^\varepsilon) - S_u g^\varepsilon
\]

\[- L_u (\varepsilon u^\varepsilon f^\varepsilon) - L_u (f^\varepsilon a \cdot \nabla_x u^\varepsilon).
\]

Since $\varepsilon u^\varepsilon_t = - \text{div}_x \int a(\xi) f^\varepsilon d\xi$ we can rewrite the last identity in the form

\[
\varepsilon^{-1} f_{\varepsilon M}^i = \varepsilon \partial_t S_u (f^\varepsilon) + \sum_j \partial_x S_u (a_j f^\varepsilon) - S_u g^\varepsilon
\]

\[+ \sum_j \partial_{x_j} L_u \left( f^\varepsilon \int_{\xi'} a_j(\xi') f^\varepsilon(\xi') d\xi' - a_j f^\varepsilon \int_{\xi'} f^\varepsilon(\xi') d\xi' \right) .
\]

We now multiply this by $a_i(\xi)$ and integrate in $\xi$, substituting in \((7.2)\) to obtain

\[
\partial_t u^\varepsilon = - \frac{1}{\varepsilon} \sum_i \partial_{x_i} \int a_i(f^\varepsilon - \mathcal{M}(u^\varepsilon)) d\xi
\]

\[= \varepsilon \partial_t \text{div}_x A_\varepsilon - \text{div}_x B_\varepsilon + \sum_{i,j} \partial_{x_i} \partial_{x_j} \left( C_{\varepsilon ij} + D_{\varepsilon ij} \right),
\]

where

\[C_{\varepsilon ij} = \int a_i(\xi) f^\varepsilon(\xi) d\xi - \int a_i(f^\varepsilon) d\xi,
\]

\[D_{\varepsilon ij} = \int a_i(\xi) f^\varepsilon(\xi') d\xi' - \int a_i(f^\varepsilon) d\xi.
\]
where

\[ A_\varepsilon = \int a(\xi)S_u f^\varepsilon d\xi, \quad B_\varepsilon = \int a(\xi)S_u g^\varepsilon d\xi, \quad C_{ij}^\varepsilon = \int a_i S_u (a_j f^\varepsilon) d\xi \]

and

\[ D_{ij}^\varepsilon = \int a_i L_a \left( f^\varepsilon \int_{\xi'}^{\xi} (a_j(\xi') - a_j(\xi)) f^\varepsilon(\xi') d\xi' \right) d\xi. \]

2. The idea now is the same as in the proof of Lemma 10. From the contraction property and the BV bounds on the initial data we get an \( L^1 \)-modulus of continuity for \( u^\varepsilon \) in \( x \). To estimate the \( t \)-modulus of continuity we need to estimate the \( x \)-modulus of continuity of the terms on the right-hand side of (7.4). This now requires more technical computations since the operators involved in these terms depend on \( x \) through \( u^\varepsilon \).

3. Estimate for \( A_\varepsilon \)

\[
\int |A_\varepsilon(x + h) - A_\varepsilon(x)| \, dx = \int \int a(\xi) (S_u(x + h) f^\varepsilon(x + h) - S_u(x) f^\varepsilon(x)) \, d\xi \, dx \leq \int \int a(\xi) (S_u(x + h) - S_u(x)) f^\varepsilon(x + h) \, d\xi \, dx + \int \int a(\xi) S_u(x) (f^\varepsilon(x + h) - f^\varepsilon(x)) \, d\xi \, dx =: A^1 + A^2.
\]

Since we can write

\[
(S_u(x + h) - S_u(x)) f = \int_0^1 (u^\varepsilon(x + h) - u^\varepsilon(x)) L_v(s) f \, ds,
\]

where \( v(s) := su^\varepsilon(x + h) + (1 - s)u^\varepsilon(x) \), for the first of the above terms we have

\[
A^1 \leq M \int |u^\varepsilon(x + h) - u^\varepsilon(x)| \int_0^1 \int L_v(s) f^\varepsilon(x + h) \, d\xi \, ds \, dx \leq K^{st} \int |u^\varepsilon(x + h) - u^\varepsilon(x)| \|u^\varepsilon(\cdot + h)\|_{L^\infty} = O(\|h\|).
\]

Here we have used the \textit{a priori} \( L^\infty \) bounds, (H8) and the \( x \)-modulus of continuity of \( u^\varepsilon \). For the second term, \( A^2 \), similarly we have

\[
A^2 = \int \int a(\xi) S_u (f^\varepsilon(x + h) - f^\varepsilon(x)) \, d\xi \, dx \leq K^{st} \int |f^\varepsilon(x + h) - f^\varepsilon(x)| \, d\xi \, dx = O(\|h\|),
\]

together with (7.5)

\[
\int |A_\varepsilon(x + h) - A_\varepsilon(x)| \, dx = O(\|h\|).
\]
4. Estimates for $C_{ij}^\varepsilon$ and $D_{ij}^\varepsilon$. The terms $C_{ij}^\varepsilon$ can be estimated exactly in the same way as above to obtain

$$\int |C_{ij}^\varepsilon(x + h) - C_{ij}^\varepsilon(x)| \, dx = O(|h|).$$

The same idea applies to the terms $D_{ij}^\varepsilon$, but for these we need to observe that the bound on the integrand is obtained in a slightly different way. More specifically we have

$$\int |D_{ij}^\varepsilon(x + h) - D_{ij}^\varepsilon(x)| \, dx$$

$$\leq \int |u^\varepsilon(x + h) - u^\varepsilon(x)| \int_0^1 \left| \int a(\xi) J_{u(x)} F^\varepsilon(x + h) \, d\xi \right| \, ds \, dx$$

$$+ \int \left| \int a(\xi) L_{u(x)} (F^\varepsilon(x + h) - F^\varepsilon(x)) \, d\xi \right| \, dx,$$

where

$$F^\varepsilon = f^\varepsilon \int (a(\xi') - a(\xi)) f^\varepsilon(\xi') \, d\xi'.$$

Since

$$\int |F^\varepsilon(t, x, \xi)| \, d\xi \leq K^{st} \|f^\varepsilon(t, x, \cdot)\|_{L^1(\mathcal{X})} \leq K^{st},$$

using again (h8) we have the same type of estimate for the first of the above integrals:

$$\int |u^\varepsilon(x + h) - u^\varepsilon(x)| \int_0^1 \left| \int a(\xi) J_{u(x)} F^\varepsilon(x + h) \, d\xi \right| \, ds \, dx \leq K^{st} |h|.$$ 

To estimate the second integral note that

$$|F^\varepsilon(x + h) - F^\varepsilon(x)| \leq K^{st} \left| f^\varepsilon(x + h) - f^\varepsilon(x) \right| \|f^\varepsilon\|_{L^1(\mathcal{X})}$$

$$+ K^{st} \|f^\varepsilon\|_{L^1(\mathcal{X})},$$

Hence again from (h8) we finally get

$$\int |D_{ij}^\varepsilon(x + h) - D_{ij}^\varepsilon(x)| \, dx = O(|h|).$$

5. Estimate for $B_\varepsilon$. For the term $B_\varepsilon$, as there is no information on its modulus of continuity, we proceed to show it gives rise to an error term. From (h7), (h9) and (h10) we obtain

$$\int_0^t \int |B_\varepsilon(t, x)| \, dx \, dt = \int_0^t \int |S_\varepsilon g^\varepsilon \, d\xi| \, dx \, dt \leq K^{st} \int_0^t \int |g^\varepsilon| \, d\xi \, dx \, dt$$

$$= \int_0^t \int \int |\frac{1}{\varepsilon} C'' : (f_M^\varepsilon, f_M^\varepsilon) \, d\xi| \, dx \, dt \leq K^{st} \frac{1}{\varepsilon} \int_0^t \int |f^\varepsilon - \mathcal{M}^\varepsilon|^2 \, d\xi \, dx \, dt$$

$$= O(\varepsilon).$$

6. Proceeding as in the proof of Proposition 7, we use (7.5), (7.8), (7.6) and (7.7) to obtain

$$\int |u^\varepsilon(t + \tau, x) - u^\varepsilon(t, x)| \, dx \leq K^{st} \left( \delta + \varepsilon + \frac{1}{\delta} + \tau h \left( \frac{1}{\delta^2} + \frac{1}{h^2} \right) \right).$$
where the last three terms are the respective contributions of the last three terms in the right hand side of (7.4). Optimizing in $\delta$ and $h$ we again obtain

$$\int |u^\varepsilon(t+\tau,x)-u^\varepsilon(t,x)| \, dx \leq K^{st}\left(\varepsilon(1+\frac{1}{\tau^{1/2}})+\tau^{1/2}\right).$$

7. Recall now that

$$\int |u^\varepsilon(s,x+h)-u^\varepsilon(s,x)| \, dx \leq K^{st}\omega(h).$$

For each fixed $s$ we choose a subsequence $\{u^\varepsilon_n\}$ such that $u^\varepsilon_n(s,\cdot) \to u(s,\cdot)$ in $L^1(V)$, where $V$ is a compact subset of $\mathbb{R}^d$. By a diagonal argument we can extract a subsequence (still denoted by $\{u^\varepsilon_n\}$) for which this holds for every $s \in \mathbb{Q}$.

We want to show that $\{u^\varepsilon_n\}$ is a Cauchy sequence in $C([0,T];L^1(V))$. Given $\delta > 0$, choose $\tau < \delta^2$ and let $s_1 < \ldots < s_l$ be rationals in $[0,T]$ such that $s_1, s_{i+1} - s_i$ and $T - s_l$ are all less than $\tau/2$. Then, for any $t \in [0,T]$ we can find a $j$ such that $|t-s_j| < \tau$, and hence for any $n$ and $m$, using (7.9) we have

$$\int_V |u^\varepsilon_n(t,x)-u^\varepsilon_m(t,x)| \, dx$$

$$\leq \int_V |u^\varepsilon_n(t,x)-u^\varepsilon_n(s_j,x)| \, dx + \int_V |u^\varepsilon_n(s_j,x)-u^\varepsilon_m(s_j,x)| \, dx$$

$$+ \int_V |u^\varepsilon_m(s_j,x)-u^\varepsilon_m(t,x)| \, dx$$

$$\leq \left(\varepsilon_n + \varepsilon_m + 2\delta\right) + \sup_{1 \leq i \leq l} \int_V |u^\varepsilon_n(s_i,x)-u^\varepsilon_m(s_i,x)| \, dx.$$ We can now choose $n$ and $m$ large enough to make this quantity less than, say, $4\delta$.

\textit{Remark.} It is clear that even though we have compactness in $L^1$, it is not possible to obtain the limiting equation with traditional techniques without further estimates. This is certainly a strength of using dissipative solutions. It should be pointed though that, for degenerate parabolic equations, it is not clear whether the framework of dissipative solutions provides uniqueness, as is the case with the entropy solutions of Chen-Perthame [8]. The latter, however, require much stronger regularity assumptions that are avoided here. For strictly parabolic equations the notions of strong and dissipative solutions are equivalent.
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