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Abstract. We study some of the properties of the solution system \( \{ e^{i\lambda_n t} \} \) of the delay-differential equation \( y'(t) = ay(t-1) \). We first establish some general results on the stability of the completeness of exponential systems in \( L^2 \) and then show that the solution system above is always complete, but is not an unconditional basis in \( L^2(-1/2, 1/2) \).

1. Introduction

It is well known that the solutions of differential-difference equations can be expressed as (an infinite) sum of exponentials \( \sum c_n e^{i\lambda_n t} \) where each \( i\lambda_n \) is a characteristic root of the equation. For a “nice” initial condition \( g(t) \), say, belonging to \( C^0 \), or \( C^1 \), the summation is known to converge pointwise to the solution it represents (see, for example, Bellman and Cooke [2]). In an attempt to better understand this representation, we were led to study the structure (e.g. completeness, basis or frame properties) of the exponential systems \( \{ e^{i\lambda_n t} \} \) when the \( i\lambda_n \) have a distribution similar to that of the characteristic roots of \( y'(t) = ay(t-1) \).

The study of exponential systems, often referred to as the theory of nonharmonic Fourier series (see [23, 26]), has its origin in the classical works of R. Paley and N. Wiener [15] and N. Levinson [13]. One of the famous early results in the theory is that the basis property of the trigonometric system \( \{ e^{int} \}_{-\infty}^{\infty} \) is stable in \( L^2(-\pi, \pi) \) in the sense that the system \( \{ e^{i\lambda_n t} \}_{-\infty}^{\infty} \) will always form a Riesz basis for \( L^2(-\pi, \pi) \) if \( |\lambda_n - n| \leq L < 1/4 \). M.I. Kadec [9], and R.M. Redheffer and R.M. Young [17] have shown \( \frac{1}{4} \) to be optimal. Many (but not all) of the subsequent results on the completeness, frames, basis or interpolation properties of exponential systems required that the \( \lambda_n \)’s be located in a strip parallel to the real axis (e.g. [26]) or nearby the zeroes of a function of sine type (e.g. [1]). These results did not apply to our case since for the sequences we wish to consider, the \( \lambda_n \)’s are located in a curvilinear strip. The few known results that allowed for a (slow) growth of the imaginary part of the \( \lambda_n \) did not apply directly to our setting either and first needed to be extended. One of the main purposes of this paper is to provide such an extension.

The paper is organized as follows. Section 2 contains basic definitions and notations, and a discussion of the characteristic roots of the equation \( y'(t) = ay(t-1) \)
in terms of the Lambert W functions, including a result on the asymptotic distributions of the roots. In Sections 3 and 4, we present and prove two theorems regarding the stability of the completeness property in $L^2$ of exponential systems under perturbations within a curvilinear strip. Previously imposed conditions in theorems of A.M. Sedletskii [18], and N. Fujii, A. Nakamura and R. Redheffer [6] and A.M. Sedletskii [23 §5.4, Theorem 5] have been relaxed. In Section 5, we apply Theorem 3.2 to special sequences related to the Lambert W functions $W_n(a)$. In particular, we show the completeness in $L^2((-\frac{1}{2}, \frac{1}{2}))$ of the system $\{e^{W_n(a)}t\}$. In Section 6, we show that the radius of completeness of the sequence $\{-iW_n(a)\}$ is equal to $\frac{1}{2}$, and thus that the main results of Section 5 cannot be derived from the powerful theorem of Beurling and Malliavin [3, 10].

2. Preliminaries

In this paper, we denote by $C$ (respectively by $R$) the set of all complex (respectively real) numbers. $Z$ denotes the set of all integers, and $\sum'$ and $\prod'$ mean summation and multiplication, respectively, through all the integers except 0. Unless otherwise specified, all sequences considered in this paper will be indexed by the integers from $-\infty$ to $\infty$.

We say that an entire function $f(z)$ is of exponential type $\gamma$ if there is a constant $A > 0$ such that

$$|f(z)| \leq Ae^{\gamma|z|}.$$ 

The totality of all entire functions of exponential type at most $\pi$ that are square integrable on the real axis is known as the Paley-Wiener space (see [24]) which is a Hilbert space with respect to the inner product $(f, g) = \int_{-\infty}^{\infty} f(x)g(x)dx$.

A system $\{e^{i\lambda_n}t\}$ of complex exponentials is closed in $L^p(-\gamma, \gamma)$, $1 \leq p < \infty$, if every $f \in L^p(-\gamma, \gamma)$ can be approximated in $L^p$ norm by (finite) linear combinations of the functions $e^{i\lambda_n}t$.

A system $\{e^{i\lambda_n}t\}$ of complex exponentials is complete in $L^p(-\gamma, \gamma)$, $1 \leq p < \infty$, if the relations

$$\int_{-\gamma}^{\gamma} f(t)e^{i\lambda_n}dt = 0$$

for all $n$ with $f \in L^p$ imply that $f = 0$ a.e. In this case $\{\lambda_n\}$ is called a complete sequence.

Duality shows that closure in $L^q$ is equivalent to completeness in $L^p$ if $\frac{1}{p} + \frac{1}{q} = 1$, and $1 < p < \infty$. Especially, when $p = q = 2$, completeness is equivalent to closure in $L^2(-\gamma, \gamma)$ (see [13] or [26]).

The following important result of N. Levinson establishes the deep connection that exists between completeness of sets of exponentials and entire functions.

**Proposition A** (N. Levinson, [13]). For the system $\{e^{i\lambda_n}t\}$ to be incomplete in $C(-\gamma, \gamma)$ (or in $L^p(-\gamma, \gamma)$, $1 < p < \infty$), it is necessary and sufficient that there exists a non-trivial entire function $f(z)$, which vanishes at every $\lambda_n$ and is expressible
in the form

\[ f(z) = \int_{-\gamma}^{\gamma} e^{itz} d\omega(t), \]

where \( \omega(t) \) is of bounded variation on \((-\gamma, \gamma)\) (or \( \omega(t) \in L^q(-\gamma, \gamma), 1/p + 1/q = 1 \)).

Note 2.1. Equation (2.1) defines a function of exponential type at most \( \gamma \) and thus, when \( p = 2 \) and \( \gamma = \pi \), the Plancherel Theorem shows that \( f \) in fact belongs to the Paley-Wiener space.

Definition 2.2. A complete system \( \{e^{i\lambda nt}\} \) in \( L^p \) that ceases to be complete when any one of its element is removed is said to be an exact complete system. When exactly \( m \) elements have to be removed (or added) in order that the new system be exact, then the excess \( E_p(\lambda) \) of the system is \( m \) (or \(-m\)).

Definition 2.3. A sequence \( \{f_1, f_2, \ldots\} \) in an infinite-dimensional Banach space \( X \) is said to be a Schauder basis for \( X \) if for each \( f \in X \), there is a unique sequence of scalars \( \{c_1, c_2, \ldots\} \) such that \( f = \sum_{n=1}^{\infty} c_n f_n \), i.e.

\[ \| f - \sum_{i=1}^{n} c_i f_i \| \to 0 \quad \text{as} \quad n \to \infty. \]

Henceforth, the term basis will always mean a Schauder basis.

To study the completeness of the solution system of the delay-differential equation \( y'(t) = ay(t-1) \), where \( a \) is a nonzero fixed real number, we need to understand the zeroes of its characteristic function \( g(z) = z - ae^{-z} \) as a function of the variable \( a \) as well as their asymptotic distribution.

Note that when \( a \neq -\frac{1}{e} \), all the zeroes of \( g(z) \) are simple and that when \( a = -\frac{1}{e} \), there is a double zero at \( z = -1 \). Assuming first that \( a \neq -\frac{1}{e} \) and that \( g(z) = 0 \), and writing \( z = z_1 + iz_2 = re^{i\phi} (-\pi < \phi \leq \pi) \), we get that

\[ (2.2) \quad \eta_1 = \log |a| - \log r \quad \text{and} \quad \eta_2 = \arg a + 2\pi n - \phi \]

for some \( n \in \mathbb{Z} \). Now assume that \( a \) is real. It is known (see [25] or [24]) that:

1. If \( a \) does not satisfy \(-\frac{1}{e} \leq a \leq 0 \), then there is a zero \( z_n \) corresponding to each integer \( n \in \mathbb{Z} \).

2. If \( a \) satisfies \(-\frac{1}{e} < a < 0 \), then there is a zero \( z_n \) corresponding to each integer \( n \in \mathbb{Z} \setminus \{-1, 0\} \), and to \( n = 0 \) there correspond two zeroes \( z_0 \) and \( z_{-1} \) satisfying \(-1 < z_0 < 0 \) and \( z_{-1} < -1 \). Noting that from (2.2) we cannot have \( n = -1 \) when \( a < 0 \) and \( z < 0 \), we still have a one-to-one correspondence between the zeroes of \( g \) and all the integers.

3. If \( a = -\frac{1}{e} \), there is a zero of order two at \(-1 \), and thus after setting \( z_0 = z_{-1} = -1 \), the zeroes of \( g \) are again in exact correspondence with all the integers.

To each integer \( n \), there thus corresponds a unique zero of \( g \) which depends on the variable \( a \). This defines a function \( W_n(a) \) called the Lambert \( W \) function (see [4]). The following asymptotic properties of these functions were obtained by S. Verblunsky in 1961.
Proposition B (S. Verblunsky, [24]). Suppose $W_n(a)$ is the Lambert $W$ function for $n \in \mathbb{Z}$, and $\alpha = \frac{\pi}{2\pi}$. Then

i) when $a > 0$, for all $n \neq 0$, we have

\[ W_n(a) = \left\{ \log \frac{\alpha}{|n|} + \frac{1}{4n} \text{sign}(n) + O\left(\frac{\log |n|}{n}\right)^2 \right\} \]

\[ + i\left\{ 2\pi(n - \frac{1}{4} \text{sign}(n)) + \frac{\log |n|}{2\pi n} + O\left(\frac{\log |n|}{n^2}\right) \right\}, \]

and $W_0(a) > 0$;

ii) when $-\frac{\pi}{e} < a < 0$, for all $n \in \mathbb{Z} \setminus \{-1, 0\}$, we have

\[ W_n(a) = \left\{ \log \frac{\alpha}{|n|} - \frac{1}{2n} \text{sign}(n) + O\left(\frac{\log |n|}{n}\right)^2 \right\} \]

\[ + i\left\{ 2\pi(n + \frac{1}{2} - \frac{1}{4} \text{sign}(n)) + \frac{\log |n|}{2\pi n} + O\left(\frac{\log |n|}{n^2}\right) \right\}, \]

and $-1 < W_0(a) < 0$, $W_{-1}(a) < -1$;

iii) when $a = -\frac{1}{e}$, we have (2.3) for all $n \in \mathbb{Z} \setminus \{-1, 0\}$, and $W_0(a) = W_{-1}(a) = -1$;

iv) when $a < -\frac{1}{e}$, we have (2.3) for all $n \in \mathbb{Z} \setminus \{0\}$, and $W_0(a)$ is not real.

Now for a nonzero real number $a$, we know that if $z_n$ satisfies $z_n e^{z_n} = a$, then $z_n$ also satisfies $\frac{1}{e} \pi n e^{-\pi} = a$. It follows that

1. if $a > 0$, $W_0(a)$ is real, and $\frac{1}{e} W_n(a) = W_{-n}(a)$ for all $n \geq 1$;
2. if $-\frac{1}{e} \leq a < 0$, only $W_0(a)$ and $W_{-1}(a)$ are real, and for all $n \geq 1$, we have $\frac{1}{e} W_n(a) = W_{-n-1}(a)$;
3. if $a < -\frac{1}{e}$, none of the $W_n(a)$ are real, and we have that $\frac{1}{e} W_n(a) = W_{-n-1}(a)$ for all $n \geq 0$.

For convenience, we modify the sequence and rescale the $W_n(a)$ in the following ways: When $a > 0$, we set

\[ V_n(a) = -\frac{i}{2\pi} W_n(a) \quad \text{for} \quad n \in \mathbb{Z}. \]

When $a < 0$, we set

\[ V_n(a) = \begin{cases} 
-\frac{i}{2\pi} W_n(a), & n > 0, \\
0, & n = 0, \\
-\frac{i}{2\pi} W_{n-1}(a), & n < 0.
\end{cases} \]

Furthermore we set $\rho_n(a) = \text{Re} V_n(a)$ and $\sigma_n(a) = \text{Im} V_n(a)$.

It follows that when $a < 0$, $\{V_n(a)\}$ has “one element less” than $\{W_n(a)\}$. But it gives us a nice symmetrical index on both sequences $\{\rho_n(a)\}$ and $\{\sigma_n(a)\}$. Indeed, from the definition of $V_n(a)$ and Proposition B, we immediately obtain:

Lemma 2.4. Define $V_n(a)$ and $\rho_n$ as above. Then $V_n(a) = -V_{-n}(a)$ and $\rho_n(a) = -\rho_{-n}(a)$ for all integers $n$ and (nonzero) real $a$. Moreover $V_n(a)$ has the following asymptotic property.
When \( a > 0 \),
\[
V_n(a) = \begin{cases} 
\{ n - \frac{1}{4} - \varepsilon_n^{(1)}(a) \} + i\{ \frac{1}{2\pi} \log |n| + O(1) \}, & n > 0, \\
\{ n + \frac{1}{4} + \varepsilon_n^{(1)}(a) \} + i\{ \frac{1}{2\pi} \log |n| + O(1) \}, & n < 0.
\end{cases}
\]

When \( a < 0 \),
\[
V_n(a) = \begin{cases} 
\{ n + \frac{1}{4} - \varepsilon_n^{(2)}(a) \} + i\{ \frac{1}{2\pi} \log |n| + O(1) \}, & n > 0, \\
\{ n - \frac{1}{4} + \varepsilon_n^{(2)}(a) \} + i\{ \frac{1}{2\pi} \log |n| + O(1) \}, & n < 0.
\end{cases}
\]

Here \( \varepsilon_n^{(j)}(a) = O\left( \frac{\log |n|}{|n|} \right) \) and \( \varepsilon_n^{(j)}(a) > 0 \), \( j = 1, 2 \), for sufficiently large \( n \) depending on \( a \).

We end this section by noting that the above rescaling of \( W_n(a) \) is of no consequence for the theory that follows. Indeed we have:

**Lemma 2.5.**

1. Let \( \mu_n = \sigma \lambda_n \), \( \sigma > 0 \). If \( \{e^{i\lambda_n t}\} \) is complete in \( L^p(-\gamma, \gamma), 1 < p < \infty \), then \( \{e^{i\mu_n t}\} \) is complete in \( L^p(-\gamma/\sigma, \gamma/\sigma), 1 < p < \infty \).
2. Let \( \mu_n = \lambda_n + \tau \). If \( \{e^{i\lambda_n t}\} \) is complete in \( L^p(-\gamma, \gamma), 1 < p < \infty \), then \( \{e^{i\mu_n t}\} \) is complete in \( L^p(-\gamma - \tau, \gamma - \tau), 1 < p < \infty \).

**Proof.** Let \( \mu_n = \sigma \lambda_n \). If \( \{e^{i\mu_n t}\} \) is not complete in \( L^p(-\frac{\gamma}{\sigma}, \frac{\gamma}{\sigma}) \), then by Proposition A, there exists an entire function \( g \) of the form
\[
g(z) = \int_{-\frac{\gamma}{\sigma}}^{\frac{\gamma}{\sigma}} e^{izt}d\omega(t),
\]

such that \( g(\mu_n) = 0 \) where \( \omega(t) \) is in \( L^q(-\frac{\gamma}{\sigma}, \frac{\gamma}{\sigma}) \) and \( 1/p + 1/q = 1 \).

Substituting \( \sigma w \) for \( z \) in the above integral, we obtain
\[
g_1(w) = g(\sigma w) = \int_{-\frac{\gamma}{\sigma}}^{\frac{\gamma}{\sigma}} e^{i\sigma wt}d\omega(t) = \int_{-\gamma}^{\gamma} e^{iws}d\omega_1(s),
\]

where \( \omega_1(s) = \omega(s/\sigma) \) is in \( L^q(-\gamma, \gamma) \), and \( s = \sigma t \). So \( g_1 \) is an entire function satisfying \( g_1(\lambda_n) = g(\mu_n) = 0 \). By Proposition A, \( \{e^{i\lambda_n t}\} \) is incomplete in \( L^p(-\gamma, \gamma) \), which is a contradiction.

The proof of (2) is the same as that for (1) provided this time we substitute \( z + \tau \) for \( z \) in the integral. \( \Box \)

3. **Stability of completeness – Part I**

N. Levinson (see [13]) showed that \( \{e^{i\lambda_n t}\} \) is complete in \( L^2(-\pi, \pi) \) if \( |\lambda_n - n| \leq \frac{1}{4} \), and incomplete if \( \lambda_n = n + (\frac{1}{2} + \epsilon) \text{ sign}(n) \) for \( n \neq 0 \) and arbitrary constant \( \epsilon > 0 \), and \( \lambda_0 = 0 \). So it is not too surprising that the two systems \( \{e^{i\lambda_n^+ t}\} \) and \( \{e^{i\lambda_n^- t}\} \) have received a lot of attention, where the \( \lambda_n^+ \) and \( \lambda_n^- \) are defined by
\[
\lambda_n^+ = \begin{cases} 
n + \text{sign}(n)\frac{1}{4}, & n \in \mathbb{Z}/\{0\}, \\
0, & n = 0,
\end{cases}
\]

(3.1)
and
\[
\lambda_n^- = \begin{cases} 
  n - \text{sign}(n) \frac{1}{2}, & n \in \mathbb{Z}/\{0\}, \\
  0, & n = 0.
\end{cases}
\]

See for example [17, 18, 20, 26, 27, 28].

In 1940, N. Levinson gave the following sufficient condition for completeness.

**Proposition C** (N. Levinson, [13]). Suppose that \( \{\lambda_n\} \) is a sequence of complex numbers, that \( n_\lambda(t) \) denotes the number of points \( \lambda_k \) in the disc \(|z| \leq t\) and let \( N(R) = \int_0^R \frac{n_\lambda(t)}{t} dt \). If the sequence \( \{\lambda_n\} \) satisfies
\[
\lim_{R \to \infty} \sup \{N(R) - \frac{2\gamma}{\pi} R + \frac{1}{p} \ln R\} > -\infty,
\]
then the system \( \{e^{i\lambda_n t}\} \) is complete in \( L^p(-\gamma, \gamma) \) \((1 < p < \infty)\). Especially if \( \lambda_n \) satisfy \( |\lambda_n| \leq |n| + \frac{1}{p}, n \in \mathbb{Z} \), then the system \( \{e^{i\lambda_n t}\} \) is complete in \( L^p(-\pi, \pi) \). The constant \( \frac{1}{2p} \) is the best possible.

**Remark 3.1.** It follows from Proposition C that if the sequence \( \{\lambda_n\} \) is either \( \{\lambda_n^+\} \) or \( \{\lambda_n^-\} \) as defined by (3.1) and (3.2), then the system \( \{e^{i\lambda_n t}\} \) is complete in \( L^2(-\pi, \pi) \).

We note also that although \( 1/(2p) \) is the best possible constant, the condition above can still be relaxed if the constant is replaced by a sequence depending on \( n \).

**Theorem A** (A.M. Sedletskii, [15]). Let \( \{\lambda_n\} \) and \( \{\mu_n\} \) be two real sequences and \( 0 < \gamma < \infty \). Then the excess \( E_2(\lambda) \) is equal to the excess \( E_2(\mu) \) in \( L^2(-\gamma, \gamma) \) if either one of the following conditions holds:

1. For some \( 0 < s < \infty \), \( \sum |\lambda_n - \mu_n|^s < \infty \).
2. \( |\lambda_n - \mu_n| \leq \alpha_n, \alpha_n \to 0, \) as \( |n| \to \infty \) and \( \sum \frac{\alpha_n}{|n|} < \infty \).

Now we wish to extend this last case to complex sequences. This will be needed in our proof of Theorem 3.1.

**Theorem 3.2.** Let \( 0 < \gamma < \infty \), and let \( \{\lambda_n\} \) and \( \{\mu_n\} \) be two sequences of distinct complex numbers such that
\[
|\lambda_n - \mu_n| \leq \phi(|n|),
\]
where \( \phi(|n|) \) is nonincreasing and tends to \( 0 \), and \( \sum \frac{\phi(|n|)}{|n|} < \infty \). Then the excesses of the two exponential systems \( \{e^{i\lambda_n t}\} \) and \( \{e^{i\mu_n t}\} \) in \( L^2(-\gamma, \gamma) \) are equal, that is, \( E_2(\lambda) = E_2(\mu) \).

For the proof, we will need the following two results.

**Proposition D** (N. Levinson, [12] Proof of Theorem III, [13] Theorem VIII). Suppose \( f(z) \) is an entire function of exponential type \( \alpha \) and \( \{\lambda_n\} \) is its zero set. Let \( n^+(r) \) and \( n^-(r) \) be the counting functions for its zeroes in the right half disc \( \{z \in \mathbb{C} : |z| < r, \text{Re}z \geq 0\} \) and in the left half disc \( \{z \in \mathbb{C} : |z| < r, \text{Re}z < 0\} \), respectively. Let \( n_1(r) \) and \( n_2(r) \) be the numbers of points of the sequence \( \{\frac{\lambda_n^2}{\rho_n} : \rho_n \neq 0\} \) in \((-r, 0)\) and \((0, r)\), respectively, where \( \rho_n = \text{Re} \lambda_n \). If
\[
\lim_{n \to \infty} \frac{\log |f(x)|}{x} = 0 \quad \text{and} \quad \int_{-\infty}^{\infty} \frac{\log^+ |f(x)|}{1 + x^2} dx < \infty,
\]
where\( \log^+ x = \max\{0, \log x\} \).
then for some constant $C_0$, the following statements hold:

1. \[ \lim_{r \to \infty} \frac{n^+(r)}{r} = \lim_{r \to \infty} \frac{n^-(r)}{r} = C_0. \]
2. \[ \lim_{r \to \infty} \frac{n_1(r)}{r} = \lim_{r \to \infty} \frac{n_2(r)}{r} = C_0. \]

**Remark 3.3.** The function $f$ defined by (2.1) in Proposition A is bounded on the real axis, and thus such an $f$ satisfies the hypotheses of Proposition D. But by Bernstein’s theorem (see [4], Notes for Chapter 3), such an $f$ must be of nonzero type. The proof of Proposition D then yields in this case that $C_0 > 0$.

**Proposition E** (A.M. Sedletskii, [21]).

a) Suppose $G(z)$ is in the Paley-Wiener space and its zero set is \( \{z_n\}_{n=0}^\infty \).

Then \( \lim_{r \to \infty} \sum_{0<|z_n|<r} \frac{1}{z_n} \) exists.

b) Furthermore, suppose the Hadamard’s factorization of $G(z)$ is

\[
G(z) = Be^{az}(z-z_0) \prod_{n=1}^\infty \left(1 - \frac{z}{z_n}\right).
\]

Assume the complex sequence \( \{w_n\} \) satisfies \( w_0 = z_0 \), \( \lim_{n \to \infty} \sum_{|w_n|<n} \frac{1}{w_n} \) exists and \( \lim_{n \to \infty} \frac{\lambda_n}{w_n} = 1 \). Set

\[
P(z) = Be^{az}(z-w_0) \prod_{n=1}^\infty \left(1 - \frac{z}{w_n}\right).
\]

If \( |P(z)| \leq k|G(z)| \) on some horizontal line \( \text{Im} z = h \) with constants $k$ and $h$, then there is a real constant $\alpha$ such that the function $e^{i\alpha z}P(z)$ is in the Paley-Wiener space. Consequently, \( \{e^{iw_n}\}_{n=0}^\infty \) is incomplete in $L^2(-\pi, \pi)$.

**Proof of Theorem 3.3.** To prove the theorem, we need only to show that \( \{\mu_n\} \) is not a complete sequence in $L^2(-\gamma, \gamma)$ if \( \{\lambda_n\} \) is assumed to be incomplete in $L^2(-\gamma, \gamma)$. Without loss of generality, we can assume $\gamma = \pi$.

So assume that \( \{\lambda_n\} \) is incomplete in $L^2(-\pi, \pi)$. Then by Proposition A, there is an entire function $F(z)$ of the form (2.1) in the Paley-Wiener space such that the sequence \( \{\lambda_n\} \) is a subset of its zeroes. Noting that for any zero point $\beta$ of $F(z)$, $F(z)/(z-\beta)$ belongs to the Paley-Wiener space (see [13], [11] Appendix III, Theorem 2), we can assume without loss of generality that \( \{\lambda_n\} \) is exactly the zero set of $F$ and that all the zeroes are simple.

Since any finite number of terms can be replaced without altering the completeness (see [13]), considering Proposition D, we can assume that $\mu_0 = \lambda_0 = 0$ and

\[
\text{Re} \lambda_n < 0 \quad \text{for} \quad n < 0 \quad \text{and} \quad \text{Re} \lambda_n \geq 0 \quad \text{for} \quad n > 0.
\]

We know from Proposition E that \( \sum' \frac{1}{\lambda_n} \) exists, and the Hadamard factorization of $F(z)$ gives that

\[
F(z) = Be^{az}z \prod \left(1 - \frac{z}{\lambda_n}\right).
\]

Let $\lambda_n = \rho_n + i\sigma_n$. We first show that there exists a $\delta > 0$ such that

\[
(3.4) \quad \frac{\delta}{2} \leq \frac{|\lambda_n|}{|n|} \leq 2\delta
\]
we can assume \( \delta \) (3.5) and

\[
\sum_{x} \text{which is uniformly bounded.}
\]

for \(|n|\) large enough. Indeed, from Proposition D and Remark 8.3, we have that

\[
\frac{C_0}{2} < \frac{n^+ (|\lambda_n|)}{|\lambda_n|} < 2C_0 \quad \text{and} \quad \frac{C_0}{2} < \frac{n^{- (|\lambda_n|)}}{|\lambda_n|} < 2C_0
\]

for sufficiently large \(n\). From our assumptions on the \(\lambda_n\)'s, it follows that \(n^+ (|\lambda_n|) = n^{- (|\lambda_n|)} \approx |n|\). Thus, for large enough \(n\),

\[
\frac{2}{C_0} \geq \frac{|\lambda_n|}{|n|} \geq \frac{1}{2C_0}
\]

and (3.4) follows with \(\delta = 1/C_0\).

Similarly, from (2) of Proposition D, we have \(\frac{C_0}{2} \leq \frac{n_{\rho_n}^2}{|\lambda_n|^2} \leq 2C_0\). Combining with (3.3), we get (3.2).

Now from the hypotheses of the theorem and Proposition E, it follows that

\[
\lim_{n \to \pm \infty} \left| 1 - \frac{\mu_n}{\lambda_n} \right| = \lim_{n \to \pm \infty} \left| \frac{\lambda_n - \mu_n}{\lambda_n} \right| \leq \lim_{n \to \pm \infty} \frac{2\phi(|n|)}{\delta |n|} = 0
\]

and

\[
\sum' \frac{1}{\mu_n} = \sum' \left( \frac{\lambda_n - \mu_n}{\lambda_n \mu_n} + \frac{1}{\lambda_n} \right) \leq \sum' \frac{4\phi(|n|)}{\delta^2 n^2} + \sum' \frac{1}{\lambda_n} < \infty.
\]

We now set

\[
F^*(z) = Be^{az^2} \prod (1 - \frac{z}{\mu_n}).
\]

To reach our goal we will apply the second part of Proposition E with \(h = 0\) and will show that \(|F^*(x)| \leq \text{const} |F(x)|, x \in \mathbb{R}\). By Proposition F below (see Section 5) we can assume \(|\sigma_n| \geq 1\) for all \(n\), and since by hypothesis the sequence \(\{\phi(|n|)\}\) must be bounded, Proposition F again allows us to change the imaginary part of \(\mu_n\) to agree with that of \(\lambda_n\). So we may set \(\mu_n = \lambda_n + \tau_n\) where \(\tau_n\) is real. It follows that for \(x \in \mathbb{R}\),

\[
\left| 1 - \frac{1}{\mu_n} \right|^2 = \left( \frac{\rho_n - x + \tau_n^2 + \sigma_n^2}{\rho_n - x}^2 + \frac{\lambda_n^2}{\mu_n} \right) \left| 1 - \frac{1}{\lambda_n} \right|^2
\]

\[
= \left( 1 + \eta_n \right) \left| 1 + \frac{\lambda_n - \mu_n}{\mu_n} \right|^2 \left| 1 - \frac{1}{\lambda_n} \right|^2
\]

where \(\eta_n = |2\tau_n (\rho_n - x) + \sigma_n^2|/\{(\rho_n - x)^2 + \sigma_n^2\}\). Note that when \(0 \leq u \leq b_0 < 1\), we have \(\log(1 + u) = \sum' u_n^k \leq \frac{u}{1-u^k}\). So \(\sum \log(1 + u_n)\) is convergent if \(\sum u_n\) is convergent.

Since \(\frac{|\lambda_n|}{|n|} \geq \frac{3}{2}\) and \(|\lambda_n - \mu_n| \leq \phi(|n|)\), the hypothesis on \(\phi\) implies that \(\sum \log \left| 1 + \frac{\lambda_n - \mu_n}{\mu_n} \right|\) converges. Next, since \(\eta_n \leq \frac{2\tau_n (\rho_n - x)}{(\rho_n - x)^2 + \sigma_n^2}\), to show that \(\sum \eta_n\) is bounded on the positive real axis and that the bound is independent of \(x\), we consider three cases:

1) When \(\rho_n < \frac{x}{2}\), \(|x - \rho_n| \geq |ho_n| = O(n)\). So from the hypothesis on \(\phi\) and (3.5), we have that

\[
\sum_{\rho_n < \frac{x}{2}} \frac{2\phi(|n|)}{|\rho_n|^2} + \sum_{\rho_n < \frac{x}{2}} \frac{\phi^2(|n|)}{|\rho_n|^2} < C,
\]

which is uniformly bounded.
2) When $\frac{x}{2} \leq \rho_n < x + 1$, then

$$
\sum_{\frac{x}{2} \leq \rho_n < x + 1} |\eta_n| \leq \left\{ \sum_{\frac{x}{2} \leq \rho_n < x - 1} + \sum_{x - 1 < \rho_n < x + 1} \right\} \frac{2\phi(|n|)|\rho_n - x|}{(x - \rho_n)^2 + |\sigma_n|^2}
$$

$$
\leq \sum_{\frac{x}{2} \leq \rho_n < x - 1} \frac{2\phi(|n|)}{|\rho_n - x|} + \sum_{x - 1 < \rho_n < x + 1} \frac{2\phi(|n|)|\rho_n - x|}{|\rho_n - x|^2 + 1} \leq \sum_{\frac{x}{2} \leq \rho_n < x - 1} \frac{\phi^2(|n|)}{|\rho_n - x|^2} + \sum_{x - 1 < \rho_n < x + 1} \frac{\phi^2(|n|)}{|\rho_n - x|^2 + 1}
$$

$$
\leq \int_{\frac{x}{2}}^{x - 1} \frac{2\phi\left(\frac{t}{16}\right)}{|t - x|} dn(t) + \int_{x - 1}^{x + 1} \frac{2\phi\left(\frac{t}{16}\right)}{|t - x|} dn(t)
$$

$$
= I_1 + I_2 + I_3 + I_4,
$$

where $n(t)$ is the counting function of $\rho_n$ in the interval $(0, t)$.

Since $\phi(t)$ is nonincreasing, and $n(t)/t$ is bounded uniformly, as shown by (3.24), we have that both $I_2$ and $I_4$ are uniformly bounded. For $I_1$, again since $\phi(t)$ is nonincreasing, we have that

$$
I_1 \leq \int_{\frac{x}{2}}^{x - 1} \frac{2\phi\left(\frac{t}{16}\right)}{t} dn(t) \leq \int_{\frac{x}{2}}^{x + 1} \frac{2\phi\left(\frac{t}{16}\right)}{t} dn(t).
$$

Since $\sum_{t} \frac{\phi(|n|)}{|n|} < \infty$, we get that $I_1$ is uniformly bounded. Similarly, since $\phi(x)$ is nonincreasing, it follows that

$$
I_3 \leq \phi\left(\frac{x}{16}\right) \int_{\frac{x}{2}}^{x - 1} \frac{\phi\left(\frac{x - t}{16}\right)}{x - t} dn(t),
$$

which is uniformly bounded.

3) When $\rho_n > x + 1$,

$$
\sum_{\rho_n > x + 1} |\eta_n| \leq \sum_{\rho_n > x + 1} \frac{|2\phi(n)(\rho_n - x)|}{(\rho_n - x)^2 + 1} + \sum_{\rho_n > x + 1} \frac{|\phi^2(n)|}{(\rho_n - x)^2 + 1}.
$$

Similar to the above discussion, we only need to establish a uniform bound for $I_5 = \sum_{\rho_n > x + 1} \frac{|\phi(n)|}{(\rho_n - x)}$. Since

$$
I_5 \leq \int_{x + 1}^{\infty} \frac{\phi\left(\frac{t}{16}\right)}{t - x} dn(t) \leq \int_{1}^{\infty} \frac{\phi\left(\frac{t}{16}\right)}{t - x} dn(t),
$$

and since $\sum_{n} \frac{\phi(n)}{n}$ does converge and $\phi(x)$ is nonincreasing for $x > 0$, we get that $I_5 \leq \int_{1}^{\infty} \frac{\phi\left(\frac{t}{16}\right)}{t - x} dn(t)$, which is uniformly bounded.

Thus we get $|F^*(x)| \leq \text{const} |F(x)|$ for $x > 0$. The same argument can be applied to the case of $x < 0$. So $|F^*(x)/F(x)|$ is uniformly bounded on the real axis, and this completes the proof. $\square$
4. Stability of completeness – Part II

In the last section, we have discussed and compared the excesses of two complex sequences which were close to each other. In this section, we consider some cases where the corresponding elements of the two sequences are some fixed distance apart.

In 1999, N. Fujii, A. Nakamura and R. Redheffer published the following result.

**Theorem B** ([2]). Let \( \{ \mu_n \} \) be a complex sequence such that \(|\mu_n - n| \leq c \) for \(-\infty < n < \infty \). Let \( \lambda_0 = \mu_0 \) and

\[
\lambda_n = \mu_n + a \quad \text{and} \quad \lambda_{-n} = \mu_{-n} - b \quad \text{for} \quad n > 0,
\]

where \( a \geq 0 \) and \( b \geq 0 \) are constants. Then \( E_2(\lambda) \leq E_2(\mu) \) on the interval \((-\pi, \pi)\).

This theorem is in fact a special case of a more general result obtained previously by A.M. Sedletskii ([20], [23, §5.4, Theorem 5]). We will extend the condition \(|\mu_n - n| \leq c \) to \(|\Re \mu_n - n| \leq c \), and prove the following result.

**Theorem 4.1.** Assume that \( \{ \lambda_n \} \) and \( \{ \mu_n \} \) are two complex sequences such that \( \lambda_0 = \mu_0 \) and

\[
\lambda_n = \mu_n + a \quad \text{and} \quad \lambda_{-n} = \mu_{-n} - b \quad \text{for} \quad n > 0,
\]

where \( a \geq 0 \), \( b \geq 0 \) are constants. Suppose \( \mu_n = \beta_n + i\sigma_n \) and \( \sigma_n = |\mu_n| \), where \( \psi(x) \) is increasing and satisfies \( \psi(2x) \leq 2\psi(x) \) for \( x > x_0 > 0 \) and \( \sum \frac{\psi(n)}{n^2} < \infty \).

If \( |\Re \mu_n - n| \leq c \) for all integers \( n \), then \( E_2(\lambda) \leq E_2(\mu) \) on the interval \((-\pi, \pi)\).

**Proof.** Suppose \( \{ \mu_n \}_{n=-\infty}^{\infty} \) is exact. To prove Theorem 4.1, it suffices to show that \( \{ \lambda_n \}_{n \in \mathbb{Z} \setminus\{0\}} \) is incomplete. From Proposition A we know that there is an entire function \( F_1(z) \) vanishing on the sequence \( \{ \mu_n \}_{n \in \mathbb{Z} \setminus\{0\}} \) such that \( F_1(x) \in L^2(-\infty, \infty) \). From the condition on the sequence \( \{ \lambda_n \} \), we have \( \lambda_n = \alpha_n + i\sigma_n \), where \( \alpha_n \) and \( \sigma_n \) are real, and

\[
\alpha_n = \beta_n + a, \quad \alpha_{-n} = \beta_{-n} - b, \quad n > 0.
\]

It follows from the conditions \(|\beta_n - n| \leq c \) and \( \sigma_n = \psi(|n|) \) that

\[
\sum_{n=1}^{\infty} \left| \frac{1}{\mu_n} + \frac{1}{\mu_{-n}} \right| = \sum_{n=1}^{\infty} \left| \frac{(\mu_n - n) + (\mu_{-n} + n)}{\mu_n \mu_{-n}} \right| \\
\leq \sum_{n=1}^{\infty} \left( \frac{2c}{\mu_n \mu_{-n}} + \frac{2\sigma_n}{\mu_n \mu_{-n}} \right) < \infty.
\]

Thus by Hadamard’s factorization theorem, we have

\[
F_1(z) = Ke^{az}(z - \mu_0) \prod_{n=1}^{\infty} \left(1 - \frac{z}{\mu_n}ight)\left(1 - \frac{z}{\mu_{-n}}\right)
\]

for some constant \( a \). As in the proof of Theorem 5.2 we may assume that \( \mu_0 = \lambda_0 = 0 \) and

\[
\Re \mu_n < 0 \quad \text{for} \quad n < 0 \quad \text{and} \quad \Re \mu_n \geq 0 \quad \text{for} \quad n \geq 0.
\]
Following the argument presented in the proof of Theorem 3.2 we set
\[ G_1(z) = Ke^{az} \prod_{n=1}^{\infty} \left(1 - \frac{z}{\beta_n}\right)\left(1 - \frac{z}{\beta_n}\right), \]
\[ G_2(z) = Ke^{az} \prod_{n=1}^{\infty} \left(1 - \frac{z}{\alpha_n}\right)\left(1 - \frac{z}{\alpha_n}\right), \]
\[ F_2(z) = Ke^{az} \prod_{n=1}^{\infty} \left(1 - \frac{z}{\lambda_n}\right)\left(1 - \frac{z}{\lambda_n}\right). \]

Then from Proposition E, it suffices to show that for some constant \( C \)
\[ (4.1) \quad |F_2(x - i)| \leq C|F_1(x - i)| \]
on the \( x \)-axis.

From the hypotheses of the theorem, we have that \( \sum \frac{\psi^2(\nu_n)}{n} < \infty \) and \( |\alpha_n - n| \leq \) const, so \( \sum' \frac{\psi^2(\nu_n)}{n} \) converges. It follows that
\[ \prod_{n=1}^{\infty} \left| \frac{\alpha_n}{\lambda_n} \right| = \exp \left\{ \frac{1}{2} \sum \log(1 + \frac{\sigma_n^2}{\alpha_n^2}) \right\} \]
converges to a nonzero constant \( A \). Consequently,
\[ \left| \frac{F_2(z)}{G_2(z)} \right| = \prod_{n=1}^{\infty} \left| \frac{(1 - \frac{z}{\lambda_n})(1 - \frac{z}{\lambda_n})}{(1 - \frac{z}{\alpha_n})(1 - \frac{z}{\alpha_n})} \right| = \prod_{n=1}^{\infty} \left| \frac{\alpha_n}{\lambda_n} \frac{(z - \lambda_n)(z - \lambda_n)}{(z - \alpha_n)(z - \alpha_n)} \right| = A|\phi_-(z)||\phi_+(z)|, \]
where \( \phi_-(z) = \prod_{n=1}^{\infty} \frac{z - \lambda_n - \alpha_n}{z - \alpha_n} \) and \( \phi_+(z) = \prod_{n=1}^{\infty} \frac{z - \lambda_n - \alpha_n}{z - \alpha_n} \). Note that
\[ |\phi_-(x - i)| = \prod_{n=1}^{\infty} \left| \frac{(x - \alpha_n) - (\sigma_n + 1)i}{(x - \alpha_n) - i} \right| = \prod_{n=1}^{\infty} \left| 1 + \frac{\sigma_n^2 + 2\sigma_n}{(x - \alpha_n)^2 + 1} \right| \]
\[ = \exp \left\{ \frac{1}{2} \sum \log \left| 1 + \frac{\sigma_n^2 + 2\sigma_n}{(x - \alpha_n)^2 + 1} \right| \right\}, \]
which converges. Furthermore \( |\phi_-(x - i)| \to 1 \) and \( \frac{F_2(x - i)}{G_2(x - i)} \to |\phi_+(x - i)| \to A \) as \( x \to +\infty \). Similarly, we have \( |\phi_+(x - i)| \to 1 \) and \( \frac{F_2(x - i)}{G_2(x - i)} \to |\phi_+(x - i)| \to A \) as \( x \to -\infty \).

Next consider \( F_1(z)/G_1(z) \). Similar to the above discussion, we have
\[ \prod_{n=1}^{\infty} \left| \frac{(1 - \frac{z}{\beta_n})(1 - \frac{z}{\beta_n})}{(1 - \frac{z}{\mu_n})(1 - \frac{z}{\mu_n})} \right| = B|\psi_-(z)||\psi_+(z)|, \]
where
\[ B = \prod_{n=1}^{\infty} \left| \frac{\beta_n}{\mu_n} \right|, \quad \psi_-(z) = \prod_{n=1}^{\infty} \frac{z - \mu_n - \beta_n}{z - \beta_n} \quad \text{and} \quad \psi_+(z) = \prod_{n=1}^{\infty} \frac{z - \mu_n}{z - \beta_n}. \]
Repeating the argument above, we get that
\[ |\psi_-(x - i)| \to 1 \quad \text{as} \quad x \to +\infty \quad \text{and} \quad |\psi_+(x - i)| \to 1 \quad \text{as} \quad x \to -\infty. \]
Consequently,
\[
\frac{F(x-i)}{G_1(x-i)} \frac{1}{|\psi_+(x-i)|} \to B \quad \text{as} \quad x \to +\infty
\]
and
\[
\frac{F(x-i)}{G_1(x-i)} \frac{1}{|\psi_-(x-i)|} \to B \quad \text{as} \quad x \to -\infty.
\]
Note that when \( n > 0, \lambda_n = \mu_n + a, \) and when \( n < 0, \lambda_n = \mu_n - b. \) So we have that
\[
\phi_+(x-i) = \prod_{n=1}^{\infty} \frac{x-i-\lambda_n}{x-i-\alpha_n} = \prod_{n=1}^{\infty} \frac{(x-i-a)-\mu_n}{(x-i-a)-\beta_n} = \psi_+(x-a-i)
\]
and that \( \phi_-(x-i) = \psi_-(x+b-i). \)

To prove (1.1) for all \( x \in \mathbb{R}, \) we consider the three cases: \( x < -M, \) \( x > M \) and \( -M \leq x \leq M \) for some sufficiently large positive \( M. \) First for \( x < -M, \) we have that
\[
|F_2(x-i)| = \frac{F_2(x-i)}{G_2(x-i)} \frac{1}{|G_2(x-i)|} \leq 2A|\phi_-(x-i)||G_2(x-i)|
\]
\[
\leq 2A|\phi_-(x-i)||G_2(x-i)| \leq \frac{4A}{B} \frac{F_1(x-i+b)}{|G_1(x-i+b)|} |G_2(x-i)|.
\]

From Lemma 1.2 below, it is sufficient to show that \( \left| \frac{G_2(x-i)}{G_1(x+i+b)} \right| \) is uniformly bounded. Note that
\[
\frac{G_2(x-i)}{G_1(x+b-i)} = \prod_{n=1}^{\infty} \frac{(1-\frac{x-i}{\alpha_n})(1-\frac{x+i+b}{\beta_n})}{(1-\frac{x-b}{\beta_n})(1-\frac{x+i}{\beta_n})} = \prod_{n=1}^{\infty} \frac{\beta_n \beta_n}{\alpha_n \alpha_n} \frac{x-i-\alpha_n}{x-i-\beta_n + b}
\]
\[
= \prod_{n=1}^{\infty} L(n, x),
\]
where
\[
L(n, x) = \frac{[\alpha_n \alpha_n + (b \alpha_n - a \alpha_{-n}) - ab]x-i-\alpha_n}{\alpha_n \alpha_n(x-i-\alpha_n + a + b)}
\]
\[
= \frac{\alpha_n \alpha_n(x-i-\alpha_n) + (b \alpha_n - a \alpha_{-n} - ab)(x-i-\alpha_n)}{\alpha_n \alpha_n(x-i-\alpha_n + a + b)}
\]
\[
= 1 + \frac{(-a+b)\alpha_n \alpha_{-n} + (b \alpha_n - a \alpha_{-n} - ab)(-\alpha_n)}{\alpha_n \alpha_n(x-i-\alpha_n + a + b)}
\]
\[
+ \frac{(x-i)(b \alpha_n - a \alpha_{-n} - ab)}{\alpha_n \alpha_n(x-i-\alpha_n + a + b)}.
\]
Set \( \alpha_n = n + c_n \) for all \( n \in \mathbb{Z}. \) Then \( L(n, x) \) can be written as
\[
L(n, x) = 1 + \frac{(x-i)(n(a+b) + (bc_n - ac_{-n} - ab))}{\alpha_n \alpha_n(x-i-\alpha_n + a + b)}
\]
\[
+ \frac{n(-bc_n - bc_{-n} + ab) + b(c_n c_{-n} + c_n^2 + ac_n)}{\alpha_n \alpha_n(x-i-\alpha_n + a + b)}
\]
\[
= 1 + \frac{(x-i)K_1^{(1)} + K_2^{(2)}}{\alpha_n(x-i-\alpha_n + a + b)}.
\]
where both \( K_n^{(1)} \) and \( K_n^{(2)} \) are real and can be bounded with a bound independent of \( n \). Moreover, \( K_n^{(1)} \to (a + b) > 0 \) as \( n \to \infty \). Noting that the denominator of the last expression contains a term in \( n^2 \), it follows that for any given \( x \), the infinite product \( \prod L(n, x) \) converges. Next we show that \( L(n, x) \) is uniformly bounded for \( x < -M \):

\[
L(n, x) = 1 + \frac{[(x-i)K_n^{(1)} + K_n^{(2)}][x-\alpha_n + a + b + i]}{\alpha_n((x-\alpha_n + a + b)^2 + 1)} = 1 + \frac{[(xK_n^{(1)} + K_n^{(2)})(x-\alpha_n + a + b) + K_n^{(1)}] + i[K_n^{(1)}(\alpha_n - a - b)]}{\alpha_n((x-\alpha_n + a + b)^2 + 1)}
\]

\[
= 1 + \frac{(xK_n^{(1)} + K_n^{(2)}) + \frac{K_n^{(1)}}{x-\alpha_n+a+b} + \frac{iK_n^{(1)}(\alpha_n-a-b)+K_n^{(2)}}{(x-\alpha_n+a+b)}}{\alpha_n(x-\alpha_n+a+b+\delta_n)}
\]

\[
= 1 + \frac{(-x)K_n^{(1)} - K_n^{(3)}}{\alpha_n(\alpha_n - a - b - \delta_n - x)} + \frac{K_n^{(4)}}{\alpha_n(\alpha_n - a - b - \delta_n - x)}.
\]

where \( \delta_n = \frac{1}{x-\alpha_n+a+b} \) and \( K_n^{(3)} \) and \( K_n^{(4)} \) can be bounded with a bound independent of \( n \) and \( x \). Let \( \omega_n = \alpha_n(\alpha_n - a - b - \delta_n - x) \) and \( \Gamma_n = (\alpha_n - a - b - \delta_n - x)^2 \) Then we have that

\[
1 - |L(n, x)|^2 = \frac{\Gamma_n}{\omega_n} - \frac{\Gamma_n^2 + (K_n^{(4)})^2}{(\omega_n)^2} = \frac{\Gamma_n[-2\omega_n - \Gamma_n] - (K_n^{(4)})^2}{(\omega_n)^2} = \frac{\Gamma_n\{(-x)(-2\alpha_n - K_n^{(1)}) + [-2\omega_n - 2\alpha_n x + K_n^{(3)}]\} - (K_n^{(4)})^2}{(\omega_n)^2}.
\]

Choose \( N > 0 \), independently of \( x \), such that when \( n > N \), we have \(-2\alpha_n - K_n^{(1)} > 0 \) and \(-2\omega_n - 2\alpha_n x + K_n^{(3)} > 1 \). Then for sufficiently large \( M > 0 \) and \( x < -M \),

\[
1 - |L(n, x)|^2 \geq \frac{\omega_n - (K_n^{(4)})^2}{(\omega_n)^2} > 0.
\]

It follows that when \( x < -M \), \(|L(n, x)| < 1 \) for \( n > N \) and \(|L(n, x)| < C(M, N) \) for \( n \leq N \). Thus we get that \(|G_2(x - i)|/G_1(x - i + b)| < C_0(M, N) \). So combining with Lemma 4.2 below, we have that

\[
|F_2(x - i)| \leq \frac{4AC_0(M, N)}{B}|F_1(x - i + b)| \leq \frac{4AC_0(M, N)}{B}|K(x, b)||F_1(x - i)| \leq C_1(M, N)|F_1(x - i)|
\]

for every \( x \), satisfying \( x < -M \), where \( C(M, N) \), \( C_0(M, N) \) and \( C_1(M, N) \) are constants.
Similarly, for \( x > M \) we have
\[
L(n, x) = 1 + \frac{(x-i)(n(a+b) + (bc_n - ac_{-n} - ab))}{\alpha_n \alpha_n(x-i - \alpha_n - a - b)} + \frac{n(-ac_n - ac_{-n} + ab) + b(c_{-n} + c_n^2 + bc_{-n})}{\alpha_n \alpha_n(x-i - \alpha_n - a - b)}
\]
\[
= 1 + \frac{(x-i)K_1 + K_2}{\alpha_n(x-i - \alpha_n - a - b)},
\]
where \( K_1 \) satisfies \( 0 < \frac{a+b}{2} < K_1 < 2(a+b) \) and \( K_2 \) is bounded. Repeating the argument above we can show that \( |F_2(x-i)| \leq C_2(M, N)|F_1(x-i)| \) for any \( x \) satisfying \( x > M \).

From Proposition F below (see Section 5), we can assume that \( \sigma_n \neq -1 \) for all \( n \in \mathbb{Z} \). Then it is obvious that \( |F_2(x-i)| \leq C_3(M, N)|F_1(x-i)| \) for any \( x \) satisfying \(-M \leq x \leq M\). Thus \( |F_2(x-i)| \) is uniformly bounded by \( |F_1(x-i)| \) for any \( x \in \mathbb{R} \).

This ends the proof.

**Lemma 4.2.** Assume that \( \{\mu_n\} \) is defined as in Theorem 4.1 Then for any given constant \( b \), \( K(x, b) = \prod_{n=-\infty}^{\infty} \frac{\mu_n - x + i}{\mu_n - x + 1} \) is bounded uniformly on the x-axis.

**Proof.** From the definition of \( K(x, b) \), we can rewrite it as
\[
K(x, b) = \prod_{n=-\infty}^{\infty} \left( 1 + \frac{b}{\mu_n - x + i} \right) = \prod_{m=-\infty}^{\infty} \left( 1 + \frac{b}{\mu_{m+[x]} - x + 1} \right)
\]
\[
= (1 + \frac{b}{\mu_{[x]} - x + i}) \prod_{m=1}^{\infty} \left( 1 + \frac{b(\sigma_{m+[x]} + \sigma_{m-[x]} + 2)}{\beta_{m}^2 + i(\sigma_{m+[x]} + \sigma_{m-[x]} + 1)} \right).
\]

Since \( \mu_n = \beta_n + i\sigma_n \) with \( |\beta_n - n| = O(1) \), we have \( \mu_{m+[x]} - x = \beta_m^* + i\sigma_{m-[x]} \) with \( \beta_m^* = (\beta_m + x) \). From the restriction above on \( \beta_m \), we know that \( \beta_m^* - m = c_m \) and \( |c_m| \leq c \) for \( m \in \mathbb{Z} \). Thus
\[
K(x, b) = (1 + \frac{b}{\mu_{[x]} - x + i}) \times \prod_{m=1}^{\infty} \left( 1 + \frac{b(\beta_m^* + i\sigma_{m-[x]} + 2)}{(\beta_m + i(\sigma_{m-[x]} + 1)} \right).
\]

Next, we try to prove that for a sufficiently large \( x \) with \( x > 0 \), \( K(x, b) \) is bounded uniformly. Choose \( x_0 \) such that when \( x > x_0 \), \( \psi(x) < \frac{e}{2} \) and \( \psi(x) < 2\psi(x) \), then
\[
K(x, b) \leq C \prod_{m=3}^{\infty} \left( 1 + \frac{\psi(m + |x|) + \psi(|x| - m)}{\sqrt{m^2 + \psi^2(m + |x|) + m^2 + \psi^2(|x| - m)}} \right).
\]
\[
= C \prod_{m=3}^{\infty} \left( 1 + M(m, x) \right).
\]

To prove the uniform boundedness of \( K(x, b) \), we only need to consider the following summation:
\[
(\sum_{m=3}^{\lfloor \psi(x) \rfloor} + \sum_{m=\lfloor \psi(x) \rfloor + 1}^{\infty}) M(m, x) = S_1 + S_2 + S_3.
\]
1) When $3 \leq m < |\psi(x)|$ and $x > x_0$, we know that

$$S_1 \leq 2 \sum_{m=3}^{[\psi(x)]-1} \frac{1}{\sqrt{m^2 + \psi^2([x] - m)}} \leq 2 \sum_{m=3}^{[\psi(x)]-1} \frac{1}{\psi(m)} \leq 4.$$ 

2) When $\psi(x) \leq m < [x]$, we have $S_2 \leq 2 \sum_{m=[\psi(x)]}^{[x]} \frac{\psi(m + x)}{m^2}$. Since $\psi(2x) \leq 2\psi(x)$ for $x > x_0$, we get that

$$S_2 \leq 2\psi(2x) \sum_{m=[\psi(x)]}^{[x]} \frac{1}{m^2} \leq 4\psi(x) \left( \frac{1}{\psi(x)} - \frac{1}{[x]} \right),$$

which is uniformly bounded.

3) When $m \geq [x]$ and $x > x_0$, we have

$$S_3 \leq 2 \sum_{m=[x]}^{\infty} \frac{\psi(m + [x])}{m^2} \leq \sum_{m=[x]}^{\infty} \frac{\psi(2m)}{m^2},$$

which is also uniformly bounded.

Thus $\sum_{m=1}^{\infty} M(m, x)$ is uniformly bounded when $x > x_0$. For $0 < x \leq x_0$, it is obvious that the sum of $M(m, x)$ is also bounded uniformly. The same argument can be used to the case of $x < 0$. Thus $K(m, x)$ is uniformly bounded on the $x$-axis.

Remark 4.3. The proof above is based on the evaluation of the sum of $M(m, x)$. Since for a fixed $m$, $\frac{t}{\sqrt{m^2 + t^2}}$ is increasing with $t$, it follows that

$$\frac{\psi([x] + m)}{\sqrt{m^2 + \psi^2([x] + m)}} \geq \frac{\psi(x)}{\sqrt{m^2 + \psi^2(x)}}.$$ 

If there exists $x_j \to \infty$ such that $\psi([x_j] - i) = o(\psi([x_j]))$ for $i = 1, \ldots, [x_j]$, then

$$\frac{\psi([x_j] + m)}{\sqrt{m^2 + \psi^2([x_j] + m)}} \geq \frac{\psi([x_j])}{\sqrt{m^2 + \psi^2([x_j])(m + o(\psi(x_j)))}}.$$ 

Since $\psi(x_j) = o(x_j)$, a straightforward evaluation yields that

$$\int_{1}^{x_j} \frac{\psi(x_j)}{\sqrt{u^2 + \psi^2(x_j)}} du \approx \log(\psi(x_j)),$$

which implies that the $\prod(1 + M(m, x_j))$ may increase with $x_j$ for some particular sequences $\{\mu_n\}$.

This explains why we had to impose some restriction on the growth of the imaginary parts of the sequence $\mu_n$. It is an open question whether Theorem 4.1 holds without any such restriction. Note that the condition imposed on $\psi(x)$ in Theorem 4.1 is satisfied by many smoothly increasing functions such as $(\log x)^\alpha$ or $x^\alpha$ ($0 < \alpha < \frac{1}{2}$).

5. Completeness of the solution system

In this section we wish to apply the result of Section 3 to the special sequences introduced in Section 2. In particular we will prove:

**Theorem 5.1.** Suppose $\{V_n(a)\}$ is defined by (2.4). Then the excess $E_2(V)$ of $\{e^{iV_n(a)}\}$ in $L^2(-\pi, \pi)$ satisfies $E_2(V) = 0$ if $a < 0$ and $E_2(V) = 1$ if $a > 0$. 
From (2.4) and Lemma 2.5 we then get:

**Corollary 5.2.** Let \( W_n(a) \) be the characteristic roots of the equation \( y'(t) = ay(t - 1) \), where \( a \in \mathbb{R}, a \neq 0. \) Then the solution system \( \{e^{W_n(a)t}\} \) is complete in \( L^2\left(-\frac{1}{2}, \frac{1}{2}\right) \) and its excess is equal to 1.

We show in Section 6 that Corollary 5.2 (and thus Theorem 5.1) is best possible in the sense that the solution system \( \{e^{W_n(a)t}\} \) fails to be complete on any interval of length greater than one.

It is known that for \( \{e^{\lambda_n t}\} \) to be an unconditional basis, it is necessary that the sequence \( \{\lambda_n\} \) satisfies the condition

\[
\inf_m \prod_{k \neq m} \frac{|\lambda_k - \lambda_m|}{|\lambda_k - \lambda_n|} > 0.
\]

See for example [14]. For (5.1) to hold, it is necessary that the sequence satisfies

\[
\frac{|\lambda_k - \lambda_n|}{|\lambda_k - \lambda_n|} \geq a > 0, \quad k \neq n.
\]

See [7, Chap VII, Theorem 1.1]. Since clearly \( \lambda_n = V_n(a) \) does not satisfy \( 5.2 \), we have:

**Proposition 5.3.** The system \( \{e^{W_n(a)t}\}_{n \in \mathbb{Z} \setminus \{0\}} \) is not an unconditional basis in \( L^2\left(-\gamma, \gamma\right) \), for any \( \gamma > 0 \).

Note that a complete description of unconditional bases in \( L^2\left(-\gamma, \gamma\right) \) of the form \( e^{\lambda_n t} \) was given by A.M. Minkin [14]. For a direct proof that \( \{e^{W_n(-1/\gamma)t}\}, n \neq 0, \) is not even a Schauder basis in \( L^2\left(-\frac{1}{2}, \frac{1}{2}\right) \), see [29].

Before proving Theorem 5.1 we need to introduce some results. In 1977, Redheffer proved the following.

**Proposition F** (R.M. Redheffer, [16]). Let \( \{\lambda_n\} \) and \( \{\mu_n\} \) be two sequences of complex numbers, and suppose that

\[
\text{Re}(\lambda_n) = \text{Re}(\mu_n) \quad \text{and} \quad |\text{Im} \lambda_n - \text{Im} \mu_n| \leq \text{const}.
\]

Then the \( L^2 \) excesses of the two exponential systems \( \{e^{i\lambda_n t}\} \) and \( \{e^{i\mu_n t}\} \) are equal, i.e. \( E_2(\lambda) = E_2(\mu) \).

Sedletskii [19] pointed out that the above theorem fails to be true in \( L^1(-\pi, \pi) \) or \( C(-\pi, \pi) \). Furthermore, in 1985 he constructed in \( L^2(-\pi, \pi) \) an example which shows that, in general, the boundedness condition on the imaginary parts in the above proposition cannot be removed (see [21]). However he obtained the following two results.

**Proposition G** (A.M. Sedletskii, [19]). Suppose \( \{h_n\} \) is a real sequence, and \( E_2 \) is the excess of the exponential system \( \{e^{i(\alpha + ih_n)n}\} \) in \( L^2(-\pi, \pi) \).

1) If for some \( \alpha \in [0, \infty) \)

\[
|h_n| \leq \alpha \log |n| \quad (|n| \geq n_0),
\]

then \( E_2 \leq |\alpha| + 1. \) If, in addition, \( \{\alpha \pi\} < \frac{1}{2} \), then \( E_2 \leq |\alpha \pi| \). Here \( [x] \) and \( \{x\} \) denote, respectively, the integral and fractional parts of \( x \).

2) If moreover

\[
\sum \frac{h_n^2}{n^2} < \infty
\]
and

\[ |h_n| \geq \alpha \log |n| \quad (|n| \geq n_0, \alpha \in [0, \infty)), \]

then \( E_2 \geq [\alpha \pi] \). If, in addition, \( \{\alpha \pi\} \geq 1/2 \), then \( E_2 \geq [\alpha \pi] + 1 \).

In particular, if condition \( 5.3 \) is satisfied and \( h_n/\log |n| \to \infty \) as \( n \to \infty \), then the system \( \{e^{i(n+ih_n)}\}_{n=-\infty}^{\infty} \) has infinite excess in \( L^2(\pi, \pi) \).

**Proposition H** (A.M. Sedletskii, [21]). Assume that the points \( \{\lambda_n\} \) and \( \{\mu_n\} \) lie in the curvilinear strip \( \{z : |y| \leq \phi(|x|)\} \), where \( \phi(x) \ (x \geq 0) \) is a positive nondecreasing function such that

\[ \sum \phi^2(|n|)/n^2 < \infty \quad \text{and} \quad \Re \lambda_n = \Re \mu_n, \quad n \in \mathbb{Z}. \]

If \( \Im \lambda_n \leq \Im \mu_n \) for all \( n \in \mathbb{Z} \), then \( E_2(\lambda) \leq E_2(\mu) \).

**Theorem 5.4.** Suppose \( \{\lambda_n\} \) is defined by (5.1), \( \mu_n = \lambda_n + ih_n \) with \( h_n = \frac{1}{2\pi} \log |n| \), and \( h_0 = 0 \). Then \( E_2(\mu) = 0 \), that is, \( \{e^{i\lambda_n t}\} \) is complete and exact.

The theorem above can be derived from a result of Sedletskii which he proves using estimates of the Mittag-Leffler function (see Sedletskii’s formula below). Here we present a new proof based on the Lambert W functions, and the approach used here will also apply for the proof of Theorem 5.1. First we give one more lemma.

**Lemma 5.5.** The system \( \{e^{iW_n(\frac{1}{2})+1}t, n \in \mathbb{Z} \setminus \{0, -1\}\} \) is incomplete in \( C[-\frac{1}{2}, \frac{1}{2}] \) (or in \( L^p(-\frac{1}{2}, \frac{1}{2}), 1 < p < \infty \)).

**Proof.** To prove this lemma, we need to construct an entire function in the Paley-Wiener space which vanishes at every point \( z_n = \frac{1}{2}(W_n(\frac{1}{2}) + 1) \).

Set \( f(z) = \int_A^e e^{izt}d\omega(t) \), where \( \omega(t) = (t + A)^2 \). Then \( f(z) \) is a nontrivial entire function of exponential type. Substituting \( t \) by \( t - A \), we obtain

\[
f(z) = \int_0^{2A} e^{iz(t-A)}dt^2 = 2e^{-iAz} \int_0^{2A} t e^{izt}dt
= \frac{2e}{-2^2} e^{-iAz} \{i(2Az + i)e^{i(2Az+i)} + 1\}.
\]

Simple computation shows that \( f(0) \neq 0 \). It follows that the zeroes of \( f \) are precisely the nonzero solutions of the equation

\[ i(2Az + i)e^{i(2Az+i)} = \frac{1}{e}. \]

When \( A = \frac{1}{2} \), the solutions of (5.4) are exactly the sequence \( \{\frac{1}{2}(W_n(\frac{1}{2}) + 1)\}_n \).

Recalling that \( W_n(\frac{1}{2}) = -1 \) for \( n = 0 \) and \( n = -1 \), we obtain that the zeroes of \( f(z) \) are exactly \( \{iW_n(\frac{1}{2}) - i, n \in \mathbb{Z} \setminus \{0, -1\}\} \). Thus by Proposition A, \( \{e^{i(-iW_n(\frac{1}{2}) - i)t}, n \in \mathbb{Z} \setminus \{0, -1\}\} \) is incomplete in \( C[-\frac{1}{2}, \frac{1}{2}] \) (or in \( L^p(-\frac{1}{2}, \frac{1}{2}), 1 < p < \infty \)).

**Proof of Theorem 5.4.** Since from Remark 3.1 \( \{e^{i\lambda_n t}, n \in \mathbb{Z}\} \) is complete, by Proposition H, \( E_2(\mu) \geq 0 \). Thus to prove the theorem, we only need to show that \( \{e^{i(\lambda_n + ih_n)t}, n \in \mathbb{Z} \setminus \{0\}\} \) is incomplete.

From Lemma 2.5 and Lemma 5.5, we get that \( \{e^{i\frac{1}{2\pi}(W_n(-\frac{1}{2})+1)t}, k \in \mathbb{Z} \setminus \{0, -1\}\} \) is incomplete in \( L^2(-\pi, \pi) \). Set \( V_n = \frac{1}{2\pi i}(W_n(\frac{1}{2}) + 1) \), \( n \geq 0 \), and \( V_n = \frac{1}{2\pi i}(W_{n-1}(\frac{1}{2}) + 1) \), \( n < 0 \). Then \( \{e^{iV_n t}, n \in \mathbb{Z} \setminus \{0\}\} \) is incomplete in \( L^2(-\pi, \pi) \).
Furthermore if we set \( V_n = \rho_n + i\sigma_n \), then \( \{V_n\} \) and \( \{\rho_n\} \) coincide with \( \{V_n(-\frac{1}{4})-\frac{1}{2}\} \) and \( \{\rho_n(-\frac{1}{4})\} \), respectively, as defined before in Section 2. In addition, by Lemma 2.4
\[
|\sigma_n - \frac{1}{2\pi} \log |n|| \leq \text{const.}
\]
Thus \( \{e^{i(\rho_n + \frac{1}{2\pi} \log |n|)}t, n \neq 0\} \) is incomplete in \( L^2(-\pi, \pi) \) by Proposition F. Since \( \rho_n = \rho_n(-\frac{1}{4}) \), and \( \lambda_n \) is defined by (3.1), then by Lemma 2.4 again, we have
\[
|\rho_n - \lambda_n| = O\left(\frac{\log |n|}{|n|}\right).
\]
It follows that the two sequences \( \{\rho_n + \frac{1}{2\pi} \log |n|\} \) and \( \{\lambda_n + \frac{1}{2\pi} \log |n|\} \) satisfy the hypotheses of Theorem 3.2. Thus the two exponential systems \( \{e^{i(\rho_n + \frac{1}{2\pi} \log |n|)}t\} \) and \( \{e^{i(\lambda_n + \frac{1}{2\pi} \log |n|)}t\} \) have the same excess, which means that \( \{e^{i(\rho_n + \frac{1}{2\pi} \log |n|)}t, n \in \mathbb{Z} \setminus \{0\}\} \) is incomplete. This ends the proof of Theorem 5.4.

We note that there is a small misprint in the paper [19] of A.M. Sedletskii from 1978. He actually proved the following formula.

Sedletskii’s formula (A.M. Sedletskii, [19]). Suppose \( \mu_n = n - \beta \text{sign}(n) + i\alpha \log |n|, n \in \mathbb{Z} \setminus \{0\} \), where \( \alpha \geq 0, \beta \) real. Define \( \phi(z) \) by
\[
\phi(z) = z \prod_{n=1}^{\infty} \left(1 - \frac{z}{\lambda_n}\right).
\]
Then \( |\phi(z)| = O(|z|^\alpha + 2\beta) \) on \( \text{Im} \ z = -1 \), and
\[
E_2(\mu) = \begin{cases} 
[\alpha \pi + 2\beta] & \text{if } \{(\alpha \pi + 2\beta) < \frac{1}{2}, \\
[\alpha \pi + 2\beta] + 1 & \text{if } \{(\alpha \pi + 2\beta) \geq \frac{1}{2},
\end{cases}
\]
where \([x]\) and \(\{x\}\) denote, respectively, the integral and fractional parts of \(x\).

The above formula immediately yields the following lemma.

Lemma 5.6. Suppose \( \{\lambda_n\} \) is defined by (3.2), \( \mu_n = \lambda_n + ih_n \) with \( h_n = \frac{1}{2\pi} \log |n| \), and \( h_0 = 0 \). Then \( E_2(\mu) = [\alpha \pi + 2\beta] = 1 \).

Proof of Theorem 5.1. Suppose \( a < 0 \), and \( \mu_n \) is defined as in Theorem 5.4. Then from Lemma 2.4 we get that \( |\text{Im} \ V_n(a) - \text{Im} \mu_n| \leq \text{const} \) and \( |\text{Re} \ V_n(a) - \text{Re} \mu_n| \leq \epsilon_n(a) \), which satisfies the conditions on \( \phi(|n|) \) in Theorem 3.2. Since \( E_2(\mu) = 0 \), following the approach to prove Theorem 5.4 it is easy to see that \( E_2(V_n(a)) = 0 \) for \( a < 0 \).

Using Lemma 5.6 Theorem 3.2 and Proposition F, the same argument will prove that \( E_2(V_n(a)) = 1 \) for \( a > 0 \).

6. Radius of completeness

In this section, using the theorem of A. Beurling and P. Malliavin (Theorem C below), we show that the radius of completeness of the sequence \( \{V_n(a)\} \) is \( \pi \), and thus that radius of completeness of \( \{-iW_n(a)\} \) is one-half.

Recall that to an arbitrary sequence \( \Lambda = \{\lambda_n\} \) of complex numbers containing no repetition, we can always associate a number \( R \in [0, \infty) \) called the radius of
Theorem C (A. Beurling and P. Malliavin, [3, 10]). For a sequence \( \Lambda \) in \( \mathbb{C} \) containing no repetition, we have \( R_\Lambda = \pi \bar{D}_\Lambda \), where

\[
\Lambda' = \{ \lambda'_n = \frac{1}{\Re(1/\lambda_n)} : \lambda_n \in \Lambda, \Re(\lambda_n) \neq 0 \},
\]

unless \( \sum_{\lambda_n \neq 0} |\Im(\lambda_n)| = \infty \), in which case \( R_\Lambda = \infty \).

Proposition 6.1. Fix \( a \in R \setminus \{0\} \) and let \( \Lambda = \{ V_n(a), n \in \mathbb{Z} \} \). Then \( R_\Lambda = \pi \).

Proof. Note that \( \sum_n |\Im(1/\lambda_n(a))| < \infty \), so by Theorem C, it suffices to prove that \( \bar{D}_\Lambda = 1 \), where \( \Lambda' = \{ \lambda'_n \}_{n \in \mathbb{Z}} \) with \( \lambda'_n = 1/\Re\{\frac{1}{\lambda_n(a)}\} \).

Fixing \( a < 0 \) (for \( a > 0 \), the case is similar). We will show that \( \bar{D}_{\Lambda'_+} = 1 \), the proof of \( \bar{D}_{\Lambda'_-} = 1 \) being essentially the same. Note that for \( \lambda'_n \in \Lambda'_+ \), we have by Lemma 2.4

\[
\lambda'_n = n + \frac{1}{4} - v_1^{(2)}(a) + \frac{1}{2\pi} \log^2 |n| + O(1) \frac{n}{n + \frac{1}{4} - v_1^{(2)}(a)},
\]
where $\epsilon_n^{(2)}(a) = O(\frac{\log n}{n})$, and thus

$$\lambda'_n = n + \frac{1}{4} + \epsilon'_n(a)$$

with $\epsilon'_n(a) \to 0$ as $n \to \infty$.

We first show that $\widetilde{D}_{\lambda'_n} \geq 1$. Fix $0 < D < 1$. Choose a (large) positive integer $N_1$ such that $1/N_1 < 1 - D$ and $\lambda'_n \in (n, n + \frac{1}{2})$ if $n \geq N_1$. If $n > 0$ and $t \in [\lambda'_n, \lambda'_{n+1})$, then

$$n_{\lambda'_n}(t + N_1) - n_{\lambda'_n}(t) \geq \frac{n + (N_1 - 1) - n}{N_1} = 1 - \frac{1}{N_1} > D.$$ 

Thus $O_D(\lambda'_n) = (0, \infty)$ and $\|O_D(\lambda'_n)\| = \infty$ whenever $0 < D < 1$. This implies $\widetilde{D}_{\lambda'_n} \geq 1$.

To prove that $\widetilde{D}_{\lambda'_n} \leq 1$, and that $\widetilde{D}_{\lambda'_n} = 1$, we must show that $\|O_D(\lambda'_n)\| < \infty$ for any $D > 1$. For this we only need to establish the existence of a positive integer $N_2$ such that $\lambda'_n \notin O_D(\lambda'_n)$ whenever $n > N_2$, since then a straightforward estimate using the asymptotic behaviour of the sequence $\Lambda'_n$ shows $\|O_D(\lambda'_n)\| := \sum(b_k - a_k/a_k)^2$ to be finite.

Fix $D > 1$ and $n \geq 1$. If $m \geq 0$ (m $\in \mathbb{Z}$) and $\tau \in [\lambda'_{n+m}, \lambda'_{n+m+1})$, then

$$n_{\lambda'_{n+m}}(\tau) - n_{\lambda'_{n+m}}(\lambda'_n) \leq \frac{m}{\lambda'_{n+m} - \lambda'_n} = \frac{m}{\lambda'_{n+m} - \lambda'_n} + (\epsilon'_{n+m}(a) - \epsilon'_{n}(a)).$$

Since $\epsilon'_n(a) \to 0$ as $n \to \infty$, there exists an integer $N_2$ such that for all $n \geq N_2$ and all $m \geq 0$, $m(\epsilon'_{n+m}(a) - \epsilon'_{n}(a)) < D$, and thus the inequality $n_{\lambda'_{n+m}}(\tau) - n_{\lambda'_{n+m}}(\lambda'_n) > D$ holds for no $\tau > \lambda'_n$ when $n \geq N_2$. This implies $\lambda'_n$ is not in $O_D(\lambda'_n)$, $n \geq N_2$, and ends the proof.
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