ON THE ESSENTIAL COMMUTANT OF $T(QC)$

JINGBO XIA

Abstract. Let $T(QC)$ (resp. $T$) be the $C^*$-algebra generated by the Toeplitz operators $\{T_\varphi : \varphi \in QC\}$ (resp. $\{T_\varphi : \varphi \in L^\infty\}$) on the Hardy space $H^2$ of the unit circle. A well-known theorem of Davidson asserts that $T(QC)$ is the essential commutant of $T$. We show that the essential commutant of $T(QC)$ is strictly larger than $T$. Thus the image of $T$ in the Calkin algebra does not satisfy the double commutant relation. We also give a criterion for membership in the essential commutant of $T(QC)$.

1. Introduction

Let $H$ be a separable, infinite-dimensional Hilbert space. Recall that the Calkin algebra $Q$ is defined to be the quotient algebra $B(H)/K(H)$, where $B(H)$ (resp. $K(H)$) is the collection of bounded (resp. compact) operators on $H$. The essential commutant of a subset $G$ of $B(H)$ is defined to be

$$\text{EssCom}(G) = \{X \in B(H) : [T, X] \in K(H) \text{ for every } T \in G\}.$$ 

Let $\pi : B(H) \to Q$ be the quotient map. Then $\pi(\text{EssCom}(G))$ is the commutant of $\pi(G)$ in $Q$. That is, $\{\pi(G)\}' = \pi(\text{EssCom}(G))$. For the discussion below, all algebras and subalgebras are assumed to be unital.

A well-known result of Voiculescu asserts that every separable $C^*$-subalgebra $A$ of $Q$ satisfies the double commutant relation $A = A''$ [13]. An equally well-known result due to Johnson and Parrott [7] and Popa [11] tells us that if $B$ is a von Neumann algebra on $H$, then $\text{EssCom}(B) = B' + K(H)$. Thus if $A$ is the image of a von Neumann algebra in $Q$, then it also satisfies the double commutant relation $A = A''$.

On the other hand, there exist non-separable $C^*$-subalgebras of $Q$ for which the double commutant relation fails. Indeed Example 2.4 in the Johnson-Parrott paper [7] provides just such an example. In [1], Berger and Coburn gave an example of a simple $C^*$-subalgebra of $Q$ which does not satisfy the double commutant relation. Subsequently, the author showed that $A \neq A''$ is quite common among $C^*$-subalgebras of $Q$ in the following sense: If $B$ is a von Neumann algebra and if the dimension of $B$ as a linear space is infinite, then $B$ contains a $C^*$-subalgebra $A$ such that $\pi(A) \neq \pi(B)$ and $\{\pi(A)\}'' = \pi(B)$ [15].

Given these positive and negative results about the double commutant relation, for any $C^*$-subalgebra of $Q$ which is of any interest but not covered by these general results, it seems to be natural to ask whether or not it satisfies the double commutant
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relation. Such a problem usually boils down to the determination of the essential commutant of a specific $C^*$-algebra [1, 4, 7, 11, 15]. The focus of this paper is on a specific essential commutant on the Hardy space $H^2$ of the unit circle $T = \{ \tau \in \mathbb{C} : |\tau| = 1 \}$. This turns out to be one place where harmonic analysis finds a nice application in the theory of operator algebras.

Recall that the Hardy space $H^2$ is the closure of the linear span of $\{ e^{int} : n = 0, 1, 2, \ldots \}$ in $L^2$. Let $P : L^2 \to H^2$ be the orthogonal projection. Given a $\varphi \in L^\infty$, the Toeplitz operator $T_\varphi$ is defined by the formula $T_\varphi g = P\varphi g$, $g \in H^2$. Let $T = \text{the } C^*$-algebra generated by $\{ T_\varphi : \varphi \in L^\infty \}$, which is commonly referred to as the full Toeplitz algebra.

Let $QC = (H^\infty + C) \cap (\overline{H^\infty + C})$, the collection of quasi-continuous functions on the unit circle. It is well known that $QC = \text{VMO} \cap L^\infty$ [5, page 377]. Define $T(QC) = \text{the } C^*$-algebra generated by $\{ T_\varphi : \varphi \in QC \}$.

A key motivating factor for this investigation is the following famous result:

**Theorem 1.1** (Davidson [4]). The essential commutant of $T$ equals $T(QC)$.

An immediate consequence of Theorem 1.1 is that $\pi(T(QC))$ satisfies the double commutant relation in $Q$. On the other hand, although more than a quarter of a century has passed since Davidson’s theorem was published, little is known about $\text{EssCom}(T(QC))$. Given Theorem 1.1, it seems natural to ask, what is $\text{EssCom}(T(QC))$? In particular, does $\text{EssCom}(T(QC))$ coincide with $T$? See [14, Problem 13]. We now have an answer:

**Theorem 1.2.** The essential commutant of $T(QC)$ is strictly larger than $T$.

Given Theorem 1.1, Theorem 1.2 is obviously equivalent to

**Theorem 1.3.** The image of $T$ in the Calkin algebra does not satisfy the double commutant relation.

This seems to be all the more interesting if we consider the following fact: Let $T(H^\infty + C)$ be the (non-self-adjoint) operator algebra generated by $\{ T_\varphi : \varphi \in H^\infty + C \}$. Davidson showed in [4] that $\pi(T(H^\infty + C))$ is a maximal abelian algebra in the Calkin algebra $Q$. It is well known that $T(H^\infty + C)$ generates $T$ as a $C^*$-algebra.

As we will see in the proof of Theorem 1.2, $\text{EssCom}(T(QC))$ contains operators which seem to defy general description. Nevertheless, $\text{EssCom}(T(QC))$ admits a characterization in terms of a BMO-related continuity.

**Theorem 1.4.** Let $A$ be a bounded operator on $H^2$ such that $[T_h, A]$ is compact for every continuous function $h$ on the unit circle. Then $A$ belongs to the essential commutant of $T(QC)$ if and only if $A$ has the following property: For every $\epsilon > 0$, there exists a $\delta = \delta(\epsilon) > 0$ such that the inequality $\|[T_\varphi, A]\| \leq \epsilon$ holds for every $\varphi$ in $L^\infty$ satisfying the conditions $\|\varphi\|_{\text{BMO}} \leq \delta$ and $\|\varphi\|_{\infty} \leq 1$.

The rest of the paper consists of the proofs of these results. More specifically, we will prove Theorem 1.2 in Section 2 and Theorem 1.4 in Section 3. The proof of Theorem 1.4 uses techniques and ideas similar to those in [4, 7].

Although Theorem 1.2 was motivated by $C^*$-algebraic considerations, the proof we present here is based on harmonic analysis. In particular, the proof requires
the full strength of the theory of Calderón-Zygmund operators [2, 3, 12]. The most
difficult step in the proof is a norm estimate \( \| [M_f, T] \| \leq C \| f \|_{\text{BMO}} \). This involves
hard analysis, but fortunately we can use existing results [2, 3, 8] to establish the
required estimate. Thus the task we actually carry out in the proof of Theorem 1.2
is relatively easy.

2. Proof of Theorem 1.2

The first step in the proof is to transform the problem from the unit circle \( T \)
to the real line \( R \). In this section \( dm \) stands for the Lebesgue measure on \( R \). Let
\( H^2(R) \) be the Hardy space for the upper-half plane. We denote the orthogonal
projection from \( L^2(R) \) to \( H^2(R) \) by \( P_W \). The purpose of the subscript \( W \), which
stands for Wiener-Hopf, is to distinguish \( P_W \) from the Hardy projection \( P \) on the
unit circle. For any \( f \in L^\infty(R) \), the operator \( W_f = P_W M_f H^2(R) \) will be called a
Wiener-Hopf operator, again to distinguish it from the unit circle case. Let \( \mathcal{W} \)
be the \( C^* \)-algebra generated by \{\( W_f : f \in L^\infty(R) \}\).

Consider the conformal mapping
\[
\alpha(z) = \frac{i-z}{i+z}
\]
from the upper-half plane to the unit disc. The formula
\[
(Ug)(x) = \frac{1}{\sqrt{\pi}} \cdot \frac{1}{i+x} g \left( \frac{i-x}{i+x} \right), \quad g \in L^2(T),
\]
defines a unitary operator from \( L^2(T) \) to \( L^2(R) \). The coefficient \( 1/\sqrt{\pi} \) in the
above is due to the normalization of the norms on these spaces: As usual, we
define \( \|g\|^2 = (1/2\pi) \int_{-\pi}^{\pi} |g(e^{i\theta})|^2 d\theta \) for \( g \in L^2(T) \) and \( \|G\|^2 = \int |G(x)|^2 dx \) for
\( G \in L^2(R) \). We have
\[
UH^2 = H^2(R) \quad \text{and} \quad UPU^* = P_W.
\]
Thus \( UT_\varphi U^* = W_{\varphi\phi\alpha} \) for every \( \varphi \in L^\infty \). Therefore
\[
(2.1) \qquad UTU^* = \mathcal{W}.
\]
Thus our goal is to construct a bounded operator on \( H^2(R) \) which commutes with
\{\( W_{\varphi\phi\alpha} : \varphi \in \mathcal{QC} \}\) modulo compact operators and which does not belong to \( \mathcal{W} \).

To construct such an operator, we pick a \( u \in C^\infty_c(0, \infty) \) such that \( u = 1 \) on
\([7/10, 4/5], u = 0 \) on \([0, 3/5] \cup [9/10, \infty) \), and \( 0 \leq u \leq 1 \) on the rest of \([0, \infty) \).
Define
\[
\xi(x) = \begin{cases} 
  u(x) & \text{if } x \geq 0, \\
  -u(|x|) & \text{if } x < 0.
\end{cases}
\]
The choice of \( u \) ensures that \( \xi \in C^\infty_c(R) \). Let \( \hat{\xi} \) denote the Fourier transform of \( \xi \),
i.e.,
\[
\hat{\xi}(\lambda) = \frac{1}{\sqrt{2\pi}} \int \xi(x) e^{-i\lambda x} dx.
\]
Then \( \hat{\xi} \) is a smooth, rapidly decreasing function on \( R \). Since \( \xi(-x) = -\xi(x) \), we
also have \( \hat{\xi}(-\lambda) = -\hat{\xi}(\lambda) \). Thus we can pick an \( \omega > 0 \) such that
\[
(2.2) \qquad \hat{\xi}(\omega) \neq 0.
\]
Furthermore, the property $\xi(-x) = -\xi(x)$ implies that 
\begin{equation}
(2.3) \quad \hat{\xi}(0) = \frac{1}{\sqrt{2\pi}} \int \xi(x)dx = 0.
\end{equation}
For each $m \in \mathbb{N}$, define the function
\begin{equation}
\xi_m(x) = 2^m \xi(2^m x), \quad x \in \mathbb{R}.
\end{equation}
Let $\hat{\xi}_m$ be the Fourier transform of $\xi_m$. Then $\hat{\xi}_m$ satisfies the relation
\begin{equation}
(2.4) \quad \hat{\xi}_m(\lambda) = \hat{\xi}(2^{-m}\lambda), \quad \lambda \in \mathbb{R}.
\end{equation}

Next we inductively select a strictly increasing sequence $\{\lambda_j\}_{j=0}^\infty$ of non-negative real numbers and a strictly increasing sequence $\{m_j\}_{j=1}^\infty$ of positive integers as follows: We begin with $\lambda_0 = 0$. Pick any $m_1 \in \mathbb{N}$ such that $2^{m_1} \omega - 1 > \lambda_0$. Suppose that $j \geq 1$ and that we have selected $\lambda_0 < ... < \lambda_{j-1}$ and $m_1 < ... < m_j$ such that $2^{m_j} \omega - j > \lambda_{j-1}$. Since $\lim_{|\lambda| \to \infty} |\hat{\xi}(\lambda)| = 0$, there exists a $\lambda_j > 2^{m_j} \omega + j$ such that
\begin{equation}
(2.5) \quad |\hat{\xi}_{m_1}(\lambda)| + ... + |\hat{\xi}_{m_j}(\lambda)| \leq 2^{-j-1} \quad \text{for all } |\lambda| \geq \lambda_j.
\end{equation}
Set
\begin{equation}
(2.6) \quad \mu_j = \lambda_j + 2j.
\end{equation}

Since $\hat{\xi}$ is continuous, by (2.3), we can pick an integer $m_{j+1} > m_j$ such that $2^{m_{j+1}} \omega - (j + 1) > \lambda_j$ and such that
\begin{equation}
(2.7) \quad |\hat{\xi}_{m_{j+1}}(\lambda)| = |\hat{\xi}(2^{-m_{j+1}} \lambda)| \leq 2^{-j-1} \quad \text{if } |\lambda| \leq \mu_j.
\end{equation}

Thus we have inductively defined $\{\lambda_j\}_{j=0}^\infty$ and $\{m_j\}_{j=1}^\infty$.

For each $n \in \mathbb{N}$ consider the function
\begin{equation}
K_n = \sum_{j=1}^n \xi_{m_j}
\end{equation}
and the convolution operator
\begin{equation}
(T_ng)(x) = \int K_n(x-y)g(y)dy, \quad g \in L^2(\mathbb{R}).
\end{equation}
Let $\hat{K}_n$ be the Fourier transform of $K_n$. By (2.5) and (2.7), if $\lambda_{j-1} \leq |\lambda| < \lambda_j$, $j \geq 1$, then $|\hat{K}_n(\lambda)| \leq \|\hat{\xi}_{m_j}\|_\infty + \sum_{k \geq 2} 2^{-k}$. Since $\|\hat{\xi}_{m_j}\|_\infty = \|\hat{\xi}\|_\infty$ (see (2.4)), we have
\begin{equation}
(2.8) \quad \|\hat{K}_n\|_\infty \leq \|\hat{\xi}\|_\infty + 1,
\end{equation}
$n \in \mathbb{N}$. Define the function
\begin{equation}
\hat{K}(\lambda) = \lim_{n \to \infty} \hat{K}_n(\lambda) = \sum_{j=1}^\infty \hat{\xi}_{m_j}(\lambda), \quad \lambda \in \mathbb{R},
\end{equation}
where the existence of the limit is guaranteed by (2.7). By (2.8), $\|\hat{K}\|_\infty \leq \|\hat{\xi}\|_\infty + 1$.

The Fourier transform provides the unitary equivalence between $T_n$ and $M_{\sqrt{2\pi} \hat{K}_n}$, the operator of multiplication by $\sqrt{2\pi} \hat{K}_n$. Therefore the strong limit
\begin{equation}
T = \lim_{n \to \infty} T_n
\end{equation}
exists. Furthermore, (2.8) implies \( \|T\| \leq \sqrt{2\pi(\|\hat{\xi}\|_\infty + 1)} \). Let
\[
K = \sum_{j=1}^{\infty} \xi_{m_j}.
\]
Since \( \xi_m(x) = 2^m \xi(2^m x) \), we have \( \xi_m'(x) = 2^m \xi'(2^m x) \) for each \( m \in \mathbb{N} \). The supports of \( \xi_m \) and \( \xi_m' \) are strictly contained in \((-2^m, -2^{m-1}) \cup (2^{m-1}, 2^m)\). Since the sequence \( \{m_j\}_{j=1}^{\infty} \) is strictly increasing, this gives us
\[
\left| \frac{d}{dx} K(x) \right| \leq \|\xi'\|_\infty x^{-2} \quad \text{and}
\]
\[
|K(x)| \leq |x|^{-1}
\]
for all \( x \neq 0 \). Thus \( T \) is a Calderón-Zygmund operator in the sense that
\[
(Tg)(x) = \int K(x - y)g(y)dy
\]
for \( g \in L^2(\mathbb{R}) \) and \( x \) not in the support of \( g \). The key to the proof of Theorem 1.2 is the following weighted norm inequality of Coifman and Fefferman [2].

**Proposition 2.1.** Let \( w \) be a weight function on \( \mathbb{R} \) which satisfies the \((A_2)\)-condition
\[
\frac{1}{|I|} \int_I w^\frac{1}{2} \frac{1}{|I|} \int_I w^{-1} dm \leq L < \infty
\]
for every interval \( I \subset \mathbb{R} \) with \( 0 < |I| < \infty \). Then there exists a constant \( N \) which depends only on the bounds in (2.9) and (2.10), \( \|T\| \), and the \((A_2)\)-bound \( L \) above such that
\[
\int |Tg|^2 w dm \leq N \int |g|^2 w dm, \quad g \in L^2(\mathbb{R}).
\]

This proposition is an immediate consequence of Theorem I, Theorem III and Lemma 3 in [2]. Using the John-Nirenberg Theorem, from the above weighted norm inequality one can derive an estimate for commutators in terms of the BMO norm.

**Lemma 2.2.** There exists a constant \( C_{2.2} \) such that the inequality
\[
\| [Mf, T] \| \leq C_{2.2} \|f\|_{BMO}
\]
holds for all \( f \in L^\infty(\mathbb{R}) \).

**Proof.** This type of estimate is actually well known. See, for example, [3, pages 620-621] or [10, Theorem 4.2]. Nevertheless, we reproduce the details of the proof here for the benefit of those readers who are not familiar with weighted norm inequalities.

For an interval \( I \subset \mathbb{R} \), we write \( \varphi_I = \int_I \varphi dm/|I| \) as usual. By the John-Nirenberg Theorem, there are universal constants \( C \) and \( c \) such that
\[
\frac{1}{|I|} \int_I e^{t|\varphi - \varphi_I|} dm \leq 1 + C \quad \text{if} \quad t \leq \frac{c}{2\|\varphi\|_{BMO}}
\]
for all \( \varphi \in \text{BMO}(\mathbb{R}) \) and all intervals \( I \subset \mathbb{R} \) [5, Theorem VI.2.1]. To prove the lemma, it suffices to consider real-valued \( f \in L^\infty(\mathbb{R}) \). For such an \( f \) it follows from (2.11) that
\[
\frac{1}{|I|} \int_I e^{tf} dm \frac{1}{|I|} \int_I e^{-tf} dm \leq (1 + C)^2
\]
for real $t$ satisfying the condition $|t| \leq c(2\|f\|_{BMO})^{-1}$. If we consider $e^{\xi T}$ as a weight function, then (2.12) is an $(A_2)$-condition. Thus, by Proposition 2.1, there is a constant $C_1$ which depends only on $\|T\|$ and the bounds in (2.9), (2.10) and (2.12) such that

$$
(2.13) \quad \int |Tg|^2 e^{\xi T} dm \leq C_1 \int |g|^2 e^{\xi T} dm
$$

for all $g \in L^2(\mathbb{R})$ and $|t| \leq c(2\|f\|_{BMO})^{-1}$. Note that the norm of $M_{w^{1/2}}TM_{w^{-1/2}}$ on the unweighted space $L^2(\mathbb{R})$ equals the norm of $T$ on the weighted space $L^2(\mathbb{R}, wd\mu)$. Therefore from (2.13) we obtain the estimate

$$
(2.14) \quad \|e^{\xi T}e^{-\xi T}g\| \leq C_1^{1/2}\|g\| \quad \text{for} \quad g \in L^2(\mathbb{R}) \quad \text{and} \quad |t| \leq \frac{c}{4\|f\|_{BMO}}.
$$

It is easy to see that for any $\eta, h \in L^2(\mathbb{R})$, the function

$$
z \mapsto \langle e^{\xi T}e^{-\xi T}h, \eta \rangle
$$

is analytic on $C$. For $z \in C$ with $|z| \leq c(4\|f\|_{BMO})^{-1}$, (2.14) holds for $t = \text{Re}(z)$. Since $f$ is real valued, we have $\|e^{\xi T}e^{-\xi T}f\| = \|e^{\text{Re}(z)f}e^{-\xi T}f\|$ and $\|e^{-\text{Im}(z)f}\| = \|\eta\|$. Hence it follows from (2.14) that

$$
(2.15) \quad \|e^{\xi T}e^{-\xi T}f\| \leq C_1^{1/2}\|\eta\|
$$

for $z \in C$ with $|z| \leq c(4\|f\|_{BMO})^{-1}$. Now set $r(f) = c(4\|f\|_{BMO})^{-1}$. Then

$$
\langle [M_f, T]\eta, h \rangle = \frac{d}{dz}\langle e^{\xi T}e^{-\xi T}\eta, h \rangle \bigg|_{z=0} = \frac{1}{2\pi i} \int_{|z|=r(f)} \frac{1}{z^2} \langle e^{\xi T}e^{-\xi T}\eta, h \rangle dz.
$$

Combining this with (2.15), we have

$$
\langle [M_f, T]\eta, h \rangle \leq \frac{1}{r(f)} \max_{|z|=r(f)} \langle e^{\xi T}e^{-\xi T}\eta, h \rangle \leq \frac{4\|f\|_{BMO}}{c} C_1^{1/2}\|\eta\|\|h\|.
$$

This gives us the estimate $\|\langle [M_f, T]\eta, h \rangle \| \leq 4C_1^{1/2}c^{-1}\|f\|_{BMO}$. $\square$

Finally, we define the operator $B$ by the formula

$$
Bg = P_WM_{[0,1]}TM_{[0,1]}g, \quad g \in H^2(\mathbb{R}).
$$

Recalling (2.1), the proof of Theorem 1.2 will be complete once we show

(a) $[W_{\varphi\alpha}, B]$ is compact for every $\varphi \in QC$;
(b) $B \not\in \mathcal{W}$.

If $\varphi \in QC$, then $[M_{\varphi\alpha}, P_W] = U[M_{\varphi}, P]U^*$ is compact. Thus, if $\varphi \in QC$, then $P_WM_{\varphi\alpha}(1 - P_W)$ and $(1 - P_W)M_{\varphi\alpha}P_W$ are compact. It is straightforward to verify that if $\varphi \in QC$, then $\varphi \circ \alpha \in \mathcal{VMO}(\mathbb{R}) \cap L^\infty(\mathbb{R})$. Hence (a) follows from

**Lemma 2.3.** If $f \in \mathcal{VMO}(\mathbb{R}) \cap L^\infty(\mathbb{R})$, then the operator $M_{[0,1]}[M_f, T]M_{[0,1]}$ is compact.

**Proof.** First let us consider $f$ which satisfies a Lipschitz condition

$$
|f(x) - f(y)| \leq L|x - y|
$$

for $x, y \in [0, 1]$. Recalling (2.10), the kernel of the operator $M_{[0,1]}[M_f, T]M_{[0,1]}$ satisfies the estimate

$$
|\chi_{[0,1]}(x)(f(x) - f(y))K(x - y)\chi_{[0,1]}(y)| \leq L, \quad x, y \in [0, 1].
$$
Since the kernel is supported on \([0, 1] \times [0, 1]\), we have \(\|M_{x(0,1)} [M_f, T] M_{x(0,1)}\|_2 \leq L\), where \(\|\cdot\|_2\) denotes the Hilbert-Schmidt norm. In particular, \(M_{x(0,1)} [M_f, T] M_{x(0,1)}\) is compact if \(f\) satisfies a Lipschitz condition. By the usual approximation, \(M_{x(0,1)} [M_f, T] M_{x(0,1)}\) is also compact if \(f \in C_b(\mathbb{R})\), where \(C_b(\mathbb{R})\) denotes the collection of bounded continuous functions on \(\mathbb{R}\). Finally, let \(f \in \text{VMO}(\mathbb{R}) \cap L^\infty(\mathbb{R})\). Then by a theorem of Sarason (see [5, Theorem VI.5.1]) there is a sequence \(\{f_k\} \subset C_b(\mathbb{R})\) such that \(\lim_{k \to \infty} \|f - f_k\|_{\text{BMO}} = 0\). It follows from Lemma 2.2 and the compactness of \(M_{x(0,1)} [M_{f_k}, T] M_{x(0,1)}\) that \(M_{x(0,1)} [M_f, T] M_{x(0,1)}\) is compact. \(\square\)

We now turn to the proof of (b), which is easy given what has been built into the selection of \(\xi\), \(\{\lambda_j\}_{j=0}^\infty\) and \(\{m_j\}_{j=1}^\infty\). For each \(\lambda \in \mathbb{R}\), define the unitary operator \(V_\lambda g(x) = e^{i\lambda x} g(x), \quad g \in L^2(\mathbb{R})\). Under the Fourier transform, \(V_\lambda^* P_W V_\lambda\) is unitarily equivalent to the orthogonal projection from \(L^2(\mathbb{R})\) onto the subspace \(\{g \in L^2(\mathbb{R}) : g = 0\} \times (-\infty, -\lambda]\). Hence

\[
(2.16) \quad \text{s- \(\lim_{\lambda \to \infty} V_\lambda^* P_W V_\lambda = 1\).}
\]

For each \(\lambda \in \mathbb{R}\), define \(V_\lambda = P_W V_\lambda [H^2(\mathbb{R})\), which is the compression of \(V_\lambda\) to the subspace \(H^2(\mathbb{R})\). By (2.16) and the identity \(V_\lambda^* M_f V_\lambda = M_f, \quad f \in L^\infty(\mathbb{R}),\) the strong limit

\[
\text{s}(A) = \text{s- \(\lim_{\lambda \to \infty} V_\lambda^* A V_\lambda\)}
\]

exists for every \(A \in \mathcal{W}\). Thus (b) follows from

**Lemma 2.4.** Let \(g\) be a non-zero vector in the Hilbert space \(H^2(\mathbb{R})\). Then

\[
(2.17) \quad \limsup_{\lambda \to \infty} |\langle \hat{\psi}^* B \hat{V}_\lambda g, g \rangle| > 0
\]

and

\[
(2.18) \quad \liminf_{\lambda \to \infty} |\langle \hat{\psi}^* B \hat{V}_\lambda g, g \rangle| = 0.
\]

**Proof.** Let \(\psi = \chi_{[0,1]} g\) and let \(\hat{\psi}\) be the Fourier transform of \(\psi\). Suppose that \(\lambda > 0\). Then \(H^2(\mathbb{R})\) is invariant under \(V_\lambda\). Thus

\[
\langle \hat{V}_\lambda^* B \hat{V}_\lambda g, g \rangle = \langle M_{x(0,1)} [TM_{x(0,1)} V_\lambda g, g] = M_{x(0,1)} [V_\lambda^* TV_\lambda \psi, \psi] \rangle = \sqrt{2\pi} \langle \hat{K}(M + \lambda) \hat{\psi}, \hat{\psi} \rangle
\]

(2.19)

where \(E_t\) is the spectral measure for the multiplication operator \((M_f)(x) = xf(x)\). Conditions (2.5)–(2.7) ensure \(\langle \hat{K}(t + \lambda_j + j) \rangle \leq \sum_{k \geq j} 2^{-k}\) for \(t \in [-j, j], \quad j \in \mathbb{N}\), hence (2.18).

To prove (2.17), note that the sequences \(\{\lambda_j\}_{j=0}^\infty\) and \(\{m_j\}_{j=1}^\infty\) were defined so that \([2^{m_j} \omega - j, 2^{m_j} \omega + j] \subset (\lambda_{j-1}, \lambda_j)\). By (2.5)–(2.7), if \(\lambda_{j-1} \leq |\lambda| \leq \lambda_j\), then \(\sum_{k \neq j} |\hat{\xi}_{m_k}(\lambda)| \leq \sum_{k \geq j} 2^{-k} = 2^{-j+1}\). Therefore

\[
|\hat{K}(t + 2^{m_j} \omega) - \hat{\xi}(2^{m_j} t + \omega)| = |\hat{K}(t + 2^{m_j} \omega) - \hat{\xi}_{m_j}(t + 2^{m_j} \omega)| \leq 2^{-j+1}
\]

if \(|t| \leq j\). Thus for any given \(0 < R < \infty, \) if \(j \geq R,\) then

\[
\text{sup}_{|t| \leq R} |\hat{K}(t + 2^{m_j} \omega) - \hat{\xi}(\omega)| \leq 2^{-j+1} + \text{sup}_{|t| \leq R} |\hat{\xi}(2^{m_j} t + \omega) - \hat{\xi}(\omega)|.
\]

(2.20)
It now follows from (2.19), (2.20) and the continuity of $\xi$ that
\[
\lim_{j \to \infty} (\tilde{V}^*_n \omega B \tilde{V}^*_n \omega, g, g) = \sqrt{2\pi} \xi(\omega)(\hat{\psi})^2.
\]
Since $g \in H^2(\mathbb{R})$ and $\|g\| > 0$, $g$ cannot vanish on a set of positive measure in $\mathbb{R}$. Therefore $\|\hat{\psi}\| > 0$. Since $\xi(\omega) \neq 0$ (see (2.2)), this proves (2.17). □

This completes the proof of Theorem 1.2.

3. Proof of Theorem 1.4

In this section we are back to the setting of the unit circle $T = \{\tau \in \mathbb{C} : |\tau| = 1\}$. Let $dm$ be the Lebesgue measure on $T$ normalized so that $m(T) = 1$. For an arc $I$ in $T$, we write $|I|$ for $m(I)$. We will prove the following slightly more general result:

**Proposition 3.1.** Let $X \in B(L^2)$ be an operator in the essential commutant of $\{M_f : f \in QC\}$. Then for any $\epsilon > 0$, there is a $\delta = \delta(\epsilon) > 0$ such that the inequality $\|\left[ M_{\varphi}, X \right]\| \leq \epsilon$ holds for every $\varphi \in L^\infty$ satisfying the conditions $\|\varphi\|_{BMO} \leq \delta$ and $\|\varphi\|_\infty \leq 1$.

**Proof of Theorem 1.4.** The “if” part of the theorem is trivial; it simply follows from the fact that for every $f \in QC$, there is a sequence $\{f_n\} \subset C(T)$ such that $\|f_n\|_\infty \leq \|f\|_\infty$ and $\lim_{n \to \infty} \|f - f_n\|_{BMO} = 0$ [5, Theorem VI.5.1].

To prove the “only if” part of the theorem, consider an $A \in \text{EssCom}(T(QC))$. Let $X = A \oplus 0$, where the direct sum corresponds to the space decomposition $L^2 = H^2 \oplus (H^2)^\perp$. Let $f \in QC$. Then $PM_f(1 - P)$ and $(1 - P)M_fP$ are compact. Since $X = PXP$, we have
\[
[M_f, X] = (1 - P)M_fPX - PXPM_f(1 - P) + [T_f, A] \oplus 0,
\]
which is compact because $A \in \text{EssCom}(T(QC))$. Thus
\[
X \in \text{EssCom}(\{M_f : f \in QC\}).
\]
Now for any $\varphi \in L^\infty$ we have $[T_{\varphi}, A] \oplus 0 = P[M_{\varphi}, X]P$ and, therefore,
\[
\|[T_{\varphi}, A]\| \leq \|[M_{\varphi}, X]\|.
\]
The desired bound for $\|[T_{\varphi}, A]\|$ follows from an application of Proposition 3.1. □

The proof of Proposition 3.1 requires some preparations. Our first lemma provides continuous cutoff functions with small $BMO$-norm.

**Lemma 3.2.** For any $0 < \epsilon \leq 1/4$, there is a $0 < \delta(\epsilon) < \epsilon$ such that the following holds true: Let $J = \{\tau e^{2\pi i t} : |t| < \epsilon/2\}$ and $I = \{\tau e^{2\pi i t} : |t| \leq \delta(\epsilon)/2\}$, where $\tau$ is any given point in $T$. Then there is a $v \in C(T)$ which has the following properties:

(i) $0 \leq v \leq 1$ on $T$;
(ii) $v = 0$ on $T \setminus J$;
(iii) $v = 1$ on $I$;
(iv) $\|v\|_{BMO} \leq 4\epsilon$.

**Proof.** Let $C$ be the $BMO$-norm of the function $\log(1/|t|)$, which is finite [5, page 223]. For any $0 < \epsilon \leq 1/4$, define $\delta(\epsilon)$ to be the real number that satisfies the equation
\[
\frac{1}{\log(2/\delta(\epsilon))} - \log(2/\epsilon) = \frac{\epsilon}{4C}.
\]
Then there exists a subsequence $$\delta(e) = e e^{-\epsilon} < \epsilon$$. Define

$$f(t) = \min \left\{ \log \frac{2}{\delta(e)}, \max \left\{ \log \frac{2}{\epsilon}, \log \frac{1}{|t|} \right\} \right\} - \log \frac{2}{\epsilon}.$$

Obviously, $$f$$ is continuous, $$0 \leq f \leq \log(2/\delta(e)) - \log(2/\epsilon)$$, $$f(t) = 0$$ when $$|t| \geq \epsilon/2$$, and $$f(t) = \log(2/\delta(e)) - \log(2/\epsilon)$$ when $$|t| \leq \epsilon/2$$.

For any real-valued $$h \in \text{BMO}(\mathbf{R})$$ and $$\lambda \in \mathbf{R}$$, it follows from the formula

$$\max\{\lambda, h\} = 2^{-1}(\lambda - h + \lambda + h)$$

that $$\|\max\{\lambda, h\}\|_{\text{BMO}} \leq 2\|h\|_{\text{BMO}}$$. Similarly, we have

$$\|\min\{\lambda, h\}\|_{\text{BMO}} \leq 2\|h\|_{\text{BMO}}.$$  

Hence $$\|f\|_{\text{BMO}} \leq 4C$$. It is now easy to see that the function

$$v(\tau e^{2\pi it}) = \frac{f(t)}{\log(2/\delta(e)) - \log(2/\epsilon)}, \quad |t| \leq 1/2,$$

is continuous on $$T$$ and satisfies (i)-(iv). \hfill \Box

Let $$P_z(\tau)$$ be the Poisson kernel for the unit disc, i.e.,

$$P_z(\tau) = \frac{1 - |z|^2}{1 - \bar{z} \tau},$$

where $$|z| < 1$$, $$|\tau| = 1$$. For $$\varphi \in L^\infty$$ and $$0 \leq r < 1$$, let

$$\varphi_r(e^{2\pi it}) = \int P_r(\tau)\varphi(e^{2\pi it})d\mu(\tau),$$

$$t \in \mathbf{R}$$. Our next lemma is most likely a well-known fact, but we include a proof here just in case it is not as well known as we think.

Lemma 3.3. For $$\varphi \in L^\infty$$ and $$0 \leq r < 1$$ we have $$\|\varphi_r\|_{\text{BMO}} \leq \|\varphi\|_{\text{BMO}}$$.

Proof. For each $$\tau \in T$$, define the rotation $$\rho_r(e^{2\pi it}) = e^{2\pi it}\tau$$ of the unit circle. Then $$\varphi_r = \int P_r(\tau)\varphi(\rho_r)dm(\tau)$$. Thus for any arc $$I$$ in $$T$$ we have

$$(\varphi_r)_I = \int P_r(\tau)(\varphi \circ \rho_r)I\,dm(\tau)$$

and

$$\frac{1}{|I|} \int_I |\varphi_r - (\varphi_r)_I|\,dm = \frac{1}{|I|} \int_I |\int P_r(\tau)(\varphi \circ \rho_r - (\varphi \circ \rho_r)_I)\,dm|\,dm$$

$$\leq \int P_r(\varphi) \left\{ \frac{1}{|I|} \int_I |\varphi \circ \rho_r - (\varphi \circ \rho_r)_I|\,dm \right\} dm(\tau).$$

Obviously, $$\|\varphi \circ \rho_r\|_{\text{BMO}} = \|\varphi\|_{\text{BMO}}$$ for every $$\tau \in T$$. Hence $$\|\varphi_r\|_{\text{BMO}} \leq \|\varphi\|_{\text{BMO}}$$. \hfill \Box

Our final lemma is a previously established result.

Lemma 3.4 ([9, Lemma 2.1]). Let $$\{B_n\}$$ be a sequence of compact operators on a Hilbert space $$H$$ satisfying the following two conditions:

(i) Both sequences $$\{B_n\}$$ and $$\{B_n^*\}$$ converge to 0 in the strong operator topology.

(ii) The limit $$\lim_{n \to \infty} \|B_n\|$$ exists.

Then there exists a subsequence $$\{\mu(k)\}_{k=1}^{\infty}$$ of $$\{n\}_{n=1}^{\infty}$$ such that the strong limit

$$\sum_{k=1}^{\infty} B_{\mu(k)} = s-lim_{N \to \infty} \sum_{k=1}^{N} B_{\mu(k)}$$.
exists and has the property
\[ \| \sum_{k=1}^{\infty} B_{\mu(k)} \|_Q = \lim_{n \to \infty} \| B_n \|, \]
where \( \|\cdot\|_Q \) denotes the essential norm, i.e., \( \|A\|_Q = \inf \{\|A + K\| : K \in \mathcal{K}(H)\} \).

Proof of Proposition 3.1. Let \( Y \) be a bounded operator on \( L^2 \). Suppose that there exist an \( a > 0 \) and a sequence \( \{\varphi_k\} \subset L^\infty \) such that
\[ (3.1) \quad \| [M_{\varphi_k}, Y] \| > a \quad \text{and} \quad \| \varphi_k \|_\infty \leq 1 \]
for every \( k \) and such that
\[ (3.2) \quad \lim_{k \to \infty} \| \varphi_k \|_{\text{BMO}} = 0. \]
We will complete the proof by finding an \( f \in \text{QC} \) such that \( [M_f, Y] \) is not compact. We may assume that \( [M_g, Y] \) is compact for every \( g \in C(T) \), for otherwise there is no need to proceed any further.

For each \( k \), we have \( \| (\varphi_k)_r \|_\infty \leq \| \varphi_k \|_\infty \leq 1 \) and, by Lemma 3.3, \( \| (\varphi_k)_r \|_{\text{BMO}} \leq \| \varphi_k \|_{\text{BMO}} \) for every \( 0 \leq r < 1 \). Also, \( \text{s-lim}_{k \to 1} [M_{(\varphi_k)_r}, Y] = [M_{\varphi_k}, Y] \). Thus, replacing each \( \varphi_k \) by an appropriate \( (\varphi_k)_r \) if necessary, we may assume that the sequence \( \{\varphi_k\} \) above is actually contained in \( C(T) \).

We claim that for each \( n \in \mathbb{N} \), there exist an arc \( I_n \) with \( |I_n| \leq 2/n \) and a \( \psi_n \in C(T) \) with \( \| \psi_n \|_\infty \leq 1 \) and \( \| \psi_n \|_{\text{BMO}} \leq 2^{-n} \) such that
\[ (3.3) \quad \| M_{X,I_n} [\psi_n, Y] M_{X,I_n} \| \geq a/4. \]
For this purpose we consider the arcs \( J_j = \{e^{2\pi i t} : (j - 1)/n \leq t < j/n\}, j = 1, 2, ..., n \). We further define \( J_0 = J_n \) and \( J_{n+1} = J_1 \). Thus
\[ (3.4) \quad [M_{\varphi_k}, Y] = \sum_{1 \leq j,j' \leq n} [M_{\varphi_k}, M_{X,j'} Y M_{X,j}] = \sum_{i=-1}^{1} \sum_{j=1}^{n} [M_{\varphi_k}, M_{X,j+i} Y M_{X,j}] + [M_{\varphi_k}, L], \]
where
\[ L = \sum_{|j'-j| \geq 2} M_{X,j'} Y M_{X,j}. \]
If \( j \in \{1, ..., n\} \) and \( |j' - j| \geq 2 \), then \( d(J_{j'}, J_j) > 0 \). Thus there are \( g_{j'}, g_j \in C(T) \) such that \( g_{j'} = 1 \) on \( J_{j'} \), \( g_j = 1 \) on \( J_j \), and \( g_{j'} g_j = 0 \). Since \( g_j \in C(T) \), the operator \( M_{g_j} Y M_{g_j} = M_{g_{j'}} [Y, M_{g_j}] \) is compact by assumption. Thus \( M_{X,j'} Y M_{X,j} = M_{X,j'} Y M_{g_{j'}} M_{X,j} \) is also compact. It follows that \( L \) is a compact operator. Let \( c_k \) be the trace of \( \varphi_k \) on \( \mathbb{N} \). Then
\[ \lim_{k \to \infty} \int |\varphi_k - c_k| dm \leq \lim_{k \to \infty} \| \varphi_k \|_{\text{BMO}} = 0. \]
Since \( \| \varphi_k \|_\infty \leq 1 \), this implies \( \text{s-lim}_{k \to \infty} M_{\varphi_k - c_k} = 0 \) and \( \text{s-lim}_{k \to \infty} M_{\varphi_k}^* = 0 \). By the compactness of \( L \), we have
\[ (3.5) \quad \lim_{k \to \infty} \|[M_{\varphi_k}, L]\| = \lim_{k \to \infty} \|[M_{\varphi_k - c_k}, L]\| = 0. \]

By (3.1)–(3.2) and (3.4)–(3.5), there is a \( k(n) \in \mathbb{N} \) such that \( \| \varphi_{k(n)} \|_{\text{BMO}} \leq 2^{-n} \) and such that
\[ \| \sum_{i=-1}^{1} \sum_{j=1}^{n} [M_{\varphi_{k(n)}, M_{X,j+i} Y M_{X,j}] \| \geq 3a/4. \]
We set \( \psi_n = \varphi_{k(n)} \). Then \( \|\psi_n\|_{\text{BMO}} \leq 2^{-n} \) and \( \|\psi_n\|_{\infty} \leq 1 \). The above implies that there is an \( i(n) \in \{-1, 0, 1\} \) such that

\[
\left\| \sum_{j=1}^{n} M_{\chi_{j+i(n)}} [M(\psi_n, Y)M_{\chi_{j+n}}] \right\| = \left\| \sum_{j=1}^{n} [M(\psi_n, M_{\chi_{j+i(n)}} Y)M_{\chi_{j+n}}] \right\| \geq a/4.
\]

Since \( J_1, \ldots, J_n \) are disjoint, this implies that there is a \( j(n) \in \{1, \ldots, n\} \) such that

\[
\left\| M_{\chi_{j(n)+i(n)}} [M(\psi_n, Y)M_{\chi_{j(n)}}] \right\| \geq a/4.
\]

Thus (3.3) holds for \( I_n = J_{j(n)+i(n)} \cup J_{j(n)} \), proving our claim.

For each \( k \in \mathbb{N} \), let \( \delta(2^{-k}) \) be the number provided by Lemma 3.2 for \( \epsilon = 2^{-k} \). Given a \( k \in \mathbb{N} \), let \( n(k) \in \mathbb{N} \) be such that \( 2/n(k) \leq \delta(2^{-k}) \). (Since \( \delta(2^{-k}) \leq 2^{-k} \), this implies \( n(k) \geq 2^{k+1} \).) By Lemma 3.2, there is an open arc \( Q_k \) containing \( I_{n(k)} \) and a continuous function \( 0 \leq v_k \leq 1 \) on \( T \) such that \( |Q_k| = 2^{-k} \), \( v_k = 1 \) on \( I_{n(k)} \), \( v_k = 0 \) on \( T \setminus Q_k \), and \( \|v_k\|_{\text{BMO}} \leq 2^{-k+2} \). Define

\[
g_k = v_k \psi_n(k),
\]

\( k \in \mathbb{N} \). Thus \( g_k \in C(T) \), \( g_k = 0 \) on \( T \setminus Q_k \) and \( \|g_k\|_{\infty} \leq 1 \). Since \( |v_k| \leq 1 \) and \( |\psi_n(k)| \leq 1 \), we have \( |g_k - (v_k)I(\psi_n(k))I| \leq |v_k - (v_k)I| + |\psi_n(k) - (\psi_n(k))I| \). Hence

\[
\|g_k\|_{\text{BMO}} \leq 2(\|v_k\|_{\text{BMO}} + \|\psi_n(k)\|_{\text{BMO}}) \leq 2(2^{-k+2} + 2^{-n(k)}) \leq 2^{-k+4}.
\]

Note that \( \chi_{I_{n(k)}} v_k = \chi_{I_{n(k)}} \). Therefore

\[
M_{\chi_{I_{n(k)}}} [M_{g_k}, Y]M_{\chi_{I_{n(k)}}} = M_{\chi_{I_{n(k)}}} [M_{\chi_{I_{n(k)}}} M_{g_k}, Y]M_{\chi_{I_{n(k)}}} = M_{\chi_{I_{n(k)}}} [M_{\chi_{I_{n(k)}}} M_{\psi_n}, Y]M_{\chi_{I_{n(k)}}} = M_{\chi_{I_{n(k)}}} [M_{\psi_n}, Y]M_{\chi_{I_{n(k)}}}.
\]

Combining this identity with (3.3), we have

\[
\| [M_{g_k}, Y] \| \geq a/4
\]

for every \( k \in \mathbb{N} \).

Passing to a subsequence of \( \{Q_k\} \) if necessary, we may assume that there is a \( \sigma \in T \) such that

\[
\lim_{k \to \infty} \sup_{\tau \in Q_k} |\tau - \sigma| = 0.
\]

Define \( U_n = \{ \sigma e^{2\pi it} : |t| < 2^{-n-1} \} \), \( n \in \mathbb{N} \). By Lemma 3.2, for each \( n \in \mathbb{N} \) there exist a \( 0 < \delta_n < 2^{-n} \) and a \( w_n \in C(T) \) such that \( 0 \leq w_n \leq 1 \) on \( T \), \( w_n = 0 \) on \( T \setminus U_n \), \( \|w_n\|_{\text{BMO}} \leq 2^{-n+2} \), and \( w_n = 1 \) on \( V_n \), where

\[
V_n = \{ \sigma e^{2\pi it} : |t| < \delta_n/2 \}.
\]

Let \( \eta_n = 1 - w_n \), \( n \in \mathbb{N} \). Then

\[
\|\eta_n\|_{\text{BMO}} = \|w_n\|_{\text{BMO}} \leq 2^{-n+2}.
\]

Also, \( \|\eta_n\|_{\infty} \leq 1 \), \( \eta_n = 1 \) on \( T \setminus U_n \), and \( \eta_n = 0 \) on \( V_n \). Since \( \lim_{n \to \infty} \|U_n\| = 0 \), we have

\[
s-\lim_{n \to \infty} M_{\eta_n} = 1.
\]
Again, \(\|g_k\eta_n\|_{\text{BMO}} \leq 2(\|g_k\|_{\text{BMO}} + \|\eta_n\|_{\text{BMO}})\). By (3.6)–(3.7) and (3.9)–(3.10), for each \(k \in \mathbb{N}\) there is an \(n_k \in \mathbb{N}\) such that if we set \(f_k = g_k\eta_{n_k}\), then \(\|f_k\|_{\text{BMO}} \leq 2^{-k+6}\) and
\[
(3.11) \quad \|[M_{f_k}, Y]\| \geq a/8.
\]
Obviously, \(f_k \in C(T), \|f_k\|_{\infty} \leq 1\), and \(f_k = 0\) on \((T \setminus Q_k) \cup V_{n_k}\).

Because every \(V_{n_k}\) is a neighborhood of \(\sigma\) and because of (3.8), there is a subsequence \(\{k(j)\}_{j=1}^{\infty}\) of \(\{k\}_{k=1}^{\infty}\) such that \(f_{k(i)}(f_{k(j)}) = 0\) on \(T\) for all \(i \neq j\). Since \(f_k \in C(T)\), the operator \([M_{f_k}, Y]\) is compact by assumption. Since \(\lim_{k \to \infty} |Q_k| = 0\), we have
\[
s^{-}\lim_{k \to \infty} [M_{f_k}, Y] = 0 = s^{-}\lim_{k \to \infty} [M_{f_k}, Y]^*.
\]
Thus by (3.11) and Lemma 3.4, there is a subsequence \(\nu(j)\) of \(\{k(j)\}\) such that the strong limit
\[
s^{-}\lim_{N \to \infty} \sum_{j=1}^{N} [M_{f_{\nu(j)}}, Y] = \sum_{j=1}^{\infty} [M_{f_{\nu(j)}}, Y]
\]
is not compact. Define \(f = \sum_{j=1}^{\infty} f_{\nu(j)}\). Because \(f_{\nu(i)}f_{\nu(j)} = 0\) for all \(i \neq j\), we have \(\|f\|_{\infty} = \sup_{i} \|f_{\nu(i)}\|_{\infty} \leq 1\). Furthermore, because \(f_k \in C(T)\) and \(\sum_{k=1}^{\infty} \|f_k\|_{\text{BMO}} < \infty\), we have \(f \in \text{VMO}\). Hence \(f \in L^{\infty} \cap \text{VMO} = \text{QC}\). It is obvious that
\[
[M_f, Y] = \sum_{j=1}^{\infty} [M_{f_{\nu(j)}}, Y],
\]
which is not compact. This completes the proof. \(\square\)

4. A Remark on Theorem 1.4

For the “if” part of Theorem 1.4, there are two assumptions on the operator \(A\):

(1) \([T_h, A]\) is compact for every continuous function \(h\) on the unit circle.

(2) For every \(\epsilon > 0\), there exists a \(\delta = \delta(\epsilon) > 0\) such that the inequality \(\|[T_{\varphi}, A]\| \leq \epsilon\) holds for every \(\varphi \in L^{\infty}\) satisfying the conditions \(\|\varphi\|_{\text{BMO}} \leq \delta\) and \(\|\varphi\|_{\infty} \leq 1\).

A moment of reflection on these conditions would bring up the suspicion that (1) might be redundant. In other words, one would naturally ask, does (2) imply (1)? If (1) could be dropped as an assumption, it would make the statement of Theorem 1.4 more pleasing. But the fact is that (2) does not imply (1), and therefore (1) cannot be dropped. In the remainder of the section we give an example to show that (2) does not imply (1).

To construct such an example, we use the John-Nirenberg Theorem again. By [5, Corollary VI.2.3], there is a universal constant \(C_4\) such that the inequality
\[
(4.1) \quad \|\varphi - \varphi_T\|_4 \leq C_4 \|\varphi\|_{\text{BMO}}
\]
holds for every \(\varphi \in L^{\infty}\), where \(\varphi_T = \int \varphi dm\) and \(\|\cdot\|_4\) denotes the \(L^4\)-norm.

For each integer \(n \geq 0\), let \(e_n(\tau) = \tau^n, \tau \in T\). Let \(\mathcal{E}\) be the norm closure of \(\text{span}\{e_{2^k} : k \in \mathbb{N}\}\) in \(H^2\) and let \(E : H^2 \to \mathcal{E}\) be the orthogonal projection. It is obvious that
\[
[T_{e_1}, E]e_{2^k} = e_{1+2^k}, \quad k \in \mathbb{N}.
\]
Thus the operator $[T_{e_1}, E]$ is not compact. We will complete the example by showing that $E$ satisfies (2). In fact we will do a little better; we will show that the inequality

$$
\| [T_\varphi, E] \| \leq 2^{5/4} C_4 \| \varphi \|_{\text{BMO}}
$$

holds for every $\varphi \in L^\infty$.

To prove (4.2), consider $k, \ell, k', \ell' \in \mathbb{N}$ satisfying the conditions $k \leq \ell$ and $k' \leq \ell'$. For such $k, \ell, k', \ell'$, it is obvious that

$$
2^k + 2^\ell \neq 2^{k'} + 2^{\ell'} \quad \text{if either} \quad \ell \neq \ell' \quad \text{or} \quad k \neq k'.
$$

For any polynomial $p = \sum_{k=1}^N c_k e_{2^k}$ in $\mathcal{E}$, we have

$$
p^2 = \sum_{k=1}^N c_k^2 e_{2^{k+2}} + \sum_{1 \leq k < \ell \leq N} 2c_k c_\ell e_{2^{k+2}}.
$$

By (4.3), we have $e_{2^k+2^\ell} \perp e_{2^{k'+2^{\ell'}}}$ under the conditions $(k, \ell) \neq (k', \ell')$, $k, \ell, k', \ell' \in \mathbb{N}$, $k \leq \ell$ and $k' \leq \ell'$. Thus

$$
\| p \|_4^4 = \langle p^2, p^2 \rangle = \sum_{k=1}^N |c_k|^2 + \sum_{1 \leq k < \ell \leq N} 4|c_k c_\ell|^2 \leq 2 \left( \sum_{k=1}^N |c_k|^2 \right)^2 = 2\| p \|_2^2.
$$

Let $\varphi \in L^\infty$. If $q$ is a polynomial in $H^2$, then $Eq$ is a polynomial in $\mathcal{E}$. We have

$$
\| T_{\varphi - \varphi T} Eq \|_2 \leq \left( \int |(\varphi - \varphi T) Eq|^2 \, dm \right)^{1/2} \leq \| \varphi - \varphi T \|_{4}\| Eq \|_4.
$$

Applying (4.1) to $\varphi$ and (4.4) to $Eq$, we have

$$
\| T_{\varphi - \varphi T} Eq \|_2 \leq C_4 \| \varphi \|_{\text{BMO}} \cdot 2^{1/4}\| Eq \|_2 \leq 2^{1/4} C_4 \| \varphi \|_{\text{BMO}} \| q \|_2.
$$

Since polynomials are dense in $H^2$, this implies that

$$
\| T_{\varphi - \varphi T} E \| \leq 2^{1/4} C_4 \| \varphi \|_{\text{BMO}},
$$

$\varphi \in L^\infty$. Now (4.2) follows from (4.5) and the identities $[T_\varphi, E] = T_{\varphi - \varphi T} E - ET_{\varphi - \varphi T}$ and $\| ET_{\varphi - \varphi T} \| = \| (ET_{\varphi - \varphi T})^* \| = \| T_{\varphi - \varphi T} E \|.$
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