STABILITY OF STATISTICAL PROPERTIES
IN TWO-DIMENSIONAL PIECEWISE HYPERBOLIC MAPS

MARK F. DEMERS AND CARLANGELO LIVERANI

ABSTRACT. We investigate the statistical properties of a piecewise smooth
dynamical system by directly studying the action of the transfer operator on
appropriate spaces of distributions. We accomplish such a program in the
case of two-dimensional maps with uniformly bounded second derivative. For
the class of systems at hand, we obtain a complete description of the SRB
measures, their statistical properties and their stability with respect to many
types of perturbations, including deterministic and random perturbations and
holes.

1. Introduction

In recent years, many works have sought to establish in the hyperbolic setting
the functional analytic approach developed for one-dimensional piecewise expanding
maps.

This strategy completely avoids any attempt to code the system and directly
studies the transfer operator on an appropriate Banach space (in the expanding
case, the functions of bounded variation). Roughly speaking, the approach is to
first obtain a priori control on the smoothing properties of the transfer operator
[LY], then infer from those that the transfer operator is quasi-compact and that its
peripheral spectrum provides abundant information about the statistical properties
of the system [K], and finally show that such a picture is stable for a large class of
perturbations [BY, KL]. See [B1] for a detailed explanation of the above ideas and
complete references and [L2] for an apology.

Such a point of view was successfully extended to multi-dimensional expanding
maps [S, Bn, T1, T2, BK], but its application to the hyperbolic setting has been
lacking until recently. Notwithstanding some partial successes [Bn, L1, R1, R2, R3],
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the first paper in which the above approach was systematically implemented in all its aspects was [BKL], in which the authors studied Anosov diffeomorphisms. Such results have subsequently been dramatically improved in a series of papers [GL, B2, BT, L3] of which certainly we have not seen the end. In spite of the fact that in one dimension the approach was developed to overcome the problem of discontinuities, the case of piecewise hyperbolic systems has eluded attempts to treat it along such lines (with the partial exception of [L1]). Consequently, as far as hyperbolic systems with discontinuities are concerned, the only available approaches are [P] and [Y] (and the generalizations by Chernov [Ch] and Chernov, Dolgopyat [CD] of Young’s approach in the case of billiards; see [CY] for a review). Such approaches require a very deep preliminary understanding of the regularity properties of the invariant foliations and are not well-suited to the study of perturbations of the systems under consideration.

The present paper makes a first step in overcoming the difficulty of discontinuities by showing that in the two-dimensional case the functional analytic approach can be carried out successfully. We are confident that this approach can be extended to billiards and higher-dimensional systems.

The outline of the paper is as follows. In Section 3 we describe functional spaces on which we establish the quasi-compactness of the transfer operator in Section 4. This is the key result of the paper from which all the rest follow.

In Section 5 we show that there exists a precise relation between the spectral picture of the transfer operator and the statistical properties of the system. More precisely, the peripheral spectrum corresponds to the ergodic decomposition with respect to the physical measures, so a complete description of the SRB measures for the system is obtained.

The rest of the spectrum is connected to the finer statistical properties such as the decay of correlations, which is proven to be exponential for mixing systems, the Central Limit Theorem, the power spectrum and the Ruelle resonances. Although the decay of correlations and CLT are already known for systems with a slightly more restrictive class of singularities (see [Y]), the current approach presents a unified framework for these results and adds to them a detailed understanding of the power spectrum and Ruelle resonances not previously available. (See [Ru1, Ru2, PP1, PP2] for a discussion of Ruelle resonances in Axiom A systems.)

In addition, we answer questions concerning the stability of these statistical properties with respect to both deterministic and random perturbations, as well as those obtained by introducing small holes into the system. We prove that the stability is of a very strong nature: all the statistical properties, from the invariant measures to the rate of decay of correlations to the Ruelle resonances, vary continuously with the perturbation. The proofs of these results are contained in Section 6.

Contrary to [GL], the spaces introduced here do not allow an extensive study of the influence of the smoothness of the system on its statistical properties. This may depend on the class of systems under investigation: contrary to the smooth case in which the degree of smoothness determines the size of the essential spectrum, it is conceivable that there is no difference between piecewise $C^2$ and piecewise $C^r$ systems. On the other hand there may be a difference that is not captured by our spaces.

Finally, note that the paper tackles the problem, left open in [GL], of how to define spaces with Hölder regularity in the unstable direction.
Remark 1.1. A remarkable aspect of the present approach is that it bypasses completely the detailed, and extremely laborious, study of the smoothness properties of the invariant foliations, their holonomies and the local ergodicity theorems (albeit restricted to the uniformly hyperbolic case). Accordingly, it provides an extremely direct way to obtain very strong results, as testified by the length of the present, essentially self-contained, paper.

Convention 1.2. In this paper we will use \( C \) to denote a generic constant depending only on the dynamical systems \((M, T)\), while \( C_{a,b,c,...} \) will depend only on \((M, T)\) and the parameters \( a, b, c, \ldots \). Accordingly, the actual value of such constants may vary from one occurrence to the next.

2. Setting, definitions and results

Let \( M \) be a compact two-dimensional Riemannian manifold, possibly with boundary and not necessarily connected, and let \( T : M \to M \) be a piecewise uniformly hyperbolic map in the following sense. We assume that there exist a finite number of pairwise disjoint open regions \( \{M^+_i\} \) such that \( \bigcup_i M^+_i = M \) and the boundaries of \( M^+_i \) are piecewise \( C^1 \) curves of finite length. We define \( M^-_i = T(M^+_i) \) and require that \( \bigcup_i M^-_i = M \). We refer to the sets \( S^\pm := M \setminus \bigcup_i M^\pm_i \) as the singularity sets for \( T \) and \( T^{-1} \), respectively. We assume that \( T \in \text{Diff}^2(M \setminus S^+, M \setminus S^-) \) and that on each \( M^+_i \), \( T \) has a \( C^2 \) extension to \( M^+_i \).

On each \( M_i \), \( T \) is uniformly hyperbolic: i.e., it admits two continuous \( DT \)-strictly-invariant families of cones \( C^s \) and \( C^u \) defined on all of \( M \setminus (S^+ \cup \partial M) \) which satisfy

\[
\begin{align*}
\lambda &:= \inf_{x \in M \setminus S^+} \inf_{v \in C^s} \frac{\|DT v\|}{\|v\|} > 1, \\
\mu &:= \inf_{x \in M \setminus S^+} \inf_{v \in C^s} \frac{\|DT v\|}{\|v\|} < 1, \\
\mu^{-1} &:= \inf_{x \in M \setminus S^-} \inf_{v \in C^s} \frac{\|DT^{-1} v\|}{\|v\|} > 1.
\end{align*}
\]

In Section 3.1, we define narrow cones with the same names and refer to them as the stable and unstable cones of \( T \), respectively. We assume that the tangent vectors to the singularity curves in \( S^- \) are bounded away from \( C^s \). Note that this class of maps is similar to that studied in [Y, P]; see also [LW] for the symplectic case.

Remark 2.1. We can replace the condition that the singularity curves be transverse to \( C^s \) by the more general assumption (H1) of Section 2.3 (replacing \( \partial H \) with \( S^- \)), thus allowing singularities which are in places tangent to the stable direction. The estimates of Section 6.3 imply that Proposition 2.7 and Theorem 2.8 hold with this weaker condition on the singularities of \( T \) as long as we choose \( \beta \leq \alpha/2 \) in the definition of the strong unstable norm (2.4). We do not do this, however, since this restriction on \( \beta \) makes less optimal our estimates on the essential spectral radius (see Remark 5.9).

\footnote{Note that the strict invariance of the cone field together with the smoothness properties of the map implies that the stable and unstable directions are well-defined for each point whose trajectory does not meet a singularity line.}
Remark 2.2. Although the class of maps $T$ which we consider does not contain billiards, it does contain piecewise toral automorphisms and a broad class of piecewise hyperbolic nonlinear maps with bounded derivative.

Denote by $S^+_n$ the set of singularity curves for $T^{-n}$ and by $S^-_n$ the set of singularity curves for $T^n$. Let $M(n)$ denote the maximum number of singularity curves in $S^-_n$ which intersect at a single point. We make the following assumption regarding the singularities of $T$:

\[ \text{(P1)} \quad \text{There exist } \alpha_0 > 0 \text{ and an integer } n_0 > 0, \text{ such that } \lambda \mu^{\alpha_0} > 1 \text{ and } (\lambda \mu^{\alpha_0})^{n_0} > M(n_0). \]

Condition (P1) can always be satisfied if $M(n)$ has polynomial growth (as is the case with billiards); however, since (P1) is required only for some fixed $n_0$, it is not necessary to control $M(n)$ for all $n$ in order to verify the condition.

Remark 2.3. If property (P1) holds for $\alpha_0$, then it holds for all $0 < \alpha < \alpha_0$ with the same $n_0$. Notice also that $M(kn_0) \leq M(n_0)^k$, which implies that the inequality in (P1) can be iterated to make $(\lambda \mu^{\alpha_0})^{-kn_0} M(kn_0)$ arbitrarily small once (P1) is satisfied for some $n_0$.

In Section 3.1 we will define a set of admissible leaves $\Sigma$, close to the stable direction, on which we will define our norms. For a leaf $W \in \Sigma$, let $L_n$ denote the number of smooth connected components of $T^{-n}W$. For a fixed $N$, by shrinking the maximum length $2\delta$ of leaves in $\Sigma$, we can require that $L_N \leq M(N) + 1$. This implies that choosing $N = kn_0$, we can make $(\lambda \mu^{\alpha_0})^{-N} L_N$ arbitrarily small.

Convention 2.4. In what follows, we will assume that $n_0 = 1$. If this is not the case, we may always consider a higher iterate of $T$ for which this is so by assumption (P1). We refer to $L_1$ as $L$ and choose $\delta$ small enough that $L < 1$.

We write $D^s$ to denote differentiation in the stable direction and note that this direction is well-defined outside the set $\bigcup_{n \geq 0} S^+_n$ due to the uniform hyperbolicity of $T$.

For an admissible leaf $W \in \Sigma$, we will denote by $m(W)$ the (unnormalized) Riemannian volume on $W$ and by $d(\cdot, \cdot)$ the distance along the leaf. We will often abbreviate $m(W)$ by $|W|$.

2.1. Transfer operator. The basic object of study in the present paper is the so-called transfer operator $L$. Clearly, to make sense of an operator it is necessary to specify on which space it acts. In fact, the search for a good space is the main point of the present paper.

In the smooth case [GL], it is convenient to define the transfer operator acting on the space of distributions which turns out to contain all the relevant spaces. In this manner one can obtain all the relevant operators as restrictions of the original one.

In the present case it is not clear if there exists an appropriate ambient space. We bypass this problem by defining the operator as acting between two scales of spaces.

For each $n \in \mathbb{N}$, let $K_n$ be the set of connected components of $\mathcal{M} \setminus S^+_n$. Recall that $C^1(\mathcal{K}, \mathbb{R})$ is the set of functions $\varphi \in C^1(\mathcal{K}, \mathbb{R})$ which have a $C^1$ extension in a

\(^2\)Clearly the space of distributions will not do since if $\varphi$ is smooth, $\varphi \circ T$ may not be.
neighborhood of $\mathbf{K}$. Let $C^1_{S^n} := \{ \varphi \in L^\infty(\mathcal{M}) : \varphi \in C^1(\mathbf{K}, \mathbb{R}) \ \forall K \in \mathcal{K}_n \}$. If $h \in (C^1_{S^n})'$ is an element of the dual of $C^1_{S^n}$, then $L : (C^1_{S^n})' \to (C^1_{S^n})'$ acts on $h$ by

$$Lh(\varphi) = h(\varphi \circ T) \ \forall \varphi \in C^1_{S^n}.$$ 

The above definition shows how the transfer operator acts on an abstract space of distributions, but often we will be concerned with its action on more concrete objects. Notice that since the sets $S^n_+$ are all of zero Lebesgue (Riemannian) measure, each signed measure absolutely continuous with respect to Lebesgue yields an element of $(C^1_{S^n})'$.

**Remark 2.5.** In what follows, we will identify a measure $h$ that is absolutely continuous with respect to Lebesgue with its density, which we will insist on calling $h$. Accordingly,

$$h(\varphi) = \int_{\mathcal{M}} h \varphi \ dm,$$

where $m$ denotes Lebesgue measure on $\mathcal{M}$. Hence the space of measures absolutely continuous with respect to Lebesgue is canonically identified with $L^1(\mathcal{M}, \mathbb{R}, m)$.

With the above convention, $L^1(\mathcal{M}) \subset (C^1_{S^n})'$ for each $n \in \mathbb{N}$. One can then restrict $L$ to $L^1$ and a simple computation shows that

$$L^n h = h \circ T^{-n} |DT^n(T^{-n})|^{-1}$$

for any $n \geq 0$ and any $h \in L^1(\mathcal{M})$.

### 2.2. Definition of the norms

We will define the required Banach spaces by closing $C^1$ with respect to suitable norms.

The norms are defined via a set of admissible leaves $\Sigma$. Such leaves are essentially smooth curves roughly in the stable direction, their length is smaller than some $\delta$ and among them is defined a notion of distance $d_\Sigma$. Also, a notion of distance $d_q$ is defined among functions supported on such leaves. They are defined precisely in Section 3.1.

For $W \in \Sigma$ and $0 \leq \alpha, q \leq 1$, denote by $C^\alpha(W, \mathbb{C})$ the set of continuous complex-valued functions on $W$ with Hölder exponent $\alpha$. Define the following norms:

$$|\varphi|_{W, \alpha, q} := |W|^\alpha \cdot |\varphi|_{C^\alpha(W, \mathbb{C})}.$$ 

Given a function $h \in C^1(\mathcal{M}, \mathbb{C})$, define the weak norm of $h$ by

$$|h|_w := \sup_{W \in \Sigma} \sup_{\varphi \in C^1(W, \mathbb{C})} \int_W h \varphi \ dm.$$ 

---

3The space $C^1_{S^n}$ is a Banach space when equipped with the norm $\sup_{K \in \mathcal{K}_n} |\varphi|_{C^1(K)}$.

4Given a square matrix $A$, by $|A|$ we mean $|\det(A)|$.

5Often the above is taken as the definition of the transfer operator, yet as will become clear in the following, $L^1$ is both too small and too large a space to be useful.
Choose $\alpha, \beta, q < 1$ such that $0 < \beta \leq \alpha \leq 1 - q \leq \alpha_0$. We define the strong stable norm as

\begin{equation}
\|h\|_s := \sup_{W \in \Sigma} \sup_{|\varphi| \leq 1} \max_{W \in \mathcal{C}(W, C)} h \varphi \, dm
\end{equation}

and the strong unstable norm as

\begin{equation}
\|h\|_u := \sup_{\varepsilon \leq \varepsilon_0} \sup_{W_1, W_2 \in \Sigma} \sup_{d_{\Sigma}(W_1, W_2) \leq \varepsilon} \frac{1}{\varepsilon^\beta} \left| \int_{W_1} h \varphi_1 \, dm - \int_{W_2} h \varphi_2 \, dm \right|
\end{equation}

where $\varepsilon_0$ will be chosen later. We then define the strong norm of $h$ by

\begin{equation}
\|h\| := \|h\|_s + b\|h\|_u
\end{equation}

where $b$ is a small constant chosen later. We define $\mathcal{B}$ to be the completion of $\mathcal{C}(\mathcal{M})$ in the strong norm and $\mathcal{B}_w$ to be the completion of $\mathcal{C}^1(\mathcal{M})$ in the weak norm.

Finally, let

\begin{equation}
D_n := \delta^{n-1} \sup_{0 \leq k \leq n} \sup_{W \in \Sigma} |W|^{-\alpha} \int_W |D T^{-k}| \, dm
\end{equation}

and set $D_s = \limsup_{n \to \infty} D_n^{1/n}$.

2.3. Statement of results. The first result gives a more concrete description of the above abstract spaces.

**Lemma 2.6.** For each $n \geq 0$, $\mathcal{B} \subset \mathcal{B}_w \subset (\mathcal{C}_{S^n}^1)'$.

**Proof.** This is an immediate consequence of Lemma 3.3 and the fact that $|\cdot|_w \leq \|\cdot\|$.

In addition, the transfer operator is well-defined on the spaces $\mathcal{B}, \mathcal{B}_w$. In fact, the following more precise result is proven in Section 4.

**Proposition 2.7.** There exists $\delta_0 > 0$ such that for all $h \in \mathcal{B}$, $\delta \leq \delta_0$ and $n \geq 0$,

\begin{align}
|\mathcal{L}^n h|_w &\leq C D_n |h|_w, \\
\|\mathcal{L}^n h\|_s &\leq C \max\{\rho, \mu^q\}^n D_n \|h\|_s + C_\delta D_n |h|_w, \\
\|\mathcal{L}^n h\|_u &\leq C \lambda^{-\beta n} D_n \|h\|_u + C(D_n + L_n \lambda^{-n} \mu^{-\alpha n}) \|h\|_s.
\end{align}

If we choose $1 > \tau > \max\{\lambda^{-\beta}, \rho, \mu^q\}$, then there exists $N \geq 0$ such that

\begin{equation}
\|\mathcal{L}^N h\| \leq \|\mathcal{L}^N h\|_s + b\|\mathcal{L}^N h\|_u
\end{equation}

provided $b$ is chosen small enough with respect to $N$. The above represents the traditional Lasota-Yorke inequality once we show the $D_n$ are bounded. Probably

---

6Such inequalities are irrelevant for the definition of the spaces, but we introduce them here because they will be needed for the various Lasota-Yorke estimates of Section 4
a direct argument could prove this fact, yet we find it easier to prove using a functional analytic argument.

The final ingredient in the strategy to prove the quasi-compactness of the operator \( L \) is the relative compactness of the unit ball of \( B \) in \( B_m \). This is proven in Lemma 5.5. It thus follows by standard arguments ([16]) that the essential spectral radius of \( L \) on \( B \) is bounded by \( \tau D_* \), while the estimate for the spectral radius, contrary to the usual situation, is \( D_* \) which, in general, could be larger than one. Nevertheless, a functional analytic argument (Lemma 5.3) shows that the spectral radius is one. As a consequence we know, a posteriori, that \( D_* = 1 \), and this together with Lemma 5.1 implies that the \( D_n \) are bounded (see Remark 5.4).

Our next results characterize the set of invariant measures in \( B \) and some of the statistical properties of \( T \). Recall that an invariant probability measure \( \mu \) is called a physical measure if there exists a positive Lebesgue measure invariant set \( B_\mu \), with \( \mu(B_\mu) = 1 \), such that, for each continuous function \( f \),

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} f(T^i x) = \mu(f) \quad \forall x \in B_\mu.
\]

Let \( \Pi_\theta \) be the eigenprojector on \( \mathbb{V}_\theta \), the eigenspace of \( L \) corresponding to eigenvalue \( e^{2\pi i \theta} \), and set \( \mathbb{V} := \bigoplus_\theta \mathbb{V}_\theta \). The following theorem is proved by the lemmas of Section 5.

**Theorem 2.8.** The peripheral spectrum of \( L \) on \( B \) consists of finitely many cyclic groups. The maps \( \{T^n\}_{n \in \mathbb{N}} \) admit only finitely many physical probability measures, they form a basis for \( \mathbb{V} \) and the cycles correspond to the cyclic groups. In addition,

1. If \( \mu \in \mathbb{V}_0 \) and \( S^{\pm}_{n,\epsilon} \) is an \( \epsilon \)-neighborhood of \( S^\pm_n \), then \( \mu(S^{\pm}_{n,\epsilon}) \leq C_n \epsilon^\alpha \) for all \( n \in \mathbb{N} \). In particular, \( \mu(S^\pm_n) = 0 \).
2. Each element in \( \mathbb{V} \) is a signed measure absolutely continuous with respect to the probability measure \( \bar{\mu} := \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} L^i 1 \). In particular, all the physical measures are absolutely continuous with respect to \( \bar{\mu} \).
3. The supports of the physical measures correspond to the ergodic decomposition with respect to Lebesgue.
4. For all \( f \in C^0(M, \mathbb{R}) \), the limit \( f^+(x) := \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} f \circ T^i(x) \) exists for \( m \)-almost-every \( x \) and takes on only finitely many different values. If \( \bar{\mu} \) is ergodic, then \( f^+(x) = \int f \bar{\mu} \) for \( m \)-almost-every \( x \).
5. If \( (T, \bar{\mu}) \) is ergodic, then 1 is a simple eigenvalue. If \( (T^n, \bar{\mu}) \) is ergodic for all \( n \in \mathbb{N} \), then one is the only eigenvalue of modulus one, \( (T, \bar{\mu}) \) is mixing and exhibits exponential decay of correlations for Hölder observables, and the Central Limit Theorem holds.
6. More generally, the Fourier transform of the correlation function (sometimes called the power spectrum) admits a meromorphic extension in the annulus \( \{ z \in \mathbb{C} \mid \tau < |z| < \tau^{-1} \} \), and the poles (Ruelle resonances) correspond exactly to the eigenvalues of \( L \).

Items (1)-(4) and part of (5) are proved in Section 5.2. The rest is proved in Section 5.3.

**Remark 2.9.** Although \( \bar{\mu} \) is a natural measure in the sense that it is obtained by pushing forward and averaging Lebesgue measure, it is generally not absolutely continuous with respect to Lebesgue in the hyperbolic setting. Typically, one expects
µ to be singular along stable manifolds and absolutely continuous along unstable manifolds.

**Remark 2.10.** A natural question is if all the positive elements of \( V_0 \) are SRB measures; however, the characterization of SRB measures as measures that are absolutely continuous along unstable manifolds is a bit at odds with our philosophy since it would require us to prove the existence and properties of such manifolds in the first place. An alternative approach is to note that the integral along a manifold lying in the unstable cone yields an element of \( B \) (see [GL, Proposition 4.4.] for a similar result in that context), and therefore by iterating it (one standard manner to construct SRB measures) one converges to the elements of \( V_0 \). With this approach one can show that \( V_0 \) corresponds exactly to the decomposition into SRB measures.

**Remark 2.11.** Several of the above results are similar to those obtained in [P, Y] for piecewise hyperbolic maps. In [Y], an SRB measure \( \nu \) was constructed, and under the assumption that \((T^n, \nu)\) is ergodic for all \( n \), it was proven that \((T, \nu)\) satisfies the CLT and exponential decay of correlations for Hölder observables. In [P], the existence of SRB measures and the ergodic decomposition was proven.

In Section 6, we prove various perturbation results, using the framework provided by [KL]. This requires first obtaining uniform Lasota-Yorke estimates for the perturbed operators \( L_\epsilon \). Then, regarding these operators as acting from \( B \) to \( B_w \), we define the norm

\[
|||L||| = \sup_{\{h \in B: \|h\| \leq 1\}} |Lh|_w
\]

and show that \( L_\epsilon \) and \( L \) are close in this norm. The results of [KL] then imply that the spectral picture (hence the SRB measures, the rate of correlation decay, etc.) persists and is stable as long as a spectral gap is maintained. These results, to our knowledge, are new and are a simple byproduct of the present approach.

### 2.4. Deterministic and smooth random perturbations.

We define the class of perturbations for which our results hold. This class is analogous to that studied in [GL].

Fix \( B_\ast < \infty \) such that \( |D^2T| < B_\ast \) and let \( \Gamma_{B_\ast} \) be the set of maps \( \tilde{T} \) that satisfy the assumptions of Section 2 with \( |D^2\tilde{T}| \leq B_\ast \).

**Definition 1.** Given two maps \( T_1, T_2 \in \Gamma_{B_\ast} \), we say that they have distance \( \epsilon \) if their singularity curves are at distance \( \epsilon \) and if outside an \( \epsilon \) neighborhood of the union of their singularity curves they are \( \epsilon \)-close in the \( C^2 \) norm. We call this distance \( \gamma(T_1, T_2) \).

Choose \( \epsilon \leq \epsilon_0 \) and let \( X_\epsilon \) be an \( \epsilon \)-neighborhood of \( T \) in \( \Gamma_{B_\ast} \),

\[
X_\epsilon = \{ \tilde{T} \in \Gamma_{B_\ast} : \gamma(T, \tilde{T}) < \epsilon \}.
\]

In general, the constants \( \lambda(\tilde{T}), \mu(\tilde{T}), \mu_+(\tilde{T}) \) and \( D_n(\tilde{T}) \) defined by (2.1) and (2.6) depend on the map \( \tilde{T} \). However, for \( \epsilon \leq \epsilon_0 \), we may choose constants \( \lambda, \mu, \mu_+ \) and \( D_n \) such that \( 1 < \lambda \leq \lambda(\tilde{T}), 1 > \mu \geq \mu(\tilde{T}), 1 > \mu_+ \geq \mu(\tilde{T}) \) and \( D_n \geq D_n(\tilde{T}) \) for all \( \tilde{T} \in X_\epsilon \). These are the constants we shall use in the estimates of Section 6 which enable us to obtain uniform Lasota-Yorke type inequalities for the maps in \( X_\epsilon \).
Let $v$ be a probability measure on a probability space $\Omega$ and let $g : \Omega \times \mathcal{M} \to \mathbb{R}^+$ be a measurable function satisfying:

(i) $g(\omega, \cdot) \in C^1(\mathcal{M}, \mathbb{R}^+)$ for each $\omega \in \Omega$;

(ii) $\int_{\Omega} g(\omega, x) d\nu(\omega) = 1$ for each $x \in \mathcal{M}$;

(iii) $g(\omega, x) \geq a > 0$ and $|g(\omega, \cdot)|_{C^1(\mathcal{M})} \leq A < \infty$.

If we associate to each $\omega \in \Omega$ a map $T_\omega \in X_{\varepsilon}$, this defines a random walk on $\mathcal{M}$ in a natural way. Starting at $x$, we choose $T_\omega$ according to the distribution $g(\omega, x) d\nu(\omega)$. We apply $T_\omega$ to $x$ and repeat this process starting at $T_\omega x$. We say the process has size $\Delta(\nu, g) \leq \varepsilon$.

Remark 2.12. If $\nu$ is a Dirac measure centered at $\omega_0$, this process corresponds to the deterministic perturbation $T_{\nu_0}$ of $T$. Thus this setting encompasses a large class of random and deterministic perturbations of $T$.

The transfer operator $L_{\nu, g}$ associated with the random process governs the evolution of densities by

$$L_{\nu, g} h(x) = \int_{\Omega} L_{T_\omega} h(x) g(\omega, T_\omega^{-1} x) d\nu(\omega)$$

where $L_{T_\omega}$ is the transfer operator associated with $T_\omega$.

Lemmas 6.1, 6.2 and 6.3 prove the two steps required in order to apply [KL] to the above class of perturbations. We need some more notation before stating the theorem fully.

Choose $\sigma \in \{\max\{\lambda-\beta, \rho, \mu^2\}, 1\}$ and denote by $sp(L)$ the spectrum of $L$ on $\mathcal{B}$. Since $sp(L) \cap \{z \in \mathbb{C} : |z| \geq \sigma\}$ consists of a finite number of eigenvalues $\gamma_1, \ldots, \gamma_k$ of finite multiplicity, we may assume that $sp(L) \cap \{z \in \mathbb{C} : |z| = \sigma\} = \emptyset$. Hence there exists $t_* > 0$ such that $|\gamma_i - \gamma_j| > t_*$ for $i \neq j$ and $\dist(sp(L), \{z = \sigma\}) > t_*$.

Finally, for $t \leq t_*$, define the spectral projections

$$\Pi_{\nu, g}^{(j)} := \frac{1}{2\pi i} \int_{|z - \gamma_j| = t} (z - L_{\nu, g})^{-1} dz$$

and

$$\Pi_{\nu, g}^{(\sigma)} := \frac{1}{2\pi i} \int_{|z| = \sigma} (z - L_{\nu, g})^{-1} dz.$$

We denote by $\Pi_{\nu, g}^{(j)}$ and $\Pi_{\nu, g}^{(\sigma)}$ the corresponding spectral projections for the unperturbed operator $L$.

Theorem 2.13. For each $t \leq t_*$ and $\eta < 1 - \frac{\log \sigma}{\log \max\{\lambda-\beta, \rho, \mu^2\}}$, there exists $\varepsilon_1 > 0$ such that for any perturbation $(\nu, g)$ of $T$ satisfying $\Delta(\nu, g) < \varepsilon_1$, the spectral projections $\Pi_{\nu, g}^{(j)}$, $\Pi_{\nu, g}^{(\sigma)}$ and $\Pi_{\nu, g}$ are well-defined and satisfy

1. $|||\Pi_{\nu, g}^{(j)} - \Pi_{\nu, g}^{(j)}||| \leq C\Delta(\nu, g)^{\eta}$ and $|||\Pi_{\nu, g}^{(\sigma)} - \Pi_{\nu, g}^{(\sigma)}||| \leq C\Delta(\nu, g)^{\eta}$;

2. $\text{rank}(\Pi_{\nu, g}^{(j)}) = \text{rank}(\Pi_{\nu, g}^{(j)})$ for each $j$;

3. $\|L_{\nu, g}\Pi_{\nu, g}^{(\sigma)}\| \leq C\sigma^n$ for all $n \geq 0$.

In view of the previous discussion on the meaning of the spectral data, Theorem 2.13 implies that the statistical properties (invariant measures, rates of decay of correlations, variance of the CLT, etc.) are stable under the above class of perturbations.

Remark 2.14. It is possible to obtain a constructive bound on $\varepsilon_1$ by estimating $\tau$ and using the bounds provided by [KL].
2.5. Hyperbolic systems with holes. Another interesting class of perturbations is the one obtained by opening small holes in the system, thus making it an open system from which particles or mass can escape. In such systems, we keep track of the iterates of points as long as they do not enter the holes.

Let \( H \subset \mathcal{M} \) be an open set which we call the hole and define \( \mathcal{M}^0 = \mathcal{M} \setminus H \). Let \( \mathcal{M}^n = \bigcap_{i=0}^n T^i \mathcal{M}^0 \) be the set of points that has not escaped by time \( n \). The map \( \hat{T}^n := T^n|\mathcal{M}^n \) describes the dynamics in the presence of the hole, and the evolution of measures is described by the transfer operator

\[
\mathcal{L}_H^n h = \mathcal{L}^n(1_{\mathcal{M}^n} h).
\]

Since \( \hat{T} \) is simply a restriction of \( T \), the family of admissible leaves \( \Sigma \) does not change. Let \( r = \sup \{|W| : W \subset H, W \in \Sigma \} \), i.e. \( r \) is the largest “diameter” of \( H \) where length is measured along admissible leaves.

We make the following two assumptions on the hole:

(H1) \( H \) is comprised of a finite number of open, connected components whose boundaries consist of finitely many piecewise smooth curves. Moreover, for each smooth component \( \omega \) of \( \partial H \) and any point \( x \in \omega \), either

1. the tangent to \( \omega \) at \( x \) is bounded away from \( C^s(x) \), or
2. the curvature of \( \omega \) at \( x \) is greater than \( B \) (in the definition of \( \Xi \) from Section 3.1).

(H2) There exists an integer \( n_1 > 0 \), such that \( (\lambda \mu^{\alpha_0})^{n_1} > P_{n_1} \).

Notice that we can iterate the inequality in (H2) by controlling \( \delta \). For a fixed \( N = kn_1 \), we can choose \( \delta \) so that \( P_{kn_1} \leq P_k \). Thus we can make \( P_N(\lambda \mu^{\alpha_n})^{-N} \) as small as we like.

Convention 2.15. We will assume that \( n_1 = 1 \). If this is not the case, we can always consider a higher iterate of \( T \) for which this is true once (H2) is satisfied. We refer to \( P_1 \) as simply \( P \) and assume that \( \lambda^{-1} \mu^{-\alpha_0}(L + P) < 1 \).

The observations following (H2) and (P1) imply that we can control \( \lambda^{-n} \mu^{-\alpha_n}(L_n + P_n) \) which is precisely what we need in order to prove the Lasota-Yorke inequalities for \( \mathcal{L}_H \).

Remark 2.16. It is fairly easy to have holes that satisfy our assumptions: for example holes with boundaries transverse to the stable cones, convex holes with boundaries with curvature larger than \( B \) or some appropriate mixture of the two. In the case of convex holes, \( P = 1 \).

Remark 2.17. We do not distinguish between pieces of \( \hat{T}^{-n} W \) created by intersections with the hole and those created by the singularities of \( T \). This is clear in the estimates of Sections 4 and 6.3 and justifies Remark 2.1 that all the theorems of Section 2.3 hold with the weaker conditions (H1) and (H2) on \( \mathcal{S}^- \) as long as we choose \( \beta \leq \alpha/2 \). This restriction on \( \beta \) stems from the observation that for strictly convex holes (singularities), two curves in \( \Sigma \) which are \( \varepsilon \)-close to one another can differ in their intersection with the hole (singularity) by a length of at most \( C\varepsilon^{1/2} \). (This is used in equation (6.12) of Section 6.3.)
The spectral radius of $L_H$ is typically $\vartheta < 1$ when all the mass in the system eventually escapes. The analogous notion to an invariant measure in this setting is that of a *conditionally invariant measure*. For any Borel measure $\mu$, define $\tilde{T}_*\mu(A) = \mu(\tilde{T}^{-1}A)$ for any Borel set $A \subset \mathcal{M}$. A probability measure $\mu$ is called conditionally invariant with respect to $\tilde{T}$ if $\tilde{T}_*\mu = \lambda \mu$ for some $\lambda \leq 1$. It follows that $\lambda = \mu(\mathcal{M})$ and that $-\log \lambda$ represents the exponential rate of escape from the system with respect to $\mu$.

In principle there can be many conditionally invariant measures with different eigenvalues; however, one can ask if there exists a natural conditionally invariant measure which is the forward limit of a reasonable class of measures under the nonlinear operator $\tilde{T}_n\mu/|\tilde{T}_n\mu|$ (see [DY] for a discussion of the issues involved).

Lemma 6.5 and Proposition 6.6 place us in the setting of [KL] and allow us to assert the following theorem.

**Theorem 2.18.** Let $H$ be a hole satisfying conditions (H1) and (H2) and choose $\beta \leq \alpha/2$ in (2.4). Then for $Pr^\alpha$ sufficiently small,

1. The non-essential spectra and the relative spectral projectors of $L$ and $L_H$ outside the disk of radius $\tau$ are close in the sense of Theorem 2.13.
2. If $T$ has a unique SRB measure, then $\tilde{T}$ admits a unique natural conditionally invariant measure $\mu$ which is characterized by $\mu = \lim_{n \to \infty} \tilde{T}_n^\bullet \mu/|\tilde{T}_n^\bullet \mu|$.

**Corollary 2.19.** Suppose $T$ has a unique SRB measure $\mu_0$ and let $H_t$ be a sequence of holes with $\text{diam}(H_t) \leq t$ satisfying (H1) and (H2) with uniform constant $n_1$. Let $\mu_t$ be the natural conditionally invariant measures associated with $H_t$ given by Theorem 2.18(2). Then $|\mu_t - \mu_0|_w \to 0$ as $t \to 0$.

**Proof.** The convergence follows directly from the closeness of the spectral projectors guaranteed by Theorem 2.18(1). Note that the convergence in the $|\cdot|_w$-norm is stronger than the weak-convergence results typically obtained for open systems. $\square$

When $T$ has a unique SRB measure, one can also associate to the conditionally invariant measure $\mu$ a unique invariant measure $\nu$ for $\tilde{T}$ which is supported on $\Omega = \bigcap_{n=-\infty}^\infty T^n\mathcal{M}_0$, the set of points that never escape from the system. Define $\Pi_\vartheta$ to be the projector onto the eigenspace associated with the spectral radius $\vartheta$. $\Pi_\vartheta$ admits the following characterization:

$$\Pi_\vartheta = \lim_{n \to \infty} \vartheta^{-n}\mathcal{L}_H^n.$$

In fact, the spectral decomposition implies that $\mathcal{L}_H h = \vartheta \ell(h) + R h$, where the spectral radius of $R$ is strictly smaller than $\vartheta$ and

$$\ell(h) = \int \Pi_\vartheta h \, dm = \lim_{n \to \infty} \vartheta^{-n} \int_{\mathcal{M}^n} h \, dm \quad \text{for } h \in \mathcal{B}.$$

It is then easy to see that

$$\nu(\varphi) := \ell(\varphi \mu) = \lim_{n \to \infty} \vartheta^{-n} \int_{\mathcal{M}^n} \varphi \, d\mu$$

is the required invariant measure.

**Remark 2.20.** Hyperbolic systems with holes have been well-studied when the systems in question admit a finite Markov partition (see the long series of papers [C, CM1, CM2, CMT1, CMT2, LM]), but these are the first results for hyperbolic systems with discontinuities and no Markov properties. Moreover, it should be
noted that even if $T$ is a $C^2$ Anosov diffeomorphism, then the present approach yields stronger results in a much more simple, direct and compact way than has previously been available. In one dimension, piecewise expanding maps with non-Markov holes have been studied via a variety of approaches, [BC], [LiM], [D1]; logistic maps with non-Markov holes were studied in [D2].

3. Banach space embeddings

We must start with the overdue exact definition of the family of admissible leaves $\Sigma$, which is a set of parametrized curves in the unstable direction.

3.1. Family of admissible leaves. Our definitions are similar to those of [GL]. For $\kappa$ sufficiently small, we redefine the stable cone at $x \in M$ to be

$$C^s(x) = \{u + v \in T_x M : u \in E^s(x), v \perp E^s(x), \|v\| \leq \kappa \|u\|\}.$$ 

An analogous expression defines $C^u(x)$. These families of cones are invariant, that is, $DT^{-1}(C^s(x)) \subset C^s(T^{-1}x)$ and $DT(x)(C^u(x)) \subset C^u(Tx)$.

For each $M^+_j$, we choose a finite number of coordinate charts $\{\chi_j\}_{j=1}^K$, whose domains $R_j$ vary depending on whether they contain a preimage of part of the boundary curves of $M^+_j$. For those $\chi_j$ which map only to the interior of $M^+_j$, we take $R_j = (-r_j, r_j)^2$. For those $\chi_j$ which map to a part of $\partial M^+_j$, we take $R_j$ to be $(-r_j, r_j)^2$ restricted to one side of a piecewise $C^1$ curve (the preimage of part of $\partial M^+_j$) which we position so that it passes through the origin. Each $R_j$ has a centroid, $y_j$, and each $\chi_j$ satisfies

1. $D\chi_j(y_j)$ is an isometry.
2. $D\chi_j(y_j) : (\mathbb{R} \times 0) = E^s(\chi_j(y_j))$.
3. The $C^2$-norm of $\chi_j$ and its inverse are bounded by $1 + \kappa$.
4. There exists $c_j \in (\kappa, 2\kappa)$ such that the cone $C_j = \{u + v \in \mathbb{R}^2 : u \in \mathbb{R} \times \{0\}, v \in \mathbb{R} \times \{0\}, \|v\| \leq c_j \|u\|\}$ has the following property: for $x \in R_j$ such that $\chi_j(x) \notin S^-$, $D\chi_j(x) C_j \supset C^s(\chi_j(x))$ and $DT^{-1}(D\chi_j(x) C_j) \subset C^s(T^{-1} \circ \chi_j(x))$.
5. $M^+_j$ is covered by the sets $\{\chi_j(R_j \cap (-r_j, r_j)^2)\}_{j=1}^K$.

Now choose $r_0 \leq \min_j r_j / 2$; later, we may shrink $r_0$ further. Fix $B < \infty$ and consider the set of functions

$$\Xi := \{F \in C^2([-r, r], \mathbb{R}) : r \in (0, r_0], F(0) = 0, |F|_{C^1} \leq \kappa, |F|_{C^2} \leq B\}.$$ 

Let $I_r = (-r, r)$. For $x \in R_j \cap (-r_j / 2, r_j / 2)^2$ such that $x + (t, F(t)) \in R_j$ for $t \in I_r$, define $G(x, r, F)$ to be a lift of the graph of $F$ to $\mathcal{M}$: $G(x, r, F)(t) := \chi_j(x + (t, F(t)))$ for $t \in I_r$. For ease of notation, we will often write $G_F$ for $G(x, r, F)$. We record here for future use that $|G_F|_{C^1} \leq (1 + \kappa)^2$ and $|G_F^{-1}|_{C^1} \leq 1 + \kappa$.

Our set of admissible leaves is then defined as follows:

$$\Sigma := \{W = G(x, r, F)(I_r) : x \in R_j \cap (r_j / 2, r_j / 2)^2, r \leq r_0, F \in \Xi\}.$$ 

If necessary, we shrink $r_0$ so that sup$_{W \in \Sigma} |W| \leq 2\delta$, where $\delta$ is the length scale referred to in the convention following property (P1).

We define an analogous family of approximate unstable leaves $\mathcal{F}^u$ which lie in the unstable cone $C^u$. 
For any two leaves $W_1(x_1, x_1, r_1, F_1)$ and $W_2(x_2, x_2, r_2, F_2)$ with $r_1 \leq r_2$, we define the distance between them to be:

$$d_{\Sigma}(W_1, W_2) = \eta(i_1, i_2) + |x_1 - x_2| + |r_1 - r_2| + 2^{-1}B^{-1}|F_1 - F_2|_{C^1(I_{r_1})}$$

where $\eta(i, j) = 0$ if $i = j$ and $\eta(i, j) = \infty$ otherwise, i.e., we can only compare leaves which are mapped under the same chart.

Given two functions $\varphi_i \in C^q(W_i, C)$, we define the distance between $\varphi_1$, $\varphi_2$ as:

$$d_q(\varphi_1, \varphi_2) = |\varphi_1 \circ G_{F_1} - \varphi_2 \circ G_{F_2}|_{C^q(I_{r_1}, C)}.$$

3.2. Some technical facts. To understand the structure of the spaces $B_w$ and $B$ it is necessary to prove two preliminary results that will be needed in many other arguments throughout the paper. In particular we need some understanding of the properties of $T^{-n}W$ for $W \in \Sigma$. We use the distortion bounds of Appendix A throughout Sections 3.2 through 3.4.

Let $\mathcal{W}_0 = \{W\} \subset \Sigma$ and suppose we have defined $\mathcal{W}_{n-1} \subset \Sigma$. If $W' \in \mathcal{W}_{n-1}$ contains any singularity points of $T^{-1}$, then $T^{-1}W'$ is partitioned into at most $L$ pieces $W_i'$, so that $T$ is smooth on each $W_i'$. Next, if one of the components of $T^{-1}W'$ has length greater than $2\delta$, it is partitioned further into pieces of length between $\delta$ and $2\delta$. We define $\mathcal{W}_n$ to be the collection of all pieces $W_i \subset T^{-n}W$ obtained in this way. It is a standard result of hyperbolic theory that each $W_i$ is in $\Sigma$ if $B$ is chosen sufficiently large in the definition of $\Sigma$.

**Lemma 3.1.** For any $0 < \varsigma \leq \alpha_0$ and each $W \in \Sigma$

$$\sum_{W_i \in \mathcal{W}_n} |W_i|^\varsigma |DT^n|^{-1}J_{W^n}T^n|_{C^0(W_i)} \leq C \sum_{k=1}^n \delta^{\varsigma-1} \rho^{n-k} \int_W |DT^{-k}|dm + C|W| \rho^n$$

where $J_{W^n}$ denotes the Jacobian of $T^n$ along the leaf $T^{-n}W$.

**Proof.** For each $1 \leq k \leq n$, denote by $W_i^k$ the elements of $W_k$. Let $A_k = \{i : |W_i^k| < \delta\}$ and $B_k = \{i : |W_i^k| \geq \delta\}$ denote the short and long pieces in $W_k$, respectively. We regard $W_i^k$ as a tree with $W$ as its root and $W_k$ as the $k^{th}$ level.

At level $n$, we collect the short pieces into groups as follows. Consider a piece $W^m_{i_0} \in \mathcal{W}_n$, not necessarily short. Let $W^k_j$ be the most recent long “ancestor” of $W^m_{i_0}$, i.e., $k = \max\{0 \leq m \leq n : T^{n-m}(W^m_{i_0}) \subset W^m_j \text{ and } j \in B_m\}$. If no such ancestor exists, set $k = 0$ and $W^k_j = W$. Note that if $W^m_{i_0}$ is long, then $W^k_j = W^m_{i_0}$. Let

$$J_n(W^k_j) = \{i : T^{n-k}(W^m_{i_0}) \subset W^k_j \text{ and } |T^\ell(W^m_{i_0})| < \delta \text{ for } 0 \leq \ell \leq n - k - 1\}$$

be the set of indices corresponding to the short pieces which have the same most recent long ancestor as $W^m_{i_0}$, or the set $\{W^m_{i_0}\}$ if the piece is long. Since for any $i \in J_n(W^k_j)$, $|T^\ell(W^m_{i_0})| < \delta$ for all $0 \leq \ell \leq n - k - 1$, we may estimate $\#J_n(W^k_j) \leq L^{n-k}$ using Remark 2.3 and Convention 2.4. So using the distortion bounds given

\[\text{The reader can check that the triangle inequality holds in } \Sigma.\]
Lemma 3.2. For any volume element on $M$, which proves the lemma. □

where for the first inequality we have estimated (3.1) by equations (A.1) and (A.2), we estimate

\[
\sum_{i \in J_n(W_j^\delta)} |W_i^n| |DT^n|^{-1} |J_W T^n| c_0(W^n) \leq C \sum_{i \in J_n(W^\delta_j)} |T^{n-k} W_i^n| |(J_W T^{n-k})|^{1-\delta} |DT^{n-k}|^{-1} |c_0(W^n) |
\]

\[(3.1)\]

where for the first inequality we have estimated $|W_i^n| |J_W T^{n-k}| c_0(W^n) \leq C |T^{n-k} W_i^n|$, and for the second we have used the H"older inequality. Grouping all \sum_{i \in J_n(W^\delta_j)}$ together with (3.2), we conclude that

\[
(3.3)
\]

For each $i$, again using (A.1),

\[
\sum_{k=0}^n \sum_{j \in B_k} |W_j^k| |DT^k|^{-1} |J_W T^k| c_0(W^j) \leq C \sum_{k=0}^n \sum_{j \in B_k} |W_j^k| |DT^k|^{-1} |J_W T^k| c_0(W^j) \rho^{n-k}.
\]

For each $k \geq 1$, we have $|W_j^k| \geq \delta$ and $T^k W_j^k \cap T^k W_{j_2}^k = \emptyset$ if $j_1 \neq j_2$. So we may sum over $j$, again using (A.1),

\[
\sum_{j \in B_k} |W_j^k| |DT^k|^{-1} |J_W T^k| c_0(W^j) \leq C \sum_{j \in B_k} |W_j^k|^{-1} \int_{W_j^k} |DT^k|^{-1} |J_W T^k| dm 
\]

\[(3.3)\]

Putting (3.3) together with (3.2), we conclude that

\[
\sum_{i \in J_n(W^\delta_j)} |W_i^n| |DT^n|^{-1} |J_W T^n| c_0(W^n) \leq C \sum_{k=1}^n \delta^{-1} \rho^{n-k} \int_W |DT^{-k}| dm + C |W|^\delta \rho^n
\]

which proves the lemma.

As an immediate corollary of the above lemma we have

Lemma 3.2. For any $0 \leq \delta \leq \alpha$ and each $W \in \Sigma$

\[
\sum_{W_i \in W_n} |W_i|^\delta |DT^n|^{-1} |J_W T^n| c_0(W_i) \leq C D_n \delta^{\delta - \alpha} |W|^{\alpha} + C |W|^\delta \rho^n.
\]

Next, we have a fundamental lemma that will allow us to establish a connection between our Banach spaces and the standard spaces of distributions.

**Lemma 3.3.** For each $h \in C^1(M)$, $n \geq 0$, and $\varphi \in C^1_{S^n}$, we have

\[
|h(\varphi)| = \int_{M} h \varphi dV \leq C_\delta |h|_{W}(\varphi)_{\infty} + |D^s \varphi|_{\infty}
\]

where $D^s$ denotes the derivative along the stable direction and $dV$ is the normalized volume element on $M$. □
Proof. Choose $\varphi \in C^1_S(\mathbb{R})$ for some $n_0 \in \mathbb{N}$, so that $\varphi \in C^1(\mathbb{R})$ for each $K \in \mathcal{K}_{n_0}$.

First partition each $\mathcal{M}^+_{n_0}$ into finitely many approximate boxes $B_\ell$ whose boundary curves are elements of $\Sigma$ and $\mathcal{F}^n$, as well as the boundary curves of $\mathcal{M}^n_+$ where necessary. The $B_\ell$ can be constructed so that each $B_\ell$ is foliated by curves $W \in \Sigma$ and $\text{diam}(B_\ell) \leq 2\delta$. On each $B_\ell$, choose a smooth partition $\{W_\ell(\xi)\}$ of $B_\ell$ made up of elements of $\Sigma$ which completely cross $B_\ell$ in the approximate stable direction. Here $\xi \in E_\ell$ is a parameter which indexes the elements of the foliation $\{W_\ell(\xi)\}$.

In order to integrate along the curves $W_\ell(\xi)$, we decompose the measure $dV$ on $B_\ell$ into $dV = \nu(d\xi)dm_{\xi,\ell}$, where $m_{\xi,\ell}$ is the conditional measure on the fiber $W_\ell(\xi)$ and $\nu$ is an appropriate measure on $\bigcup_{\ell} E_\ell$. We normalize the measures so that $m_{\xi,\ell}(W_\ell(\xi)) = |W_\ell(\xi)|$; thus, since the foliation is smooth, $dm_{\xi,\ell} = \rho_{\xi,\ell}dm$ where $m$ is the arc-length measure on $W_\ell(\xi)$ and $\rho_{\xi,\ell}, \rho_{\xi,1} \in C^1(W_\ell(\xi))$. Note that $\nu(E_\ell) < \infty$.

Taking $n \geq n_0$, we estimate

\begin{equation}
\int_{\mathcal{M}} h_\varphi \, dV = \sum_{\ell} \int_{B_\ell} \mathcal{L}^n h_\varphi \circ T^{-n} \, dV = \sum_{\ell} \int_{E_\ell} \nu(d\xi) \int_{W_\ell(\xi)} \mathcal{L}^n h_\varphi \circ T^{-n} \, dm_{\xi,\ell} = \sum_{\ell} \int_{E_\ell} \nu(d\xi) \int_{W_\ell(\xi)} h_\varphi \circ T^{-n} |DT^n(T^{-n})|^{-1} \varphi \circ T^{-n} \rho_{\xi,\ell} \, dm
\end{equation}

where we have used the definition of $\mathcal{L}^n h$ in the second line. We estimate the integral by changing variables on one $W_\ell(\xi)$ at a time.

\begin{equation}
\int_{W(\xi)} \frac{h_\varphi}{|DT^n(T^{-n})|} \varphi \circ T^{-n} \rho_{\xi,\ell} \, dm = \sum_i \int_{W^n_{\xi,i}(\xi)} h_\varphi |DT^n|^{-1} J_W T^n \rho_{\xi,\ell} \circ T^n \, dm \leq C|w| \sum_i \rho_{\xi,1} \, \rho_{\xi,\ell} \circ T^n \rho_{\xi,1}
\end{equation}

where $W^n_{\xi,i}(\xi)$ are the smooth components of $T^{-n}W_\ell(\xi)$ as defined earlier. Note that $|\rho_{\xi,\ell} \circ T^n| \rho_{\xi,1} \leq C |\rho_{\xi,1} \rho_{\xi,\ell}| \rho_{\xi,1} \leq C$ for some $C$ independent of $\xi$ and $\ell$ using the estimate of equation \[3.3\] in Section \[4.3\]. Also, the distortion bounds of Appendix A imply that $|DT^n|^{-1} J_W T^n \rho_{\xi,1} \leq |DT^n|^{-1} J_W T^n \rho_{\xi,1}$.

As $n$ increases, elements of $T^{-n}\Sigma$ become more closely aligned with the stable direction. So we may choose an $n_1$, depending on $\varphi$, but not on $\ell$ or $\xi$, such that for $n \geq n_1$ and each $i$, $|\rho_{\xi,1} \rho_{\xi,\ell}| \rho_{\xi,1} \leq 2(|\varphi|_\infty + |D^\nu\varphi|_\infty)$. For $n \geq n_1 + n_0$, using \[3.6\], we estimate

\begin{equation}
\int_{W_\ell(\xi)} \mathcal{L}^n h_\varphi \circ T^{-n} \, dm_{\xi,\ell} \leq C|w|(|\varphi|_\infty + |D^\nu\varphi|_\infty) \sum_i |DT^n|^{-1} J_W T^n \rho_{\xi,1}
\end{equation}

To estimate the sum in \[3.7\], we use Lemma \[3.1\] with $\zeta = 0$:

\[\sum_i |DT^n|^{-1} J_W T^n \rho_{\xi,1} \leq C \sum_{k=1}^n \delta^{-1} \rho^{-k} \int_W |DT^{-k}| dm + C \rho^n.\]
This, together with (3.7), allows us to estimate (3.5):

\[
\int_{\mathcal{M}} h\varphi \, dV \leq C|h|_w (|\varphi|_\infty + |D^s \varphi|_\infty) \\
\cdot \left( \sum_i \int_{E_i} \nu(d\xi) \, \rho^n + \delta^{-1} \sum_{k=1}^n \int_{\mathcal{M}} |DT^{-k}|dV \, \rho^{n-k} \right).
\]

Since the integral \( \int_{\mathcal{M}} |DT^{-k}|dV = 1 \) for each \( k \), the sum over \( k \geq 1 \) is bounded independently of \( n \). This proves the lemma.

\[\square\]

3.3. Embeddings and compactness. Notice that, by definition, \( |\cdot|_w \leq C |\cdot|_s \). This means that there exists a natural embedding of \( \mathcal{B} \) into \( B_w \). In addition, if \( h \in \mathcal{B} \) and \( |h|_w = 0 \), it is immediate from the definitions (2.2), (2.3) and (2.4) that \( \|h\| = 0 \), i.e., that the embedding is injective. Accordingly, we will consider \( \mathcal{B} \) as a subset of \( B_w \) in what follows.

Remark 3.4. Lemma 3.3 implies that, for each \( h \in \mathcal{B}_w \) and \( \varphi \in C^1_{S^+} \), \( |h(\varphi)| \leq C|h|_w |\varphi|_{C^1_{S^+}} \), that is, \( C^1 \hookrightarrow \mathcal{B} \hookrightarrow \mathcal{B}_w \hookrightarrow (C^1_{S^+})' \). In fact, the inclusions are injective: if \( h_1, h_2 \) coincide as elements of \( (C^1_{S^+})' \) and they both belong to any of the spaces \( C^1, \mathcal{B}, \mathcal{B}_w \), then they coincide as elements of those spaces as well. This can be proven as in [9, Proposition 4.1].

We can finally state the last result of this section.

Lemma 3.5. The unit ball of \( \mathcal{B} \) is compactly embedded in \( B_w \).

To prove the above fact it is convenient to remark the following obvious result.

Lemma 3.6. For any fixed \( W \in \Sigma \), the unit ball of \( |\cdot|_{C^1(W)} \) is compactly embedded in \( |\cdot|_{W,\alpha,q} \).

Proof. For fixed \( W \), \( |\cdot|_{W,\alpha,q} \) is equivalent to \( |\cdot|_{C^1(W)} \). The lemma follows immediately. \[\square\]

Proof of Lemma 3.5. Since on each leaf \( W \in \Sigma \), \( \|\cdot\|_s \) is the dual of \( |\cdot|_{W,\alpha,q} \) and \( |\cdot|_w \) is the dual of \( |\cdot|_{C^1(W)} \), Lemma 3.6 implies that the unit ball of \( \|\cdot\|_s \) is compactly embedded in \( \|\cdot\|_w \) on \( W \). It remains to compare the weak norm on different leaves.

Let \( 0 < \varepsilon \leq \varepsilon_0 \) be fixed. The set of functions \( \Xi \) is compact in the \( C^1 \)-norm, so on each \( \mathcal{M}^+_i \) we may choose finitely many leaves \( W^i \in \Sigma \) such that \( \{W^i\} \) forms an \( \varepsilon \)-covering of \( \Sigma|_{\mathcal{M}^+_i} \) in the distance \( d_{\Sigma} \). Since any ball of finite radius in the \( C^1 \)-norm is compactly embedded in \( C^0 \), we may choose finitely many functions \( \varphi_j \in C^1(I_{r_0}) \) such that \( \{\varphi_j\} \) forms an \( \varepsilon \)-covering in the \( C^0(I_{r_0}) \)-norm of the ball of radius \( (1 + \kappa)^2 \) in \( C^1(I_{r_0}) \).

Now let \( h \in C^1(\mathcal{M}), \ W \in \Sigma, \) and \( \varphi \in C^1(W) \) with \( |\varphi|_{C^1(W)} \leq 1 \). Let \( F \) denote the function associated with \( W \) and as usual, let \( G_F \) be the lift of the graph of \( F \) to \( \mathcal{M} \). Let \( \varphi = \varphi \circ G_F \) be the push down of \( \varphi \) to \( I_r \). Note that \( |\varphi|_{C^1(I_r)} \leq (1 + \kappa)^2 \).

Choose \( W^i \) such that \( d_{\Sigma}(W,W^i) \leq \varepsilon \) and \( \varphi_j \) such that \( |\varphi - \varphi_j|_{C^0(I_r)} \leq \varepsilon \). Let \( F^i \) and \( G_{F^i} \) denote the usual functions associated with the leaf \( W^i \) and define \( \varphi_j = \varphi_j \circ G_{F^i} \). Note that \( |\varphi_j|_{C^1(W^i)} \leq (1 + \kappa)^3 \). Then normalizing \( \varphi \) and \( \varphi_j \) by \( (1 + \kappa)^3 \), we get

\[
\left| \int_W h\varphi \, dm - \int_{W^i} h\varphi_j \, dm \right| \leq \varepsilon^3 \|h\|_u (1 + \kappa)^3 \leq \varepsilon^3 (1 + \kappa)^3 b^{-1} \|h\|.
\]
We have proved that for each $0 < \varepsilon \leq \varepsilon_0$, there exist finitely many bounded linear functionals $\ell_{i,j}$, $\ell_{i,j}(h) = \int_{W_i} h \varphi_{i,j} dm$, such that

$$|h|_w \leq \sup_{i,j} \ell_{i,j}(h) + \varepsilon \beta C \|h\|,$$

which implies the desired compactness. \hfill \Box

4. LASOTA-YORKE ESTIMATES

4.1. Estimating the weak norm. For $h \in C^1(M)$, $W \in \Sigma$ and $\varphi \in C^1(W)$ such that $|\varphi|_{C^1(W)} \leq 1$, we have

$$\int_W \mathcal{L}^n h \varphi dm = \int_{T^{-n}W} h \frac{J_W T^n}{|DT^n|} \varphi \circ T^n dm = \sum_{W_i \in W_n} \int_{W_i} h \frac{J_W T^n}{|DT^n|} \varphi \circ T^n dm$$

where as before $J_W T^n$ denotes the Jacobian of $T^n$ along the leaf $T^{-n}W$.

Using the definition of the weak norm on each $W_i$, we estimate \(4.1\) by

$$\int_W \mathcal{L}^n h \varphi dm \leq \sum_{W_i \in W_n} |h|_w |DT^n|^{-1} J_W T^n |\varphi|_{C^1(W_i)}.$$

The distortion bounds given by equation \(4.2\) imply that

$$|DT^n|^{-1} J_W T^n |\varphi|_{C^1(W_i)} \leq C |DT^n|^{-1} J_W T^n |\varphi|_{C^0(W_i)}.$$

Also notice that

$$\left| \frac{\varphi(T^n x) - \varphi(T^n y)}{d_s(T^n x, T^n y)} \right| \leq C |\varphi|_{C^1(W)} |J_W T^n|_{C^0(W_i)} \leq C \lambda^{-n} |\varphi|_{C^1(W)}$$

for any $x, y \in W_i$, so that $|\varphi \circ T^n|_{C^1(W_i)} \leq C |\varphi|_{C^1(W)}$. Using these estimates in equation \(4.2\), we obtain

$$\int_W \mathcal{L}^n h \varphi dm \leq C |h|_w |\varphi|_{C^1(W)} \sum_{W_i \in W_n} |DT^n|^{-1} J_W T^n |\varphi|_{C^0(W_i)}.$$

The above formula, together with Lemma \(3.2\) used in the case $\varsigma = 0$, yields the inequality

$$\int_W \mathcal{L}^n h \varphi dm \leq C |h|_w (D_n + \rho^n) |\varphi|_{C^1(W)}.$$

Taking the supremum over all $W \in \Sigma$ and $\varphi \in C^1(W, \mathbb{C})$ with $|\varphi|_{C^1(W)} \leq 1$ yields the required estimate \(2.7\).

4.2. Estimating the strong stable norm. Using equation \(4.1\), we write for each $W \in \Sigma$ and $\varphi \in C^1(W, \mathbb{C})$ such that $|\varphi|_{W, \alpha, q} \leq 1$,

$$\int_W \mathcal{L}^n h \varphi dm = \sum_i \left\{ \int_{W_i} h \frac{J_W T^n}{|DT^n|} \overline{\varphi}_i + \frac{1}{|W_i|} \int_{W_i} \varphi \circ T^n \int_{W_i} h \frac{J_W T^n}{|DT^n|} \right\},$$

where $\overline{\varphi}_i := \varphi \circ T^n - \frac{1}{|W_i|} \int_{W_i} \varphi \circ T^n dm$. Let us estimate the above expression.
To estimate the first term of (4.4), we first estimate $|\overline{\mathcal{H}}_{\phi}|_{\mathcal{C}^q(W_i)}$. Following equation (4.3), we write
\[ |\varphi(T^nx) - \varphi(T^ny)| \leq C|J_W T^n|_0^q |\varphi|_{\mathcal{C}^1(W_i)} \]
for any $x, y \in W_i$. If $H^q(f)$ represents the Hölder constant of $f$, then (4.5) implies that $H^q(\varphi \circ T^n) \leq C|J_W T^n|_{\mathcal{C}^q(W_i)}^q H^q(\varphi)$ on approximate stable leaves due to the contraction of $T^n$. Also,
\[
|\varphi \circ T^n - 1_{W_i}| \leq \int_{W_i} |\varphi \circ T^n| \, dm \leq |\sup_{W_i} \varphi \circ T^n - \inf_{W_i} \varphi \circ T^n| \leq H^q(\varphi \circ T^n)|W_i|^q \leq CH^q(\varphi)|J_W T^n|_{\mathcal{C}^q(W_i)}^q.
\]
This estimate together with (4.5) and the fact that $|\varphi|_{W_\alpha,q} \leq 1$, implies
\[
|\overline{\mathcal{H}}_{\phi}|_{\mathcal{C}^q(W_i)} \leq C|J_W T^n|_{\mathcal{C}^q(W_i)} |\varphi|_{\mathcal{C}^q(W_i)} \leq C|J_W T^n|_{\mathcal{C}^q(W_i)} |W|^{-\alpha}.
\]
Applying (4.6) and the definition of the strong stable norm to the first term of (4.4) yields
\[
\sum_i \int_{W_i} h \frac{J_W T^n}{|DT^n|} \varphi_i \, dm \leq C \sum_i \|h\|_{s} |W_i|^{\alpha} ||DT^n|^{-1} J_W T^n|_{\mathcal{C}^q(W_i)} |J_W T^n|_{\mathcal{C}^q(W_i)} |W|^{-\alpha} \leq C \|h\|_{s} |W|^{-\alpha} \mu^q_+ \sum_i |W_i|^{\alpha} ||DT^n|^{-1} J_W T^n|_{\mathcal{C}^q(W_i)} \leq C \|h\|_{s} \mu^q_+,
\]
where in the second line we have used Lemma 3.2 with $\zeta = \alpha$.

For the second term of (4.4), we use the fact that $|\varphi|_{\infty} \leq |W|^{-\alpha}$ to estimate $\int_{W_i} \varphi \circ T^n \, dm \leq |W|^{-\alpha}$. Recall the notation used in the proof of Lemma 3.1.

Grouping the pieces $W_i = W_{i}^n$ according to most recent long ancestors, we have
\[
\sum_i |W|^{-\alpha} \int_{W_i} h |DT^n|^{-1} J_W T^n \, dm
\]
\[
= \sum_{k=1}^n \sum_{j \in B_k} \sum_{i \in J_n(W_j^k)} |W|^{-\alpha} \int_{W_i} h |DT^n|^{-1} J_W T^n \, dm
\]
\[
+ \sum_{i \in J_n(W_j^0)} |W|^{-\alpha} \int_{W_i} h |DT^n|^{-1} J_W T^n \, dm
\]
where we have split up the terms involving $k = 0$ and $k \geq 1$. We estimate the terms with $k \geq 1$ by the weak norm and the terms with $k = 0$ by the strong stable norm,
\[
\sum_i |W|^{-\alpha} \int_{W_i} h |DT^n|^{-1} J_W T^n \, dm
\]
\[
\leq C \sum_{k=1}^n \sum_{j \in B_k} \sum_{i \in J_n(W_j^k)} |W|^{-\alpha} |h|_{\infty} ||DT^n|^{-1} J_W T^n|_{\mathcal{C}^q(W_i)}
\]
\[
+ C \sum_{i \in J_n(W_j^0)} |W|^{-\alpha} \|h\|_{s} |W_i|^{\alpha} ||DT^n|^{-1} J_W T^n|_{\mathcal{C}^q(W_i)}.
\]
Using equations (3.3) and (3.4) from Lemma 3.1, with \( \zeta = 0 \) for the first sum and \( \zeta = \alpha \) for the second, we conclude that

\[
(4.8) \quad \sum_i \frac{1}{|W_i|} \left| \int_{W_i} \varphi \circ T^n \, dm \int_{W_i} h|DT^n|^{-1} J_W T^n \, dm \right| \leq C D_n \delta^{-\alpha} |h|_W + C \|h\|_s \rho^n.
\]

Putting together (4.7) and (4.8) proves (2.8):

\[
\|L^n h\|_s \leq C \left( D_n \mu^n_W + \rho^n \right) \|h\|_s + C \delta D_n |h|_W.
\]

4.3. **Estimating the strong unstable norm.** Consider two admissible leaves \( W^i \in \Sigma, \, d_S(W^1, W^2) \leq \varepsilon \). They can be partitioned into “matched” pieces \( U^i_j \) and “unmatched” pieces \( V^i_j \). To do so consider the connected pieces of \( W^i \setminus S_n^\pm \).

If one looks at their image under \( T^{-n} \), then one can associate to each point \( x \in T^{-n}(W^1 \cup W^2) \) a vertical (in the chart) segment \( \gamma_x \in F^u \), of length at most \( C \lambda^{-n} \varepsilon \), such that its image under \( T^n \), if not cut by a singularity, will be of length \( C \varepsilon \) centered at \( x \). We can thus subdivide the connected pieces of \( W^i \setminus S_n^\pm \) into subintervals of points for which \( T^n \gamma_x \) intersects the other manifold and subintervals for which this is not the case. In the latter case, we call the subintervals \( V^i_j \) and note that either we are at the endpoints of \( W^i \) or the vertical segment is cut by a singularity. In both cases the subintervals \( V^i_j \) can be of length at most \( C \varepsilon \) and their number is at most \( L_n + 2^n \).

In the remaining pieces the curves \( T^n \gamma_x \) provide a one to one correspondence between points in \( W^1 \) and \( W^2 \). We can further partition the pieces in such a way that the lengths of their preimages are between \( \delta \) and \( 2 \delta \) and the partitioning can be made so that the pieces are pairwise matched by the foliation \( \{ \gamma_x \} \). We call these matched pieces \( U^i_j \). This way we write \( W^i = (\bigcup_j U^i_j) \cup (\bigcup_k V^i_k) \). Note that the unmatched pieces \( V^i_j \) must be short while the matched pieces \( U^i_j \) may be long or short.

To be more precise, remember that to exactly describe the leaf \( T^{-n}U^i_j \) we must specify \( i, j, x, r, j_i \) so that \( T^n U^i_j = \chi_{i_j}(G(x_j, r_j, F^j_1(I_j))) \) (see the end of Section 3.1). Once the leaves \( T^{-n}U^i_j \) are described in such a way we have, by construction, that \( T^{-n}U^i_j \) is of the form \( G(x_j, r_j, F^j_2(I_j)) \) for some appropriate function \( F^j_2 \) so that the point \( z := x_j + (t, F^j_2(t)) \) is associated with the point \( x_j + (t, F^j_1(t)) \in \chi_{i_j}^{-1}(T^{-n}U^i_j) \) by the vertical segment \( \chi_{i_j}^{-1}(\gamma_{i_j}(z)) = \{(0, s)\}_{s \in \mathbb{R}} \).

Given \( \varphi_1, \varphi_2 \) on \( W^i \) with \( |\varphi_i|_{C^1(W^i)} \leq 1 \) and \( d_q(\varphi_1, \varphi_2) \leq \varepsilon \), with the above construction we must estimate

\[
(4.9) \quad \left| \int_{W^i} L^n h \varphi_1 \, dm - \int_{W^i} L^n h \varphi_2 \, dm \right| \leq \sum_{i, j} \left| \int_{T^{-n}U^i_j} h|DT^n|^{-1} J_W T^n \varphi_1 \circ T^n \, dm \right| \leq \ldots
\]

\[
+ \sum_j \left| \int_{T^{-n}U^i_j} h|DT^n|^{-1} J_W T^n \varphi_1 \circ T^n \, dm \right|
\]

\[
- \int_{T^{-n}U^i_j} h|DT^n|^{-1} J_W T^n \varphi_2 \circ T^n \, dm \right|.
\]

\[\text{Without any loss of information (by throwing out at most finitely many points), we can take each } V^i_j \text{ to be the image of an open interval. Thus for fixed } i, \text{ the } V^i_j \text{ are disjoint.}\]
We do the estimate over the unmatched short pieces $V_j$ first. Using the strong stable norm, we can compute
\[
\sum_{i,j} \left| \int_{T^{-n} V_j} h|DT^n|^{-1} J_{W^n} \varphi_i \circ T^n \, dm \right|
\]
(4.10)
\[
\leq \sum_{i,j} \|h\|_{s} |T^{-n} V_j|^{\alpha} \|DT^n|^{-1} J_{W^n}|_{C^0} |\varphi_i|_{C^0}
\]
\[
\leq C \|h\|_{s} \sum_{i,j} |V_j|^{\alpha} \|DT^n|^{-1} (J_{W^n})^{1-\alpha}|_{C^0} \leq C \varepsilon^{\alpha} \|h\|_{s} L_n \lambda^{-n} \mu^{-n}.
\]

Next, we must estimate
\[
\sum_{j} \left| \int_{T^{-n} U_j} h|DT^n|^{-1} J_{W^n} \varphi_1 \circ T^n \, dm - \int_{T^{-n} \bar{U}_j} h|DT^n|^{-1} J_{W^n} \varphi_2 \circ T^n \, dm \right|.
\]

First, recall that for each $F \in \Xi$, $G_{F}(t) = \chi(x_F + (t, F(t)))$ for $t \in I_r$. We define the map $\Psi : U_2 \to U_1$ by $\Psi := T^n \circ G_{F_j} \circ G_{F_j}^{-1} \circ T^{-n}$ and the function
\[
\tilde{\varphi} := \left[ \varphi_1 \cdot (|DT^n|^{-1} J_{W^n} \circ T^{-n}) \right] \circ \Psi \cdot \left( [|DT^n|^{-1} J_{W^n} \circ T^{-n}]^{-1} \right).
\]
$\tilde{\varphi}$ is well-defined on $U_2$ and
\[
\tilde{\varphi} \circ T^n |DT^n|^{-1} J_{W^n} \circ T^n \circ T^n = \left[ \varphi_1 \circ T^n |DT^n|^{-1} J_{W^n} \circ T^n \right] \circ G_{F_j}.
\]

We can then write
\[
\sum_{j} \left| \int_{T^{-n} U_j} h|DT^n|^{-1} J_{W^n} \varphi_1 \circ T^n - \int_{T^{-n} \bar{U}_j} h|DT^n|^{-1} J_{W^n} \varphi_2 \circ T^n \right|
\]
(4.11)
\[
\leq \sum_{j} \left| \int_{T^{-n} U_j} h|DT^n|^{-1} J_{W^n} \varphi_1 \circ T^n - \int_{T^{-n} \bar{U}_j} h|DT^n|^{-1} J_{W^n} \tilde{\varphi} \circ T^n \right|
\]
\[
+ \sum_{j} \left| \int_{T^{-n} \bar{U}_j} h|DT^n|^{-1} J_{W^n} (\tilde{\varphi} - \varphi_2) \circ T^n \right|.
\]

We estimate the first sum in equation (4.11) using the strong unstable norm.

The distortion bounds given by \((\ref{4.1})\) and the estimate of \((\ref{4.3})\) imply that
\[
||DT^n|^{-1} J_{W^n} \circ T^n|_{C^1(T^{-n} U_j)} \leq C |\varphi_1|_{C^1(U_j)} |DT^n|^{-1} J_{W^n}|_{C^0(T^{-n} U_j)}.
\]

Also, by the definition of $\tilde{\varphi}$,
\[
\frac{J_{W^n}^T \tilde{\varphi} \circ T^n}{|DT^n|} |_{C^1(T^{-n} U_j)} = \left[ \varphi_1 \circ T^n \cdot (|DT^n|^{-1} J_{W^n} \circ T^n) \right] \circ G_{F_j} \circ G_{F_j}^{-1} \circ C^1(T^{-n} U_j)
\]
\[
\leq C |\varphi_1|_{C^1(U_j)} |DT^n|^{-1} J_{W^n} \circ T^n|_{C^0(T^{-n} U_j)}.
\]

By the definition of $\tilde{\varphi}$ and $d_q$,
\[
d_q(|DT^n|^{-1} J_{W^n} \circ T^n, |DT^n|^{-1} J_{W^n} \circ T^n) \circ \varphi_2 \circ T^n)
\]
\[
= \left[ |DT^n|^{-1} J_{W^n} \circ T^n \right] \circ G_{F_j} - \left[ |DT^n|^{-1} J_{W^n} \circ T^n \right] \circ G_{F_j} = 0.
\]
In addition, the uniform hyperbolicity of \( T \) implies that
\[
d_{\Sigma}(T^{-n}U^1_j, T^{-n}U^2_j) \leq C\lambda^{-n}\varepsilon =: \varepsilon_1.
\]

This follows from the usual graph transform argument which is standard to hyperbolic theory.

We first renormalize the test functions by
\[
R_j = C\varepsilon_1 |c_i| ||DT^n|^{-1}J_{W_j}T^n|_{C^0(T^{-n}U^1_j)}.
\]

Then for each \( j \), we apply the definition of the strong unstable norm with \( \varepsilon_1 \) in place of \( \varepsilon \). Thus,
\[
\sum_j \left| \int_{T^{-n}U^1_j} h|DT^n|^{-1}J_{W_j}T^n \varphi_1 \circ T^n - \int_{T^{-n}U^2_j} h|DT^n|^{-1}J_{W_j}T^n \tilde{\varphi} \circ T^n \right|
\leq C\varepsilon_1 \sum_j |c_i| ||DT^n|^{-1}J_{W_j}T^n|_{C^0(T^{-n}U^1_j)} ||h||_u
\leq C||h||_u \lambda^{-n}\varepsilon \beta (D_n + \rho^n),
\]
where we have used Lemma 3.2 in the last line with \( \zeta = 0 \).

It remains to estimate the second sum in (4.11) using the strong stable norm. We need the following fact.

**Lemma 4.1.** For each \( j \), we have that
\[
||(DT^n|^{-1}J_{W_j}T^n) \circ G_{F_j} - (DT^n|^{-1}J_{W_{2j}}T^n) \circ G_{F_{2j}}|c_i|
\leq C||DT^n|^{-1}J_{W_j}T^n|_{C^0(T^{-n}U^1_j)} \varepsilon^{1-q}.
\]

**Proof.** Throughout the proof, for ease of notation we write \( J^n_i \) for \( |DT^n|^{-1}J_{W_i}T^n \).

For any \( t \in I_{j/2} \), \( x = G_{F_j}(t) \) and \( y = G_{F_{2j}}(t) \) lie on a common element \( \gamma \in F^n \).
Thus \( T^n(x) \) and \( T^n(y) \) also lie on the element \( T^n \gamma \in F^n \) which intersects \( W_1 \) and \( W_2 \) and has length at most \( C\varepsilon \). By (4.11),
\[
|J^n_i(x) - J^n_i(y)| \leq C|J^n_i|_{C^0(T^{-n}U^1_j)} d_u(T^n x, T^n y) \leq C\varepsilon |J^n_i|_{C^0(T^{-n}U^1_j)}.
\]

Using this estimate and the fact that \( J^n_i \circ G_{F_j} \) is \( C^1 \), we write
\[
|(J^n_i \circ G_{F_j}(s) - J^n_i \circ G_{F_{2j}}(s)) - (J^n_i \circ G_{F_j}(t) - J^n_i \circ G_{F_{2j}}(t))|
\leq \frac{2C\varepsilon |J^n_i|_{C^0(T^{-n}U^1_j)} |s-t|^{q}}{|s-t|^q}.
\]

Also,
\[
|(J^n_i \circ G_{F_j}(s) - J^n_i \circ G_{F_{2j}}(t)) - (J^n_i \circ G_{F_j}(s) - J^n_i \circ G_{F_{2j}}(t))|
\leq \frac{2C\varepsilon |J^n_i|_{C^0(T^{-n}U^1_j)} |s-t|^{1-q}}{|s-t|^q}.
\]

Putting (4.16) and (4.17) together implies that the Hölder constant of \( J^n_i \circ G_{F_j} - J^n_i \circ G_{F_{2j}} \) is bounded by
\[
H^q(J^n_i \circ G_{F_j} - J^n_i \circ G_{F_{2j}}) \leq C|J^n_i|_{C^0(T^{-n}U^1_j)} \min \{\varepsilon |s-t|^{-q}, |s-t|^{1-q} \}.
\]
This expression is maximized when \( \varepsilon |s - t| = |s - t|^{1 - q} \), i.e., when \( \varepsilon = |s - t| \). Thus \( H^q(J^n_j \circ G_{F_j} - J^n_2 \circ G_{F_2}) \leq C |J^n_1|_{C^0(T - n U_j^2)} |s - t|^{1 - q} \), which, together with (4.15), concludes the proof of the lemma. 

Using the strong stable norm, we estimate the second sum in (4.11) by

\[
\sum_j \left| \int_{T - n U_j^2} h |DT^n|^{-1} J_{W^2} T^n (\tilde{\phi} - \phi_2) \circ T^n \right|
\]

Thus we have that

\[
|D^n|^{-1} J_{W^2} T^n (\tilde{\phi} - \phi_2) \circ T^n \leq C \left| \int_{T - n U_j^2} h |DT^n|^{-1} J_{W^2} T^n (\tilde{\phi} - \phi_2) \circ T^n \right|
\]

In order to estimate the \( C^q \)-norm of the function in (4.18), we split it up into two differences,

\[
\sum_j \left| \int_{T - n U_j^2} h |DT^n|^{-1} J_{W^2} T^n (\tilde{\phi} - \phi_2) \circ T^n \right| \leq C \left| \sum_j \left| DT^n |^{-1} J_{W^2} T^n (\tilde{\phi} - \phi_2) \circ T^n \right| \right|
\]

\[
\leq C \left| \sum_j \left| DT^n |^{-1} J_{W^2} T^n (\tilde{\phi} - \phi_2) \circ T^n \right| \right|
\]

\[
\leq C \left| \sum_j \left| DT^n |^{-1} J_{W^2} T^n (\tilde{\phi} - \phi_2) \circ T^n \right| \right|
\]

Note that the second term can be bounded using Lemma 4.1. To bound the first term, let \( F^i \in \Theta \) be the function defining \( W^i \). Then setting \( \alpha_j := G_{F_j}^{-1} \circ T^n \circ G_{F_j} \), we have that \( |\alpha_j|_{C^q} \leq C \) and

\[
\left| \varphi_1 \circ T^n \circ G_{F_j} - \varphi_2 \circ T^n \circ G_{F_j} \right|_{C^q(I_{r_j})}
\]

\[
= |\varphi_1 \circ T^n \circ G_{F_j} \circ \alpha_j^{-1} \circ \alpha_j - \varphi_2 \circ T^n \circ G_{F_j} \circ \alpha_j^{-1} \circ \alpha_j|_{C^q(I_{r_j})}
\]

\[
= |\varphi_1 \circ \Psi \circ G_{F_2} \circ \alpha_j - \varphi_2 \circ G_{F_2} \circ \alpha_j|_{C^q(I_{r_j})}
\]

\[
\leq C |\varphi_1 \circ \Psi \circ G_{F_2} - \varphi_2 \circ G_{F_2}|_{C^q(I_{r_j})}
\]

\[
\leq C |\varphi_1 \circ G_{F_1} - \varphi_2 \circ G_{F_1}|_{C^q(I_{r_j})} + C |\varphi_1 \circ G_{F_1} - \varphi_2 \circ G_{F_2}|_{C^q(I_{r_j})}
\]

\[
\leq C |\varphi_1 \circ G_{F_1} \circ G_{F_2}^{-1} \circ \Psi \circ G_{F_2} - \varphi_1 \circ G_{F_1} |_{C^q(I_{r_j})} + C d_{\varepsilon}(\varphi_1, \varphi_2).
\]

Thus we need the following final estimate.

**Lemma 4.2.** For a fixed \( U_j^2 \), let \( J \subset I_{r_2} \) be an interval on which \( G_{F_2}^{-1} \circ \Psi \circ G_{F_2} \) is defined. Then

\[
|Id - G_{F_1}^{-1} \circ \Psi \circ G_{F_2}|_{C^1(J)} \leq C \varepsilon.
\]
Proof. Recall that \( \Psi = T^n \circ G_{F_j} \circ G_{F_j}^{-1} \circ T^{-n} \). The function \( \phi_j := G_{F_j} \circ G_{F_j}^{-1} \) maps a point \( x \in T^{-n}U_j \) to a point \( y \in T^{-n}U_j \) which lies on an curve \( \gamma \in \mathcal{F}^u \) containing both \( x \) and \( y \). Thus \( \Psi \) maps \( T^n(x) \) to \( T^n(y) \) and these two points lie on \( T^n \gamma \in \mathcal{F}^u \). By the transversality of the family \( \mathcal{F}^u \), this implies that \( d_u(T^n x, \Psi(T^n x)) \leq C \varepsilon \) where \( d_u \) denotes distance along curves in \( \mathcal{F}^u \). Then

\[
|Id - G_{F_j}^{-1} \circ \Psi \circ G_{F_j}|_{C^0(J)} = |G_{F_j}^{-1} \circ G_{F_j} - G_{F_j}^{-1} \circ \Psi \circ G_{F_j}| \leq |G_{F_j}^{-1}|_{C^1} |G_{F_j} - \Psi \circ G_{F_j}| \\
\leq (1 + \kappa) |G_{F_j} - G_{F_j}| + |G_{F_j} - \Psi \circ G_{F_j}| \leq (1 + \kappa)(\varepsilon + C \varepsilon).
\]

Closeness in the \( C^1 \)-norm follows from the fact that all the functions involved are bounded in \( C^2 \)-norm, \( |G_{F_j} - G_{F_j}|_{C^1} \leq \varepsilon \), and

\[
|\partial \Psi - 1| = |\partial (T^n \circ \phi_j \circ T^{-n}) - 1| = \left| \frac{J_W T^n(\phi_j \circ T^{-n})}{J_W T^n(T^{-n})} \partial \phi_j - 1 \right| \leq C \varepsilon
\]

where \( \partial \) denotes differentiation along \( T^{-n}W^2 \) and in the last inequality we have used distortion estimate \((A.1)\). \( \square \)

We can now estimate equation \((4.20)\) using Lemma \(4.2\)

\[
\left| \varphi_1 \circ T^n \circ G_{F_j} - \varphi_2 \circ T^n \circ G_{F_j} \right|_{C^q(I_{r_j})} \leq C \left| \varphi_1 \circ G_{F_j} \circ (G_{F_j}^{-1} \circ \Psi \circ G_{F_j} - Id) \right|_{C^q(I_{r_j})} + C d_q(\varphi_1, \varphi_2) \\
\leq C \left| \varphi_1 \circ G_{F_j} \circ (1 + \kappa)(\varepsilon + C \varepsilon) + C \varepsilon \right|_{C^q(I_{r_j})} \\
\leq C \varepsilon^{1-q} + C \varepsilon.
\]

The above, together with equation \((4.19)\) and Lemma \(4.1\) implies \((4.21)\)

\[
|DT^n|^{-1} J_W T^n \cdot (\varphi - \varphi_2) \circ T^n \mid_{C^q(T^{-n}U_j^2)} \leq C \varepsilon^{1-q} |DT^n|^{-1} J_W T^n \mid_{C^0(T^{-n}U_j^2)}.
\]

Since \( 1 - q \geq \beta \), we can use \((4.21)\) and \((4.18)\) to estimate the second sum of \((4.11)\) by

\[
\sum_j \left| \int_{T^{-n}U_j^2} h(DT^n)^{-1} J_W T^n(\varphi - \varphi_2) \circ T^n \right| \\
\leq C \|h\|_{s^{1-q}} \sum_j |T^{-n}U_j^2|^{\alpha} |DT^n|^{-1} J_W T^n \mid_{C^0(T^{-n}U_j^2)} \\
\leq C \|h\|_{s} D_n |W^2|^{\alpha} \varepsilon^\beta
\]

where in the last line we have again used Lemma \(3.2\) with \( \zeta = \alpha \).

Combining the estimates from equations \((4.10)\), \((4.14)\), and \((4.22)\), we obtain

\[
\|L^n h\|_u \leq C \|h\|_u \lambda^{-3n} D_n + C \|h\|_s (D_n + L_n \lambda^{-n} \mu^{-\alpha n}).
\]

This completes the proof of \((2.20)\).
5. Spectral picture

From the Lasota-Yorke estimates \( \|L^n\| \leq C r^n \). Then \( D_n \leq \delta^{n-1} C r^n \).

**Lemma 5.1.** Let \( r \) be such that \( \|L^n\| \leq C r^n \). Then \( D_n \leq \delta^{n-1} C r^n \).

**Proof.** For each \( W \in \Sigma \),

\[
\delta^{n-1}|W|^{-\alpha} \int_W |DT^{-k}|dm = \delta^{n-1}|W|^{-\alpha} \int_W L^k 1 \leq \delta^{n-1} \|L^k 1\|_s \leq \delta^{n-1} C r^k.
\]

Taking the supremum over \( W \) and \( 0 \leq k \leq n \) yields the lemma. \( \square \)

**Remark 5.2.** Lemma 5.1 implies that \( D_\alpha \) is bounded by the spectral radius of \( \mathcal{L} \) and since the Lasota-Yorke estimates imply the reverse inequality, we conclude that in fact \( D_\alpha \) is the spectral radius of \( \mathcal{L} \) on \( \mathcal{B} \).

Thanks to Lemma 3.3 and Lemma 5.1 we can prove the following characterization.

**Lemma 5.3.** The spectral radius of \( \mathcal{L} \) on \( \mathcal{B} \) is one and the essential spectral radius is \( \tau \). In addition, calling \( \mathcal{V} \) the eigenspace associated to the eigenvalues of modulus one, then \( \mathcal{L} \) restricted to \( \mathcal{V} \) has a semi-simple spectrum (no Jordan blocks). Finally, \( \mathcal{V} \) consists of signed measures.

**Proof.** Recall that by quasi-compactness, the part of the spectrum larger than \( \tau D_\alpha \) is of finite rank (see [11]). Now, let \( z \) be in the spectrum of \( \mathcal{L} \), \( |z| > \max\{1, \tau D_\alpha\} \). Then there must exist an \( h \in \mathcal{B} \) such that \( \mathcal{L} h = zh \). Accordingly, for each \( \varphi \in C^1 \), since \( \varphi \circ T^n \in C^1_{S^\alpha} \) for all \( n \in \mathbb{N} \),

\[
|h(\varphi)| = |z|^{-n} |\mathcal{L}^n h(\varphi)| \leq |z|^{-n} |h(\varphi \circ T^n)| \leq |z|^{-n} C \|h\|_\infty (|\varphi|_\infty + \mu^\alpha_+ |D^\alpha \varphi|_\infty)
\]

by Lemma 3.3.

Thus, if \( |z| > 1 \), we have \( h(\varphi) = 0 \) for each \( \varphi \in C^1 \), which implies \( h = 0 \) by Remark 3.1. On the other hand, if \( |z| = 1 \), then it follows that \( |h(\varphi)| \leq C \|h\|_\infty |\varphi|_\infty \), so \( h \) is a measure.

Next, suppose \( \tau D_\alpha \geq 1 \). By the preceding paragraph, the spectral radius of \( \mathcal{L} \) can be at most \( \tau D_\alpha \), thus \( D_\alpha \leq \tau D_\alpha \), which is impossible since \( \tau < 1 \). Hence, the spectral radius is \( D_\alpha = 1 \).

It remains to show that there are no Jordan blocks corresponding to the peripheral spectrum. Indeed, suppose that there exists \( z \in \mathbb{C} \) and \( h_0, h_1 \in \mathcal{B} \) such that \( |z| = 1 \) and \( h_0 \neq 0 \), \( \mathcal{L} h_0 = z h_0 \), \( \mathcal{L} h_1 = z h_1 + h_0 \). This would imply \( z^{-n} \mathcal{L}^n h_1 = n z^{-1} h_0 + h_1 \), and thus

\[
|n h_0(\varphi)| \leq |h_1(\varphi)| + C \|h_1\|_\infty (|\varphi|_\infty + \mu^\alpha_+ |D^\alpha \varphi|_\infty).
\]
Dividing by $n$ and taking the limit as $n$ approaches infinity, it follows that $h_0 = 0$, contrary to the hypothesis. \hfill \Box

Remark 5.4. Note that Lemma 5.3 implies $\|L^n\| \leq C$ for each $n \in \mathbb{N}$, hence Lemma 5.1 implies $D_n \leq C \delta$ for all $n \in \mathbb{N}$.

5.2. Peripheral spectrum. The following two lemmas prove Theorem 2.8 points (1)-(4) and part of (5). The rest is proved in Section 5.3.

Let $\mathbb{V}_\theta$ be the eigenspace associated to the eigenvalue $e^{2\pi i \theta}$. For the rest of this section, we use $m$ to denote normalized Riemannian volume (Lebesgue measure) on $\mathcal{M}$.

Lemma 5.5. Recall that $\bar{\mu} := \Pi_0 1$. Then,

(i) All the measures in $\mathbb{V}$ are absolutely continuous with respect to $\bar{\mu}$. Moreover, 1 belongs to the spectrum.

(ii) There exists a finite number of $q_i \in \mathbb{N}$ such that the spectrum on the unit disk is $\bigcup_k \{ e^{2\pi i k/q} : 0 < q_k, p \in \mathbb{N} \}$. In addition, the set of ergodic probability measures absolutely continuous with respect to $\bar{\mu}$ form a basis of $\mathbb{V}_0$.

(iii) For each $\mu \in \mathbb{V}$, $n \in \mathbb{N}$, we have $\mu(S_{n,\epsilon}^+) \leq C n \epsilon^\alpha$. In particular, $\mu(S_{n}^+) = 0$.

Proof. (i) Let $\Pi_\theta$ be the eigenprojector on $\mathbb{V}_\theta$. The fact that the spectrum outside the circle of radius $\tau$ consists of only finitely many eigenvalues of finite multiplicity implies that the limit

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} e^{-2\pi i \theta k} L^k = \Pi_\theta
$$

is well-defined in the uniform topology of $L(\mathcal{B}, \mathcal{B})$. Moreover, $\Pi_0$ is obviously a positive operator and, by density, $\mathbb{V}_\theta = \Pi_0 \mathcal{C}^1$.

Accordingly, for each $\mu \in \mathbb{V}_\theta$, there exists $h \in \mathcal{C}^1$ such that $\Pi_0 h = \mu$. Thus, for each $\varphi \in \mathcal{C}^1$

$$
|\mu(\varphi)| = |\Pi_\theta h(\varphi)| \leq |h|_\infty |\Pi_0 1(\varphi)| =: |h|_\infty \bar{\mu}(|\varphi|).
$$

That is, each probability measure $\mu \in \mathbb{V}_\theta$ is absolutely continuous with respect to $\bar{\mu}$. Moreover, setting $h_\mu := \frac{d\mu}{d\bar{\mu}}$, we have $h_\mu \in L^\infty(\mathcal{M}, \bar{\mu})$. This implies $\bar{\mu} \neq 0$; otherwise the spectral radius of $L$ would be strictly smaller than one, which, recalling Remark 3.4, yields the contradiction

$$
1 = |m(1)| = |L^n m(1)| = \lim_{n \to \infty} |L^n m(1)| \leq \lim_{n \to \infty} C \|L^n m\| = 0.
$$

Hence one belongs to the spectrum.

(ii) Next, for $\mu \in \mathbb{V}_\theta$ and each $\varphi \in \mathcal{C}^1$,

$$
\int \varphi h_\mu d\bar{\mu} = \mu(\varphi) = e^{-2\pi i \theta} L \mu(\varphi) = e^{-2\pi i \theta} \mu(\varphi \circ T)
$$

$$
= e^{-2\pi i \theta} \int \varphi \circ T h_\mu d\bar{\mu} = e^{-2\pi i \theta} \int \varphi h_\mu \circ T^{-1} d\bar{\mu}.
$$
Accordingly \( h_\mu \circ T^{-1} = e^{2\pi i \theta} h_\mu \), \( \bar{\mu} \) a.e. This in turn means that, setting, \( h_{\mu,k} := (h_\mu)^k \in L^\infty(\mathcal{M},\bar{\mu}) \), since the measure \( d\mu_k := h_{\mu,k} \, d\bar{\mu} \) belongs to \( \mathcal{B} \) for each \( k \in \mathbb{N} \)
then \( \mathcal{L}_{\mu,k} = e^{2\pi i k \theta} \mu_k \). That is, \( e^{2\pi i k \theta} \) belongs to the peripheral spectrum and since the peripheral spectrum consists of a finite number of points, it must be that \( \theta \in \mathbb{Q} \).

Now let \( \mu \in \mathcal{V}_0 \) and choose \( h \in \mathcal{C}^1 \) such that \( \mu = \Pi_0 h \). We can then write \( h = h_+ - h_-; h_\pm := \max(0, \pm h) \). Since \( h_\pm \) are Lipschitz functions, they belong to \( \mathcal{B} \). We can then define \( \mu_\pm := \Pi_1 h_\pm \). Thus \( \mathcal{V}_0 \) is the span of a convex set of probability measures.

Next, assume that \( \Omega \) is an invariant set of positive \( \bar{\mu} \) measure; then for each \( \varepsilon > 0 \) there exists a smooth function \( \varphi_\varepsilon > 0 \) such that \( \bar{\mu}(|\text{Id}_\Omega - \varphi_\varepsilon|) \leq \varepsilon \). Thus, for each continuous function \( \phi \)
\[
\bar{\mu}(\varphi_\varepsilon \circ T^n) = \bar{\mu}(\text{Id}_\Omega \circ T^n) + O(\varepsilon|\phi|_\infty) = \bar{\mu}(\text{Id}_\Omega) + O(\varepsilon|\phi|_\infty) = \bar{\mu}(\varphi_\varepsilon) + O(\varepsilon|\phi|_\infty).
\]

On the other hand
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \bar{\mu}(\varphi_\varepsilon \circ T^n) = \Pi_1(\bar{\mu}_{\varepsilon})(\phi)
\]
where \( \bar{\mu}_{\varepsilon}(\phi) := \bar{\mu}(\varphi_\varepsilon) \). By the arbitrariness of \( \varepsilon \) it follows, setting \( \bar{\mu}_0(\phi) := \bar{\mu}(\text{Id}_\Omega) \), that \( \bar{\mu}_0 \in \mathcal{V}_0 \) and, since \( \mathcal{V}_0 \) is finite dimensional, that there are only finitely many invariant sets of positive \( \bar{\mu} \) measure and the ergodic decomposition yields a basis of \( \mathcal{V}_0 \).

(iii) Finally, let \( \mu \in \mathcal{V} \). By hypothesis, the tangent space of \( \mathcal{S}_m^- \) is bounded away from \( \mathcal{C}^* \). Calling \( \mathcal{S}_{m,\varepsilon} \) an \( \varepsilon \) neighborhood of \( \mathcal{S}_m^- \), set \( \mu_\varepsilon(\varphi) := \mu(\text{Id}_{\mathcal{S}_{m,\varepsilon}} \varphi) \).
Let \( h_n \) be a sequence that converges to \( \mu \) in \( \mathcal{B} \); then it is immediate to check that \( h_{n,\varepsilon}(\varphi) := h_n(\text{Id}_{\mathcal{S}_{m,\varepsilon}} \varphi) \) belongs to \( \mathcal{B}_w \). In addition,
\[
\int_{\mathcal{W}} \varphi h_{n,\varepsilon} \, dm = \int_{\mathcal{W} \cap \mathcal{S}_{m,\varepsilon}} \varphi h_n \, dm \leq C_m \| h_n \| \varepsilon^\alpha,
\]
for \( \varphi \in \mathcal{C}^1(\mathcal{W}) \). In the same way one has that \( h_{n,\varepsilon} \) is a Cauchy sequence in \( \mathcal{B}_w \), thus it must converge to \( \mu_\varepsilon(\varphi) := \mu(\text{Id}_{\mathcal{S}_{m,\varepsilon}} \varphi) \). Since \( \mu_\varepsilon(1) \leq C_m \varepsilon^\alpha \), the regularity of \( \mu \) implies \( \mu(\mathcal{S}_m^-) = 0 \). The result follows since \( TS^+ = S^- \).

\begin{remark}
For uniformly hyperbolic maps with singularities, the estimate \( \bar{\mu}(\mathcal{S}_m^+) \leq C \varepsilon^\alpha \) is enough to conclude the existence of stable and unstable manifolds for \( \bar{\mu} \)-a.e. \( x \in \mathcal{M} \) using the standard Borel-Cantelli argument (see, for example, [IW]). In fact, from the ergodic decomposition proved in Lemma [97] it follows that stable and unstable manifolds exist for \( m \)-a.e. \( x \in \mathcal{M} \).
\end{remark}

Recall that to each physical measure \( \mu \) is associated a positive Lebesgue measure invariant set \( B_\mu \) such that, for every continuous function \( f \),
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} f(T^i x) = \mu(f) \quad \forall x \in B_\mu.
\]
\[\text{(Just consider h in C^1 such that } \bar{\mu}(|h - h_{\mu,k}|) \leq \varepsilon. \text{ Then setting } dv := h \, d\bar{\mu}, \]
\[
\int_{\mathcal{W}} \Pi_{k0}^\varepsilon - \mu_k(\varphi) \leq \lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \mu(|h - h_{\mu,k}| \circ T^{-j}) |\varphi_\infty| \leq \varepsilon |\varphi|_\infty.
\]
Hence, \( \mu_k \) is an accumulation point of elements of \( \mathcal{V} \) and so it belongs to \( \mathcal{V} \).
Lemma 5.7. Let $T$ be a piecewise uniformly hyperbolic map as described in Section 2.

(i) $T$ admits only finitely many physical probability measures, and they belong to $\mathcal{V}_0$.

(ii) The ergodic decomposition with respect to Lebesgue and with respect to $\tilde{\mu}$ coincide.

(iii) The forward average for each continuous function is well defined $m$-almost everywhere and the ergodic decomposition with respect to Lebesgue corresponds to the supports of the physical measures.

Proof. (i) Let $\mu$ be a physical measure and take a density point $x$ of the associated set $B_\mu$. Then for each $\varepsilon > 0$ there exists an open set $U$ containing $x$ such that $m(B_\mu \cap U) \geq (1 - \varepsilon)m(U)$. Consider a smooth probability measure $\mu_U$ supported in $U$, such that $\mu_U(B_\mu) \geq 1 - 2\varepsilon$. Then for each $f \in C^0$,

$$\Pi_1 \mu_U(f) = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \mu_U(f \circ T^k) = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \mu_U(f \circ T^k \Id_{B_\mu}) + O(|f| \varepsilon)$$

$$= \mu_U(\Id_{B_\mu}) \mu(f) + O(|f| \varepsilon) = \mu(f) + O(|f| \varepsilon).$$

This means that $\mu$ can be approximated by elements of $\mathcal{V}_0$ and therefore $\mu \in \mathcal{V}_0$. In addition, since the physical measures are ergodic by definition, it follows that they must belong to the ergodic elements of $\mathcal{V}_0$.

(ii) Consider an invariant set $A$ of positive $\tilde{\mu}$ measure such that $\tilde{\mu}$ restricted to $A$ is ergodic. If we consider the set $A_u := \bigcup_{x \in A} W^u(x)$ then $T^{-1}A_u \subset A_u$ and $\tilde{\mu}(A_u \setminus A) = 0$. Indeed, for each continuous function $\varphi$ the backward average on $A_u$ coincides with the backward average on $A$ and hence equals $\tilde{\mu}(\varphi \Id_A)(\tilde{\mu}(A)^{-1} \tilde{\mu}(A))^{-1}$ $\tilde{\mu}$-a.e., by ergodicity. In addition, for each $\varepsilon > 0$ there exists $\varphi \in C^0$ such that $\tilde{\mu}(|\varphi - \Id_A|) \leq \varepsilon$. But then

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \varphi \circ T^{-k} \Id_{A_u} = \tilde{\mu}(\varphi \Id_A)(\tilde{\mu}(A))^{-1} \Id_{A_u} \quad \tilde{\mu}$-a.e.$$

Integrating, we have $\tilde{\mu}(\varphi \Id_{A_u}) = \tilde{\mu}(\varphi \Id_A)(\tilde{\mu}(A)^{-1} \tilde{\mu}(A_u))$, which yields

$$\tilde{\mu}(A) = \tilde{\mu}(A_u) + O(\varepsilon)$$

which, by the arbitrariness of $\varepsilon$, proves the claim.

Next, consider the neighborhood of the singularity $S_\delta$. By Lemma 5.3(iii) it follows that $\tilde{\mu}(S_\delta) \leq C \delta^\alpha$; hence setting $S_\delta^* := \bigcup_{m \in \mathbb{Z}} T^m S_\delta |m|^{-2/\alpha}$ we have $\tilde{\mu}(S_\delta^*) \leq C \delta^\alpha \sum_{m \in \mathbb{Z}} |m|^{-2} \leq C \delta^\alpha$. Hence, by choosing $\delta$ small enough and setting $B := A_u \setminus S_\delta^*$ it holds that $\tilde{\mu}(B) > 0$. In addition, for each $x \in B$ the manifolds $W^u(x), W^s(x)$ have length at least $\delta$ (see, e.g., [LM]). Define $B_\varepsilon$ to be the $\varepsilon$-neighborhood of $B$.

Finally, for each $n \in \mathbb{N}$ let $U_n = \bigcup_{K \in K_n} K \cap B_{\delta/2}$, and $\hat{U}_n := U_n \cap B_{\delta/4}$; clearly $U_{n+1} \subseteq U_n$. Setting $\hat{B} := \bigcap_{n \in \mathbb{N}} U_n$, we have $\tilde{\mu}(\hat{B} \setminus A_u) = 0$. Indeed, if $x \in \hat{B} \setminus A_u$, then, for each $n \in \mathbb{N}$, there exist $y_n \in A_u \setminus S_\delta^*$ and $K_n \in K_n$ such that $x, y_n \in K_n$. On the other hand each $W^s(y_n)$ has size $\delta$, by construction.

\textsuperscript{10}By $W^u(x), W^s(x)$ we designate the unstable and stable manifolds of $x$, which exists $\tilde{\mu}$-a.e. (see Remark 5.9). Hence, by eventually changing $A$ on a set of zero $\tilde{\mu}$-measure, we can assume $A \subset A_u$. 
We can then extract a converging subsequence \( \{ y_n \} \), and call \( W \) the limit of \( W^s(y_n) \). It is easy to check that \( W \) is a stable manifold, and since in the transversal direction the map is expanding, it must be \( W = \bigcap_n K_n \). Accordingly, \( W \subset W^s(x) \).

The uniform transversality of the stable and unstable manifolds then implies that \( W^u(y_n) \cap W^s(x) \neq \emptyset \) for \( n \) large enough. Hence, \( W^s(x) \cap A_u \neq \emptyset \), that is, \( B \subset A_{u,s} := \bigcup_{x \in A_n} W^s(x) \). The claim then follows since one can prove \( \mu(A_{u,s} \setminus A_u) = 0 \) by the same argument that established \( \tilde{\mu}(A_u \setminus A) = 0 \).

In addition, by the regularity of both \( \tilde{\mu} \) and \( m \), for each \( k \in \mathbb{N} \) and \( \varepsilon > 0 \), there exists \( n_\varepsilon \) such that

\[
\tilde{\mu}(U_{n_\varepsilon} \setminus B) + \sum_{j=0}^{k} L^j m(U_{n_\varepsilon} \setminus B) \leq \varepsilon.
\]

Let \( \phi \) be a smooth function such that \( \phi|_{B_0/2} = 1 \) and \( \text{supp} \phi \) is contained in \( B_{0/2} \). Clearly \( \phi \cdot \text{Id}_{U_n} \in C^1_{S_n^k} \), we can then use the above inequality and Lemma 3.3 to write

\[
\begin{align*}
\tilde{\mu}(B) &= \mu(\tilde{U}_{n_\varepsilon}) + \mathcal{O}(\varepsilon) \\
&\leq \tilde{\mu}(\text{Id}_{U_{n_\varepsilon}} \phi) + \mathcal{O}(\varepsilon) \\
&= \frac{1}{k} \sum_{j=0}^{l-1} L^j m(\text{Id}_{U_{n_\varepsilon}} \phi) + \mathcal{O}(k^{-1} + \varepsilon) \\
&= \frac{1}{k} \sum_{j=0}^{l-1} L^j m(B) + \mathcal{O}(k^{-1} + \varepsilon) \\
&\leq \frac{1}{k} \sum_{j=0}^{l-1} L^j m(A_{u,s}) + \mathcal{O}(k^{-1} + \varepsilon) \\
&= m(A_{u,s}) + \mathcal{O}(k^{-1} + \varepsilon).
\end{align*}
\]

By first choosing \( k \) large enough and then \( \varepsilon \) sufficiently small, we have \( m(A_{u,s}) > 0 \).

Next notice that if \( A_{u,s} \) is not an ergodic component for \( m \), then there exists an invariant set of positive \( m \)-measure that will support a physical measure. But such a measure would belong to \( \mathcal{V}_0 \) by point (i), and this would be a contradiction.

(iii) The preceding argument also implies that if \( \mu_i \) is a basis of \( \mathcal{V}_0 \) made of ergodic measures, then they are physical measures and \( \{ B_\mu \} \) corresponds to the ergodic decomposition with respect to Lebesgue. In addition, since \( m(B_{\mu_\varepsilon}) \geq \mu(B_{\mu_\varepsilon}) \) and \( \sum_i \mu(B_{\mu_\varepsilon}) = 1 \), the inequality must be an equality, and the forward average for each continuous function is well defined \( m \)-almost everywhere. \( \square \)

### 5.3. Statistical properties and Ruelle resonances.

In addition to providing information about the invariant measures, the established spectral picture has other far reaching implications. To discuss them let us define the correlation functions. For each \( f, g \in C^\beta \) define

\[
C_{f,g}(n) := \tilde{\mu}(f \circ T^n) - \tilde{\mu}(f)\tilde{\mu}(g).
\]

If the system is mixing (that is, one is the only eigenvalue on the unit circle and it is simple), then for each \( \sigma \) larger than the norm of the second largest eigenvalue (or \( \tau \) if no other eigenvalue is present outside the essential spectral radius) there holds

\[
|C_{f,g}(n)| \leq C\sigma^n |f|_{C^\beta} |g|_{C^\beta}.
\]

In other words we have the well-known dichotomy: either the system does not mix or it mixes exponentially fast (on Hölder observables).

More generally, we can define the Fourier transform of the correlation function:

\[
\tilde{C}_{f,g}(z) := \sum_{n \in \mathbb{Z}} z^n C_{f,g}(n).
\]
The above quantity is widely used in physics literature where usually one assumes that it is convergent in a neighborhood of $|z| = 1$ (here this already follows from (5.3)) and it has a meromorphic extension on some larger annulus. The poles of such a quantity are, in principle, measurable in a physical system and are called Ruelle resonances (see [Ru1, Ru2, PP1, PP2]). Due to our results we can substantiate the above picture for the class of systems at hand.

Indeed, note that we can assume, without loss of generality, $\bar{\mu}(f) = \bar{\mu}(g) = 0$ and that if we define $\mu_f(\varphi) := \mu(f\varphi), \mu_g(\varphi) := \mu(g\varphi)$, then $\mu_f, \mu_g \in B$. Thus,

$$\hat{C}_{f,g}(z) = \sum_{n=0}^{\infty} z^n \bar{\mu}(fg \circ T^n) + \sum_{n=0}^{\infty} z^{-n} \bar{\mu}(f \circ T^n g) - \bar{\mu}(fg)$$

$$= \sum_{n=0}^{\infty} z^n \mathcal{L}^n \mu_f(g) + \sum_{n=0}^{\infty} z^{-n} \mathcal{L}^n \mu_g(f) - \bar{\mu}(fg)$$

$$= (z - \mathcal{L})^{-1} \mu_f(g) + (z^{-1} - \mathcal{L})^{-1} \mu_g(f) - \bar{\mu}(fg).$$

It is thus obvious that the desired meromorphic extension is provided by the resolvent and that the poles are in one-to-one correspondence (including multiplicity) with the spectrum of $\mathcal{L}$. More precisely we have a meromorphic extension in the annulus $\{z \in \mathbb{C} : \tau < |z| < \tau^{-1}\}$.

**Remark 5.8.** Note that the above fact shows that the spectral data of the operator $\mathcal{L}$ on $B$ is not a mathematical artifact but has a well-defined meaning which does not depend on any of the many arbitrary choices we have made in the construction of our functional analytic setting.

**Remark 5.9.** In the present situation the best one can do is to choose $\alpha = \beta = q = \frac{1}{2}$; moreover, if one assumes that $M(n)$ grows sub-exponentially (this is the case for billiards), then one has (assuming for simplicity $\lambda^{-1} = \mu_+$) that $\tau$ can be chosen arbitrarily close to $\lambda^{1/2}$. At the moment it is unclear if such an estimate for the size of the meromorphic extension is real or is an artifact of the method of proof.

Another result that can be easily obtained by the present method is the Central Limit Theorem. Let $f \in C^\beta$ with $\bar{\mu}(f) = 0$ and define $S_n(f) := \sum_{k=0}^{n-1} f \circ T^k$. Then

$$\bar{\mu}(e^{-izS_n}) = \mathcal{L}^n_z \bar{\mu}(1)$$

where $\mathcal{L}_z$ is the operator defined by $\mathcal{L}_z h(\varphi) := h(e^{-izf\varphi} \circ T)$. Since $\mathcal{L}_z$ depends analytically on $z$, one can use standard perturbation theory to show that the leading eigenvalue is given by $1 - \sigma z^2$, where $\sigma$ is the variance. Accordingly

$$\lim_{n \to \infty} \bar{\mu}(e^{-izS_n}) = \lim_{n \to \infty} \left(1 - \frac{\sigma z^2}{n}\right)^n = e^{-\sigma z^2}$$

which is exactly the CLT. Other types of results (e.g. large deviations) can be approached along similar lines (see [HH, CG] for more details).

6. Perturbation results

Recall from Section 2.4 the set $\Gamma_{B_*}$ of maps $\bar{T}$ that satisfy the same assumptions as $T$ in Section 2. In this section we derive results for several classes of perturbations and prove Theorems 2.13 and 2.18.
6.1. Deterministic perturbations.

**Lemma 6.1.** If two maps \( T_1, T_2 \in \Gamma_B \), satisfy \( \gamma(T_1, T_2) \leq \varepsilon \leq \varepsilon_0 \), then for each \( h \in B \),

\[
|\mathcal{L}_{T_1} h - \mathcal{L}_{T_2} h|_w \leq C \varepsilon^\beta \|h\|.
\]

**Proof.** For \( \varepsilon \leq \varepsilon_0 \), we may choose the set of approximate stable leaves \( \Sigma \) so that \( T_i^{-1} \Sigma \subset \Sigma \) for \( i = 1, 2 \), and similarly for the approximate unstable family \( F^u \).

We first fix a leaf \( W \in \Sigma \) and \( \varphi \) with \( |\varphi|_{C^1(W)} \leq 1 \) and write

\[
\int_W (\mathcal{L}_{T_1} - \mathcal{L}_{T_2}) h \varphi \, dm = \int_{T_1^{-1} W} h \|DT_1\|^{-1} J_W T_1 \varphi \circ T_1 - \int_{T_2^{-1} W} h \|DT_2\|^{-1} J_W T_2 \varphi \circ T_2.
\]

Away from singularities, \( T_1^{-1} W \) and \( T_2^{-1} W \) are \( \varepsilon \)-close so we may partition \( T_1^{-1} W \) and \( T_2^{-1} W \) as we did in Section 1.3.

Let \( N_\varepsilon \) denote the \( \varepsilon \) neighborhood of the union of the singularity curves of \( T_1^{-1} \) and \( T_2^{-1} \). Consider one component \( U_j \) of \( W \setminus N_\varepsilon \). By assumption, we may choose functions \( F_j \) defining the curves \( T_i^{-1} U_j \) such that \( d_{\Omega}(T_1^{-1} U_j, T_2^{-1} U_j) \leq \varepsilon \).

(If \( \max\{|T_1^{-1} U_j|, |T_2^{-1} U_j|\} > 2\delta \), we further subdivide \( U_j \) so that all components of \( T_1^{-1} U_j \) and \( T_2^{-1} U_j \) have length between \( \delta \) and \( 2\delta \).)

Denote by \( V_j \) the connected components of \( W \cap N_\varepsilon \) and note that \( |V_j| \leq C \varepsilon \) and that there are at most \( L + 2 \) such pieces.

We estimate the integrals over the pieces \( T_i^{-1} V_j \) similar to (4.10):

\[
(6.1) \quad \sum_{i,j} \int_{T_i^{-1} V_j} h \|DT_1\|^{-1} J_W T_i \varphi \circ T_i \, dm \leq C \|h\|_s \sum_{i,j} |V_j|^\alpha \lambda^{-1} \mu^{-\alpha} \leq C \|h\|_s \varepsilon^\alpha.
\]

We split up the integrals over the \( T_i^{-1} U_j \) as follows:

\[
(6.2) \quad \sum_j \int_{T_i^{-1} U_j} h \|DT_1\|^{-1} J_W T_1 \varphi \circ T_1 \, dm - \int_{T_2^{-1} U_j} h \|DT_2\|^{-1} J_W T_2 \varphi \circ T_2 \, dm
\]

where \( f = \|DT_1\|^{-1} J_W T_1 \varphi \circ T_1 \circ G_{F_j} \circ G_{F_j}^{-1} \). Note that \( d_q(\|DT_1\|^{-1} J_W T_1 \varphi \circ T_1, f) = 0 \) so that the first term of (6.2) can be estimated by

\[
(6.3) \quad \sum_j \left| \int_{T_1^{-1} U_j} h \|DT_1\|^{-1} J_W T_1 \varphi \circ T_1 - \int_{T_2^{-1} U_j} h f \right| \leq C \varepsilon^\beta \|h\|_w.
\]

We estimate the second term of (6.2) using the strong stable norm. We follow (4.10) to estimate the \( C^\alpha \)-norm of the functions involved:

\[
|f - \|DT_2\|^{-1} J_W T_2 \varphi \circ T_2|_{C^\alpha(T_2^{-1} U_j)}
\]

\[
\leq C \|\|DT_1\|^{-1} J_W T_1 \varphi \circ T_1 \circ G_{F_j}^{-1} - \|DT_2\|^{-1} J_W T_2 \varphi \circ T_2 \circ G_{F_j} \|_{C^\alpha(T_1)}
\]

\[
\leq C \|\varphi \circ T_1 \circ G_{F_j}^{-1} - \varphi \circ T_2 \circ G_{F_j} \|_{C^\alpha(T_1)}
\]

\[
+ C \|\|DT_1\|^{-1} J_W T_1 \circ G_{F_j} - (\|DT_2\|^{-1} J_W T_2) \circ G_{F_j} \|_{C^\alpha(T_1)}
\]
The first term can be bounded using an estimate analogous to (4.20) and Lemma 4.2. The second term can be bounded using Lemma 4.1 and the fact that \(|T_1 - T_2| < \varepsilon\) on \(U^j_1\). Putting these estimates together, we conclude that \(|f - |DT_2|^{-1}J_W T_2 \varphi \circ T_2|_{C^q} \leq C\varepsilon^{1-q}\) so we may estimate the second term of (6.2) by

\[
\int_{T_2^{-1}U_1} h(f - |DT_2|^{-1}J_W T_2 \varphi \circ T_2) \leq C\varepsilon^{1-q}\|h\|_s.
\]

Putting this estimate together with (6.1) and (6.3), we have

\[
8 \beta \|L_{T,\varphi}dm - \int W L_{T}h \varphi dm\| \leq C(\|h\|_s \varepsilon^\alpha + \|h\|_w \varepsilon^\beta + \|h\|_s \varepsilon^{1-q}) \leq Cb^{-1}\varepsilon^\beta\|h\|.
\]

Taking the supremum over all \(W \in \Sigma\) and \(\varphi \in C^1(W)\), we have

\[
\int W L_{T,\varphi}dm - \int W L_{T}h \varphi dm = \int W \varphi g dm.
\]

We next prove uniform Lasota-Yorke estimates for the operator \(L_{\nu,g}\). First, we need to introduce some notation. Let \(\Omega_n = (\omega_1, \ldots, \omega_n) \in \Omega^n\). We define \(T_n = T_{\omega_n} \circ \cdots \circ T_{\omega_1}\). We define \(DT_n = \Pi_j \cdot DT_{\omega_j}(T_{\omega_j}^{-1})\).

Lemma 6.3. Let \(\Delta(\nu, g) \leq \varepsilon\). For \(\varepsilon\) sufficiently small, there exists \(\delta_0 > 0\) and a constant \(C = C_{\alpha, A}\), such that for all \(h \in B\), \(\delta \leq \delta_0\) and \(n \geq 0\), \(L_{\nu,g}\) satisfies

\[
\|L_{\nu,g}^n h\|_s \leq C \max(\rho, \mu^+)^n D_n \|h\|_s + C \delta D_n \|h\|_w,
\]

\[
\|L_{\nu,g}^n h\|_u \leq C \lambda^{-\beta n} D_n \|h\|_u + C(D_n + L_n \lambda^{-\beta n} \mu^{-\alpha n}) \|h\|_s.
\]
Proof. The proofs follow from those of Section 4 except that we have the added function $g(\omega, x)$. Notice that

$$L_{\nu, g}^n h(x) = \int_{\Omega^n} h \circ T_{\omega_n}^{-1} |DT_{\omega_n}(T_{\omega_n}^{-1})|^{-1} \Pi_{j=1}^n g(\omega_j, T_{\omega_j}^{-1} \circ \cdots \circ T_{\omega_0}^{-1} x) \, d\nu^n(\varpi_n).$$

**Estimating the strong stable norm.** For any $W \in \Sigma$, we define the connected pieces $W_i$ of $T_{\omega_n}^{-1} W$ inductively just as we did for $T^{-n} W$ in Section 4.2. Following the estimates of Section 4.2, we write

$$W \in \nu, g \|\nu, g\| \leq C T_{\omega_n} \|\nu, g\| W|^{-\alpha}.$$

Then, using (4.7), we estimate

$$\sum_i \int_{W_i} h_{\varpi_i} |DT_{\varpi_i}|^{-1} J_W T_{\omega_i} G_{\omega_i} \, dm \leq \sum_i C \|h\|_{L^\alpha(W_i)} \|DT_{\omega_i}|^{-1} J_W T_{\omega_i} |C^\alpha(W_i)| G_{\omega_i} \nu, g \|_{C^\alpha(W_i)} \leq \sum_i C \|h\|_{L^\alpha(W_i)} \|DT_{\omega_i}|^{-1} J_W T_{\omega_i} |C^\alpha(W_i)| G_{\omega_i} \nu, g \|_{C^\alpha(W_i)}.$$

The only additional term here is $|G_{\omega_i} \nu, g \|_{C^\alpha(W_i)}$, which we now show is bounded independently of $n$ and $W_i$.

**Sublemma 6.4.** Let $W_i \in \Sigma$ be a smooth component of $T_{\omega_n}^{-1} W$. There exists a constant $C > 0$, independent of $W$, $n$, and $\varpi_n$ such that

$$\|\Pi_{j=1}^n g(\omega_j, T_{\omega_{j-1}}) \|_{C^1(W_i)} \leq C \Pi_{j=1}^n g(\omega_j, T_{\omega_{j-1}} x)$$

for any $x \in W_i$.

Proof. The proof follows the usual distortion estimates along stable leaves. For any $x, y \in W_i$,

$$\log \frac{\Pi_{j=1}^n g(\omega_j, T_{\omega_{j-1}} x)}{\Pi_{j=1}^n g(\omega_j, T_{\omega_{j-1}} y)} \leq \sum_{j=1}^n a^{-1} |g(\omega_j, \cdot)|_{C^1(W_i)} d(T_{\omega_{j-1}} x, T_{\omega_{j-1}} y) \leq \sum_{j=1}^\infty A a^{-1} C \mu_{\omega_j}^{1-1} d(x, y) =: c_0 d(x, y),$$

using property (iii) of $g$. The distortion bound yields the lemma with $C = c_0 e^{c_0}$. $\square$
The sublemma allows us to estimate (6.6) using (4.7):

\[ (6.7) \quad \sum_i \int_{W_i} hT_{\Sigma_n}^{-1} J_W T_{\Sigma_n} G_{\Sigma_n} dm \leq C \|h\|_s D_n \mu^m_T \Pi_{j=1}^n g(\omega_j, T_{\Sigma_n} x^*_j), \]

where \( x^*_j \) is some point in \( T_{\Sigma_n}^{-1} W \).

We estimate the second term of (6.5) in a similar way according to (4.8). Each time, we replace \(|G_{\Sigma_n}|_{C^1}\) or \(|G_{\Sigma_n}|_{C^1}\) according to Sublemma 6.4:

\[ \sum_i \frac{1}{|W_i|} \int_{W_i} h \circ T_{\Sigma_n} dm \int_{W_i} h |DT_{\Sigma_n}|^{-1} J_W T_{\Sigma_n} G_{\Sigma_n} dm \]

\[ \leq (C \|h\|_s \rho^n + C_\delta D_n |h|_w) \Pi_{j=1}^n g(\omega_j, T_{\Sigma_n} x^*_j). \]

Combining this estimate with (6.7), we have

\[ \int_W \mathcal{L}_{T_{\Sigma_n}} h \varphi dm \leq (C \|h\|_s (D_n \mu^m_T + \rho^n) + C_\delta D_n |h|_w) \Pi_{j=1}^n g(\omega_j, T_{\Sigma_n} x^*_j). \]

Now integrating this expression over \( \Omega^n \), we integrate one \( \omega_j \) at a time starting with \( \omega_n \). Note that \( \int_{\Omega^n} g(\omega_n, T_{\Sigma_n} x^*_j) dm(\omega_n) = 1 \) by assumption on \( g \) since \( T_{\Sigma_n} x^*_j \) is independent of \( \omega_n \). Similarly, each factor in \( G_{\Sigma_n} \) integrates to 1 so that

\[ \|\mathcal{L}^{n, g}_{\mu, \omega}\|_s \leq C \|h\|_s (D_n \mu^m_T + \rho^n) + C_\delta D_n |h|_w \]

which is the Lasota-Yorke inequality for the strong stable norm.

The inequalities for the strong unstable norm and for the weak norm follow almost identically, always using Sublemma 6.4. \( \square \)

6.3. Hyperbolic systems with holes. We adopt the notation and conditions introduced in Section 2.5. The first lemma shows that we can make the operators \( \mathcal{L} \) and \( \mathcal{L}_H \) arbitrarily close by controlling the “diameter” \( r \) of the hole along elements of \( \Sigma \) and the number \( P \) of connected components of the hole that a leaf can intersect at time 1.

**Lemma 6.5.** Let \( H \) be a hole satisfying assumption (H1). There exists \( C > 0 \) depending only on \( T \) such that

\[ ||\mathcal{L} - \mathcal{L}_H|| \leq C P r^\alpha. \]

**Proof.** Let \( h \in C^1(\mathcal{M}) \), \( W \subseteq \Sigma \) and \( \varphi \in C^1(W) \) with \( ||\varphi||_{C^1(W)} \leq 1 \). Recall that \( \mathcal{M}^1 \subseteq \mathcal{M} \setminus H \) is the set of points which remains in \( \mathcal{M} \) until at least time 1. Let \( 1_{\mathcal{M} \setminus \mathcal{M}^1} \) denote the indicator function of \( \mathcal{M} \setminus \mathcal{M}^1:

\[ \int_W (\mathcal{L} - \mathcal{L}_H) h \varphi dm = \int_W \mathcal{L}(1_{\mathcal{M} \setminus \mathcal{M}^1} h) \varphi dm \]

\[ = \int_{T^{-1} W \cap \mathcal{M} \setminus \mathcal{M}^1} h \varphi \circ T |DT|^{-1} J_W T dm \]

\[ \leq \sum_{\tilde{W}_i} |h||\tilde{W}_i| \varphi \circ T |C^1(\tilde{W}_i)|| |DT|^{-1} J_W T |C^0(\tilde{W}_i)| \]

where \( \tilde{W}_i \) are the connected components of \( T^{-1} W \cap \mathcal{M} \setminus \mathcal{M}^1 \), i.e. the pieces of \( T^{-1} W \) which are in the hole at time 0 or 1. We recall from the estimates of
Section [1] that $|\varphi \circ T|_{C^0(\bar{W}_i)} \leq |\varphi|_{C^0(W)}$. Also, the distortion bound (A.1) implies $|JW^T||\bar{W}_i| \leq C|TW_i|$. We then have

$$\int_W (\mathcal{L} - \mathcal{L}_H) h \varphi \, dm \leq C\|h\|_{s} \sum_i |TW_i|^{\alpha} \leq C\|h\|_{s} Pr^{\alpha},$$

which completes the proof of the lemma.

The next proposition proves uniform Lasota-Yorke estimates for $\mathcal{L}_H$ which are independent of $H$ satisfying assumptions (H1) and (H2). Once it is proven, we may use it in combination with Lemma 3.1 and using (H2), we see that equation (3.1) becomes

$$\sum_{i} |W_i|^\varsigma |DT^m|^{-1} J_W T^n |_{C^0(W_i)} \leq C\|DT^k|^{-1} J_W T^k |_{C^0(W^k)} |W_i|^\alpha \rho_1^{\alpha - k}.$$ 

The proof of expressions analogous to equations (3.2)-(3.4) is now identical to the proof of Lemma 3.1. We conclude that

$$\sum_{i} |W_i|^\varsigma |DT^m|^{-1} J_W T^n |_{C^0(W_i)} \leq CD_n \delta^{\varsigma - \alpha} |W|^\alpha + C|W|^\varsigma \rho_1^n.$$ 

Estimating the weak norm. For any $h \in C^1(M)$, $W \in \Sigma$ and $\varphi \in C^1(W)$ with $|\varphi|_{C^1(W)} \leq 1$, we have

$$\int_W \mathcal{L}_H^2 h \varphi \, dm = \sum_{W_i \in W_n} \int_{W_i} h |DT^n|^{-1} J_W T^n \varphi \circ T^n \, dm \leq C\|h\|_{w} \sum_{W_i \in W_n} |DT^n|^{-1} J_W T^n |_{C^0(W_i)} \leq CD_n |h|_{w}$$

where in the last inequality we have used (6.11) with $\varsigma = 0$. This proves (6.8).

Estimating the strong stable norm. As in Section 4.2 we define $\overline{\varphi}_i = \varphi \circ T^n - \frac{1}{|W_i|} \int_{W_i} \varphi \circ T^n$. Equation (4.7) remains unchanged,

$$\sum_i \int_{W_i} h |DT^n|^{-1} J_W T^n \overline{\varphi}_i \, dm \leq C\|h\|_{s} D_n \mu_+^{q_n}.$$
The estimate for equation (4.8) is modified slightly according to (6.11),
\[ \sum_i \frac{1}{|W_i|} \int_{W_i} \varphi \circ T^n \ dm \int_{W_i} h|DT^n|^{-1} J_W T^n \ dm \leq C \|h\|_s \rho^n_1 + C \delta D_n \|h\|_w. \]
Combining these two estimates, we see that
\[ \|\mathcal{L}_H^n h\|_s \leq C \|h\|_s (D_n \mu^n_2 + \rho^n_1) + C \delta D_n \|h\|_w, \]
which proves (6.9).

**Estimating the strong unstable norm.** Given two admissible leaves \( W_1 \) and \( W_2 \) satisfying \( d_\Sigma (W_1, W_2) \leq \varepsilon \), we partition them into long pieces \( U_i \) and short pieces \( V_{ij} \) as in Section 4.3 where for each \( j \), the pieces \( U_j^1 \) and \( U_j^2 \) are paired up so that \( d_\Sigma (T^{-n}U_j^1, T^{-n}U_j^2) \leq C \lambda^{-n} \varepsilon \). The introduction of the hole only increases the number of unpaired pieces \( V_{ij} \): if part of \( T^{-n}W_1 \) has fallen in the hole while the corresponding part of \( T^{-n}W_2 \) has not, then a piece \( V_{ij} \in W_2 \) is created. We estimate the size of \( V_n \) using assumption (H1).

Suppose the part of \( W_1 \) corresponding to \( V_{ij} \) falls in the hole at time \( t \leq n \).

If the boundary of the hole at that point is strictly convex with curvature greater than \( B \), then \( [T^{-t}V_{ij}] \leq C \sqrt{\varepsilon} \) and so \( |V_{ij}| \leq C \sqrt{\varepsilon} \) as well. On the other hand, if the boundary of the hole is transverse to the stable cone, then the estimate improves to \( |T^{-t}V_{ij}| \leq C \varepsilon \). Notice also that there can be at most \( L_n + P_n \) pieces \( V_{ij} \).

Using this bound on the \( V_{ij} \), (4.10) becomes
\[
(6.12) \quad \sum_{i,k} \int_{T^{-n}V_{ij}} h|DT^n|^{-1} J_W T^n \varphi_i \circ T^n \ dm \leq C \|h\|_s \sum_{i,k} |V_{ij}|^{\alpha} |DT^n|^{-1} (J_W T^n)^{1-\alpha} \leq C \varepsilon \frac{\alpha}{2}\|h\|_s (L_n + P_n) \lambda^{-n} \mu^{-\alpha n}. \]

The estimates on the paired pieces \( U_j \) do not change, so putting together equation (6.12) with (4.11) and (4.22) and using the fact that \( \alpha/2 \geq \beta \), we have
\[ \|\mathcal{L}_H^n h\|_u \leq C \lambda^{-\beta n} D_n \|h\|_u + C \|h\|_s (D_n + (L_n + P_n) \lambda^{-n} \mu^{-\alpha n}). \]
This completes the proof of (6.10).

**Appendix A. Distortion bounds**

The following are distortion bounds used in deriving the Lasota-Yorke estimates which are standard for uniformly hyperbolic \( C^2 \) maps. For any \( n \in \mathbb{N} \) and \( x, y \in K \in \mathcal{K} \), the following estimates hold:
\[
\left( \frac{|DT^n(x)|}{|DT^n(y)|} - 1 \right) \leq C \max \{d(x, y), d(T^n x, T^n y)\}, \\
\left( \frac{|J_W T^n(x)|}{|J_W T^n(y)|} - 1 \right) \leq C \max \{d(x, y), d(T^n x, T^n y)\}. \tag{A.1}
\]
In particular, these bounds imply that \( |DT^n|^{-1}|_{C^0(W)} \leq C |DT^n|^{-1}|_{C^0(W)} \) and similarly \( |J_W T^n|_{C^0(W)} \leq C |J_W T^n|_{C^0(W)} \) for any \( 0 \leq q \leq 1 \).

Note that for \( x \in T^{-n}W \), \( |DT^n(x)| = C_\theta(x) J_W T^n(x) J_u T^n(x) \) where \( J_u T^n \) is the Jacobian of \( T^n \) in the unstable direction and \( C_\theta(x) \) is a number which depends on the angle between the unstable direction and \( T^{-n}W \) at the point \( x \). Since the family of admissible leaves \( W \) is uniformly transversal to the unstable direction,
there exists a constant $c_0 > 0$, independent of $W$, such that $|C_0| \geq c_0$. Thus for all $n \geq 0$,
\begin{equation}
|\|DT^n|^{-1}J_W T^n|_\infty \leq C\lambda^{-n}
\end{equation}
wherever $|DT^n|$ is defined.
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