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Abstract. In their famous paper, Schweizer and Smítal introduced the definition of a distributionally chaotic pair and proved that the existence of such a pair implies positive topological entropy for continuous mappings of a compact interval. Further, their approach was extended to the general compact metric space case.

In this article we provide an example which shows that the definition of distributional chaos (and as a result Li-Yorke chaos) may be fulfilled by a dynamical system with (intuitively) regular dynamics embedded in $\mathbb{R}^3$. Next, we state strengthened versions of distributional chaos which, as we show, are present in systems commonly considered to have complex dynamics.

We also prove that any interval map with positive topological entropy contains two invariant subsets $X, Y \subset I$ such that $f|_X$ has positive topological entropy and $f|_Y$ displays distributional chaos of type 1, but not conversely.

1. Introduction

Since its origins in the fundamental paper by Li and Yorke [34] the existence of a pair of points which are proximal but not asymptotic (a so-called Li-Yorke pair) has attracted many researchers. It was a long standing problem, what are the relations between positive topological entropy and the existence of Li-Yorke pairs. A theorem of Misiurewicz [39] which characterizes positive topological entropy of interval maps in terms of topological horseshoes provides a tool for finding the answer. This result gave a tool to prove that positive topological entropy implies the existence of a Cantor set which is a scrambled set at the same time [39] (it is remarkable that this statement holds in general compact metric spaces [10]). It was much more demanding to show that there exists an interval map with zero topological entropy and an uncountable scrambled set; however, both results were obtained at almost the same time [56] (later, strict conditions when such constructions are possible were given [22]).

Various extensions of the definition by Li and Yorke were developed, e.g. dense chaos [48, 59], generic chaos [59] or extreme chaos [14] (see survey paper [11] for a discussion). Results cited above extend the definition of Li and Yorke by some additional assumptions which specify (in the topological sense) how the scrambled
set is placed in the space. Another approach is to strengthen the definition of a Li-Yorke pair by same statistical assumptions.

In the paper [52], B. Schweizer and J. Smítal introduced a notion of distributional chaos (it was called strong chaos there). Their fundamental observation was that in the case of a map $f$ from a compact interval into itself the existence of at least one distributionally chaotic pair (in a weak sense, called $DC^3$) implies positive topological entropy for $f$. These results, combined with the characterization provided by S. Li in [33] show that the existence of distributionally chaotic pairs forces a very strong chaotic behavior in the case of one-dimensional dynamics. Strictly speaking, distributional chaos, positive topological entropy, $\omega$-chaos and the existence of an infinite invariant subset on which $f$ exhibits chaos in the sense of Devaney are all equivalent properties in the case of interval maps (i.e. each of these kinds of chaos implies each other). We refer to [51] as a very nice survey on distributional chaos (and its measurement) in the case of a compact interval.

The equivalence of different kinds of chaos is no longer valid when a general compact metric space is considered (see [57, 1] or [44] for a discussion). It is also known that in the case of interval maps, the existence of a chaotic pair (in the $DC^3$ sense) implies that there exists an uncountable set such that each pair of its distinct points is distributionally chaotic (in the sense of $DC^1$). Such a set, if it exists, is usually called distributionally scrambled.

Recently, it was observed that it is possible to state three nonequivalent definitions of a distributionally chaotic pair and, as a result, to define three nonequivalent versions of distributional chaos for maps on compact metric spaces: $DC^1$, $DC^2$ and $DC^3$ (see [8] for definitions). The strongest among these definitions is $DC^1$ with an uncountable distributionally scrambled set. In this paper we focus our attention to distributional chaos of type 1, so please keep in mind that distributional chaos always means distributional chaos of type 1 if not differently stated.

The idea behind a distributional pair (of type 1) is the following: when we look at trajectories of given points from one time perspective, then the frequency of iterations during which points are close to each other tends to 1, but when the time perspective is changed it seems that their iterations are separated from each other almost all the time. Then there is some kind of statistical unpredictability in their motion (and obviously a distributionally chaotic pair generalizes the Li and Yorke approach). This is why we are likely to conclude chaotic behavior if we are able to find an uncountable distributionally scrambled set. In section 3 we prove that this is somehow misleading: distributional chaos with its standard definition may be present in a dynamical system with a “regular” motion. When in dimension one, we do not have to care too much about the definition of distributional chaos, because the existence of at least one chaotic pair (in the weakest sense $DC^3$) implies positive topological entropy [52] or even much more complex dynamics [7]. An example from Section 3 highlights the fact that, in general metric spaces, we have to control not only the frequency but also the amplitude of changes in the motion of pairs.

The main idea of this paper is to modify the definition of distributionally scrambled set in a way that it becomes significant from the topological point of view, that is, to avoid its concentration on small sets (in the topological sense). Our exposition cannot be complete. For example, we will not consider a measure-theoretic approach. Let us only mention some recent advances in that field. One of the first attempts to construct chaotic sets (in the sense of the Li and Yorke definition)
which are significant from the measure-theoretic point of view were taken in [54], where the scrambled set \( S \subset I \) with full outer Lebesgue measure was constructed. Further, functions with scrambled sets of positive Lebesgue measure were obtained in [31] and [55], and finally functions Li-Yorke chaotic almost everywhere were presented in [14] and [40]. Recently, it was proved in [5] that the same is possible for distributional chaos (even for uniform distributional chaos; the definition is slightly different there, however, and it follows from the proof that the main results remain true with the stronger definition of uniform distributional chaos presented in our paper). A combination of distributional chaos with the measurement of a distributionally scrambled set may be another (parallel) approach to strengthen this definition, because the scrambled set obtained in Section 3 has zero Lebesgue measure. Another reasonable approach is to look at the Hausdorff dimension. Obviously, the distributionally scrambled set from [5] has full Hausdorff dimension, which cannot be said about the distributionally scrambled set constructed in Section 3 (however it is a perfect set which means that Cantor-like constructions are not enough in general).

The paper is organized as follows. Section 3 contains an example which motivates proposed extensions of the definition of distributional chaos. In Section 4 we make such extensions, in a way which, in our opinion, avoids defining as chaotic systems which are not. The next section highlights relations between distributional chaos and proximality. Section 6 contains a construction of an uncountable family consisting of minimal subsystems of the full shift which exhibit uniform distributional chaos of type 1 (or the even stronger property introduced in Definition 10 under the name transitive distributional chaos). In Section 7 we discuss a modification of Rafal Piątek’s example which will allow us to approximate the topological entropy of interval maps via subsystems without DC1 pairs. Section 8 combines results from the previous two sections. We show there that any interval map \( f \) with positive topological entropy contains two disjoint subsets \( X, Y \subset I \) such that \( h_{top}(f|_X) = (1 - \varepsilon)h_{top}(f) \), \( h_{top}(f|_Y) = 0 \), there is no DC1 pair for \( f \) in \( X \) and \( Y \) contains an uncountable distributionally scrambled set of type 1 for \( f|_Y \) (see Theorem 35). In the last section we state a few open problems for further research.

2. Basic definitions

Let \((X, d)\) be a compact metric space and let \( f : X \to X \) be continuous. By a dynamical system we mean a pair \((X, f)\). A point \( y \in X \) is said to be an \( \omega \)-limit point of a point \( x \) if it is an accumulation point of the sequence \( x, f(x), f^2(x), \ldots \). The set of all \( \omega \)-limit points of \( x \) is called the \( \omega \)-limit set of \( x \) and denoted \( \omega(x, f) \). A point \( x \) is said to be periodic if \( f^n(x) = x \) for some \( n \geq 1 \) and is said to be recurrent if \( x \in \omega(x, f) \). A subset \( M \) of \( X \) is minimal if it is closed, nonempty, invariant (i.e. \( f(M) \subset M \)) and contains no proper subset with these three properties. It is well known that if a nonempty closed set \( M \subset X \) is minimal, then the orbit of every point of \( M \) is dense in \( M \) (the converse implication holds if there are no isolated points in \( X \)). We recall that a point \( x \) is called minimal or almost periodic if it belongs to a minimal set. We will denote by \( \text{Per}(f) \), \( \text{A}(f) \) and \( \text{Rec}(f) \) the sets of periodic, almost periodic and recurrent points respectively. In the case that all of \( X \) is minimal we say that \( f \) is a minimal system.

By \( \text{Orb}^+(x) \) we denote the set \( \text{Orb}^+(x) = \{ x, f(x), f^2(x), \ldots \} \) and call it the positive orbit of point \( x \).
We call a point $x$ nonwandering if for any neighborhood $U$ of $x$ there exists $n > 0$ such that $f^n(U) \cap U \neq \emptyset$. The set of all nonwandering points is said to be the nonwandering set and is denoted by $\Omega(f)$.

We recall that $f$ is (topologically) transitive if for any two nonempty open sets $U, V \subset X$ there exists $n > 0$ such that $f^n(U) \cap V \neq \emptyset$ and is (topologically) weakly mixing if for any three nonempty open sets $U, V, W \subset X$ there exists $n > 0$ such that $f^n(W) \cap V \neq \emptyset$ and $f^n(W) \cap U \neq \emptyset$ (see [2] for a list of equivalent conditions).

The topological entropy of a dynamical system $(X, f)$ acting on a compact metric space will be denoted $h_{top}(f)$. In the case of a compact metric space there are several equivalent definitions of topological entropy. We do not recall these definitions as they are well known; see, for instance, books [19, 37].

Let $X$ and $Y$ be compact metric spaces and let $f : X \to X$ and $g : Y \to Y$ be continuous maps. If there is a continuous onto map $\phi : X \to Y$ with $\phi \circ f = g \circ \phi$, we will say that $f$ and $g$ are semiconjugate (by $\phi$). The map $\phi$ is called a semiconjugacy (between $f$ and $g$) or a factor map, the map $g$ is called a factor of $f$ and the map $f$ is called an extension of $g$.

### 2.1. Li-Yorke chaos.

For a dynamical system $(X, f)$ acting on a compact metric space $(X, d)$ and for any $\varepsilon > 0$ we define the following sets:

\[
C_1(f) = \left\{ (x, y) \in X^2 : \liminf_{n \to +\infty} d(f^n(x), f^n(y)) = 0 \right\},
\]

\[
C_2(f) = \left\{ (x, y) \in X^2 : \limsup_{n \to +\infty} d(f^n(x), f^n(y)) > 0 \right\},
\]

\[
C_2(f, \varepsilon) = \left\{ (x, y) \in X^2 : \limsup_{n \to +\infty} d(f^n(x), f^n(y)) > \varepsilon \right\},
\]

\[
C(f) = C_1(f) \cap C_2(f),
\]

\[
C(f, \varepsilon) = C_1(f) \cap C_2(f, \varepsilon).
\]

A function $f$ is called chaotic in the sense of Li and Yorke (see [34] and [32] for a discussion) if there is an uncountable set $S$ (a so-called scrambled set) such that $C(f) \supset S \times S \setminus \Delta_X$ where $\Delta_X = \{ (x, x) : x \in X \}$. Motivated by this definition, L. Snoha proposed to call a map $f$ densely $\varepsilon$-chaotic if the set $C(f, \varepsilon)$ is dense in $X^2$ (originally the definition was stated for $I^2$). We remark that $f$ exhibits dense $\varepsilon$-chaos iff there is a dense scrambled set $S$ such that $S \times S \subset C(f, \varepsilon) \cup \Delta_X$ (see [50] p. 1693 for more detailed comments).

Let us recall (see [20]) that a map $f$ has sensitive dependence on the initial conditions if there exists $r > 0$ such that for every $x \in X$ and every $\varepsilon > 0$, we can find a point $y \in X$ such that $d(x, y) < \varepsilon$ and $d(f^m(x), f^m(y)) > r$ for some integer $m > 0$. Obviously, any map with dense $\varepsilon$-chaos has sensitive dependence on the initial conditions (see [12] Thm. 3.4)).

### 2.2. Distributional chaos.

We define a function $\xi : X \times X \times \mathbb{R} \times \mathbb{N} \to \mathbb{N}$ by:

\[
\xi(x, y, t, n) = \# \left\{ i : d(f^i(x), f^i(y)) < t, \ 0 \leq i < n \right\},
\]

where $\#A$ denotes the cardinality of the set $A$. By means of $\xi$ we define the following two functions:

\[
F_{xy}(t) = \lim_{n \to \infty} \frac{1}{n} \xi(x, y, t, n), \quad F^*_x(t) = \limsup_{n \to \infty} \frac{1}{n} \xi(x, y, t, n).
\]
Let $F_{xy}$ and $F_{xy}^*$ be nondecreasing, $F_{xy}(t) = F_{xy}^*(t) = 0$ for $t < 0$ and $F_{xy}(t) = F_{xy}^*(t) = 1$ for $t > \text{diam} \ X$. Functions $F_{xy}$ and $F_{xy}^*$ are called lower and upper distribution functions respectively.

In this paper we will usually refer to the strongest definition of distributional chaos (so-called DC1 with an uncountable distributionally scrambled set \cite{8}); however, we recall all three possibilities known from the literature.

**Definition 1.** A pair of points $x, y \in X$ is called *distributionally chaotic of type 1* (DC1 for short) if

1. $F_{xy}(s) = 0$ for some $s > 0$,
2. $F_{xy}^*(t) = 1$ for all $t > 0$.

If condition (1) is replaced by $F_{xy} < F_{xy}^*$ ($f < g$ means that $\int_{-\infty}^{\infty} g(t) - f(t) dt > 0$), then we obtain the definition of DC2 and if additionally condition (2) is omitted, then we obtain a weaker version denoted DC3. Note that in the case of DC2 the condition $F_{xy} < F_{xy}^*$ is equivalent to the fact that $F_{xy}(s) < 1$ for some $s > 0$.

A set containing at least two points is called a *distributionally scrambled set of type $k$* for $f$ if any pair of its distinct points is distributionally chaotic of type $k$, where $k \in \{1, 2, 3\}$.

**Definition 2.** Let $f$ be a continuous self-map of a compact metric space. We say that $f$ is distributionally chaotic of type $k \in \{1, 2, 3\}$ if there exists an uncountable distributionally scrambled set of type $k$ for $f$.

Sometimes, the definition of distributional chaos is strengthened in the following way (see \cite{5}): distributional chaos of type 2 is uniform if there exists a distribution function $F$ such that $F_{xy} \leq F \leq F_{xy}^*$ for all distinct $x, y \in D$, where $D$ is a distributionally scrambled set of type 2. We state a similar definition in the case of distributional chaos of type 1. It is an analogue of $\delta$-scrambled sets defined in the case of Li-Yorke chaos.

**Definition 3.** Let $f$ be distributionally chaotic of type 1 and let $D$ be a distributionally scrambled set for $f$. If there exists $\varepsilon > 0$ such that $F_{xy}(\varepsilon) = 0$ for any distinct points $x, y \in D$, then the distributional chaos is said to be *uniform*.

**Remark 4.** The definition of distributional chaos was introduced in \cite{52} for the first time (under the name strong chaos). This definition was presented for interval maps as a condition equivalent with positive topological entropy.

### 2.3. Symbolic spaces

Let $\mathcal{A}$ be any finite set (alphabet) and let $\mathcal{A}^*$ denote the set of all finite words over $\mathcal{A}$. The set $\mathcal{A}^*$ with the concatenation of words forms a free monoid with the minimal set of generators $\mathcal{A}$. The unit element of concatenation, denoted by $\lambda$, is called the empty word. For any word $w \in \mathcal{A}^*$ we denote by $|w|$ the length of $w$, that is, the number of letters which form this word. By $|w|_a$ is denoted the number of occurrences of the letter $a$ in $w$. Two-letter alphabets will be denoted $\Sigma = \{0, 1\}$. Let $w = w_1 \ldots w_n \in \Sigma^*$. By $\overline{w}$ we mean the negation of $w$, that is, $\overline{w} = w_1 \overline{w}_2 \ldots \overline{w}_n$. For example, if $w = 01001$, then $\overline{w} = 10110$.

An infinite word is a mapping $w : \mathbb{N} \rightarrow \mathcal{A}$; hence it is an infinite sequence $w_1, w_2, \ldots$ where $w_i \in \mathcal{A}$ for any $i \in \mathbb{N}$. The set of all infinite words over the alphabet $\mathcal{A}$ is denoted by $\mathcal{A}^\omega$. If $x \in \mathcal{A}^\omega$ and $i \leq j$ are integers, then we denote $x_{[i,j]} = x_i x_{i+1} \ldots x_j$ and $x_{[i,j]} = x_{[i,j-1]}$. To be able to consider continuous maps we have to introduce a topology. The set $\mathcal{A}$ is given the discrete topology and $\mathcal{A}^\omega$
is endowed with the product topology. This topology is metrizable and may be equivalently defined by the following metric. For any \( x, y \in \mathcal{A}^\omega \) put
\[
d(x, y) = \begin{cases} 2^{-(k+1)} & \text{if } x \neq y, \\ 0 & \text{otherwise}, \end{cases}
\]
where \( k \) is the length of the maximal common prefix of \( x \) and \( y \). Now define a shift operation \( \sigma : \mathcal{A}^\omega \to \mathcal{A}^\omega \) by
\[
(\sigma_A(x))(i) = x_{i+1}.
\]
The pair \( (\mathcal{A}^\omega, \sigma_A) \) is said to be the full shift over \( \mathcal{A} \). We will usually simply write \( \sigma \) instead of \( \sigma_A \).

If we consider the space \( \mathcal{A}^\omega \) of bi-infinite words (i.e. sequences \( \mathbb{Z} \to \mathcal{A} \)), then we may build an analogous theory of shift spaces. The main difference is that \( \sigma : \mathcal{A}^\omega \to \mathcal{A}^\omega \) is invertible and \( d(x, y) = 2^{-(k+1)} \), where \( k \in \mathbb{N} \) is the maximal integer such that \( x_{[-k,k]} = y_{[-k,k]} \) (when \( x \neq y \)). We will think of elements \( x \in \mathcal{A}^\omega \) as being bilateral sequences \( x = \ldots x_{-2} x_{-1} x_0 x_1 x_2 \ldots \), with the dot marking the “central position” of the sequence \( x \).

### 2.4. Recurrence index.
Let \( X \) be a closed \( \sigma \)-invariant subset of \( \mathcal{A}^\omega \). We define the set \( B_n(X) \) of \( n \) admissible words for \( X \) by:
\[
B_n(X) = \{ x_{[i,i+n)} \in \mathcal{A}^* : x \in X, i \in \mathbb{N} \}.
\]
Let \( w \in \mathcal{A}^* \). The set of all subwords of \( w \) with the length \( n \) (\( n \)-subwords) is denoted by
\[
S_n(w) = \{ u \in B_n(\mathcal{A}^\omega) : \exists v_1, v_2 \in \mathcal{A}^*, w = v_1 uv_2 \}.
\]
We may extend canonically the definition of \( S_n \) to the case \( x \in \mathcal{A}^\omega \); i.e., given \( x \in \mathcal{A}^\omega \) we define:
\[
S_n(x) = \{ u \in B_n(\mathcal{A}^\omega) : \exists i, u = x_{[i,i+n]} \}.
\]
The least integer \( m \) (if it exists) such that for any \( w \in B_m(X) \) it follows that \( S_n(w) = S_n(x) \) is called the \( n \)-th recurrence index of \( x \) in \( X \) and is denoted \( R(n, x, X) \). If such \( m \) do not exist, we put \( R(n, x, X) = +\infty \). In the case that \( X = \text{cl}(\text{Orb}^+(x)) \) we will simply write \( R(n, x) \) instead of \( R(n, x, \text{cl}(\text{Orb}^+(x))) \).

Theorem 5 ([41 Thm. 7.2]). Let \( x \in \mathcal{A}^\omega \). The following conditions are equivalent:

1. \( x \) is a minimal point,
2. \( R(n, x) < +\infty \) for all positive integers \( n \).

Theorem 6 ([41 Thm. 7.1]). Let \( M \subset \mathcal{A}^\omega \) be a minimal set. In this case \( R(n, x) = R(n, y) \) for any \( x, y \in M \) and \( n \in \mathbb{N} \).

Theorem 7 ([41 Thm. 9.3]). Let \( x \in \mathcal{A}^\omega \) and let \( w \in B_s(\text{cl}(\text{Orb}^+(x))) \) for some \( s > 0 \). Suppose that there exists \( r > 1 \) such that \( w^r \in B.rs(\text{cl}(\text{Orb}^+(x))) \) and \( \sigma^s(x) \neq x \). In this case \( R(s+1, x) > sr \).
3. FUNDAMENTAL OBSERVATION

In this section we will construct a dynamical system which is distributionally chaotic of type 1, but the trajectories of points are “regular” from the point of view of the qualitative theory of dynamical systems. The constructed system may be naturally considered as discretization of a continuous flow (see Fig. 1); the positive limit set of each point is either a fixed point or a circle (consisting of fixed points) contained in the boundary of the phase space. Namely, this system is an extension of a flow on the unit disc with repelling fixed point in the center and attracting circle in the boundary. The qualitative behavior of the system may be well understood from its phase portrait. There is no doubt about its asymptotic properties, periodic points, etc. There is no “mixing” of trajectories or “strange attractors” that are expected to occur before we will be likely to say that the system (defined in a bounded region of $\mathbb{R}^n$) is “chaotic”.

We stress the fact that distributional chaos is not uniform there. The most important property of the example presented is that it may be embedded in $\mathbb{R}^3$.

**Example 8.** Let us consider a discretization $f$ of a dynamical system defined on the phase space

$$X = \{(x, y, z) \in \mathbb{R}^3 : y^2 + z^2 \leq 1, \ |x| \leq z + 1 \}$$

and with the phase portrait as in Fig. 1. We denote by $D$ the following set:

$$D = \left\{ (x, 0, \frac{1}{2}) : x \in [-\frac{3}{2}, \frac{3}{2}] \right\}.$$  

The trajectory of $D$ is visualized as an interval which travels spirally from the center to the border of the cylinder containing $X$ (i.e. cylinder $y^2 + z^2 \leq 1$). This spiral motion guarantees that the diameter of iterations of $D$ changes cyclically from values close to 0 (phase 1) to values greater than the starting diameter (phase 2). The main idea of this example is to make time arrangement in a way that the described phases change with exponentially increasing delays, which in turn implies that any two distinct members of $D$ form a distributionally chaotic pair of type 1.
(in this case points from the set \( \{(x, y, z) : x^2 + y^2 = 1 \text{ or } y = z = 0, x \in \mathbb{R}\} \cap X \) have to be fixed points of \( f \)).

**Formal construction for Example** We start our construction by defining a map on the flat unit disc. Next it will be made three dimensional as presented in Fig. 1.

**Step 1 (spiral curve).** Let \( d \) be the Euclidean metric in \( \mathbb{R}^2 \), and let \( B \subset \mathbb{R}^2 \) denote the unit disc. We define a spiral curve \( F : \mathbb{R} \to B \) on the disk \( B \) by the following formula:

\[
F(t) = \left( \left( \frac{1}{2} + \frac{1}{\pi} \arctan(t) \right) \sin(t), \left( \frac{1}{2} + \frac{1}{\pi} \arctan(t) \right) \cos(t) \right).
\]

It can be easily verified that \( \lim_{t \to -\infty} d(F(t), (0, 0)) = 1 \) and \( \lim_{t \to -\infty} d(F(t), (0, 0)) = 0 \). The first step is to arrange a sequence \( \{p_j\}_{j \in \mathbb{Z}} \subset F(\mathbb{R}) \) and next to extend it to a map defined on the whole disc in a way that this sequence becomes the orbit of \( p_0 \).

Elements of the sequence with negative indices are irrelevant in our construction. The only thing we must control is that \( \lim_{j \to -\infty} p_{-j} = (0, 0) \). It is enough to put \( p_j = F(j \frac{\pi}{4}) \) for \( j \leq 0 \). We must pay more attention to points \( p_j \) with indices \( j > 0 \).

We start with two sequences which will allow us to make a proper arrangement of the number of iterations needed to delay transition between phases 1 and 2. Let \( m_{-1} = 0 \), let

\[
s_0 = 2, \quad v_0 = \frac{\pi}{2}, \quad m_0 = s_0
\]

and

\[
s_n = 2^{2n} m_{n-1}, \quad v_n = \frac{\pi}{s_n}, \quad m_n = m_{n-1} + s_n.
\]

Let \( n \in \mathbb{N} \) and let \( j \) be an integer such that \( m_{n-1} \leq j < m_n \). We define:

\[
p_j = F(v_n(j - m_{n-1}) + n\pi).
\]

Let us fix any \( \varepsilon > 0 \). The map \( F \) is continuous, so there exists an integer \( K_\varepsilon > 0 \) such that for any \( m > K_\varepsilon \) we have the following:

\[
d(y, (0, 1)) < \varepsilon \quad \text{for every } y \in F \left( \left[ 2\pi m, 2\pi m + \frac{\pi}{m} \right] \right),
\]

\[
d(y, (0, -1)) < \varepsilon \quad \text{for every } y \in F \left( \left[ 2\pi m + \pi, 2\pi m + \pi + \frac{\pi}{m} \right] \right).
\]

This implies that for any \( n > K_\varepsilon \) and integers which fulfill the inequalities

\[
m_{2n-1} \leq i \leq (2^n + 1)m_{2n-1}, \quad m_{2n} \leq j \leq (2^n + 1)m_{2n}
\]

the following conditions hold:

\[
d(p_i, (0, 1)) < \varepsilon, \quad d(p_j, (0, -1)) < \frac{\varepsilon}{2}.
\]

In other words, the number of iterations during which the orbit of \( p_0 \) remains close to points \((0, -1)\) and \((0, 1)\) exceeds the number of previous iterations with exponentially growing ratio.

**Step 2 (disc).** For any \( \alpha \in [0, 2\pi) \) we define a map \( F_\alpha : \mathbb{R} \to B \) by the formula:

\[
F_\alpha(t) = g_\alpha(F(t)),
\]

where

\[
g_\alpha(x, y) = (x \cos \alpha + y \sin \alpha, -x \sin \alpha + y \cos \alpha).
\]
It is easily seen that each curve $F_{\alpha}(\mathbb{R})$ is obtained as the rotation of the curve $F(\mathbb{R})$ by the angle $\alpha$ around the point $(0,0)$. Obviously $F_{\alpha}(\mathbb{R}) \cap F_{\beta}(\mathbb{R}) = \emptyset$ for $\alpha \neq \beta$ and $F = F_0$.

At the beginning we put $f(p_n) = p_{n+1}$. We may extend $f$ from points to arcs in a linear way (see Fig. 2) obtaining a continuous map $f : F(\mathbb{R}) \to F(\mathbb{R})$.

If we do the same on each curve $F_{\alpha}(\mathbb{R})$, then we obtain a continuous map $f : E \to E$, where $E = B \setminus (\partial B \cup \{(0,0)\})$.

To finish our construction, we define $f|_{(B \setminus E)} = id|_{(B \setminus E)}$. Note that the map $f : B \to B$ is continuous and $f(p_n) = p_{n+1}$. This holds, because lim$_{n \to +\infty} d(p_n, p_{n+1}) = 0$ and lim$_{n \to -\infty} d(p_n, (0,0)) = 0$.

**Step 3 (3d extension).** Let $\rho$ denote the Euclidean metric in $\mathbb{R}^3$. We define a map $g : [-1,1] \times B \to [-1,1] \times B$ by putting $g(x,y,z) = (x,f(y,z))$. Let $\pi[-1,1] \times B \to X$ denote the projection $\pi(x,y,z) = ((z+1)x,y,z)$. Both functions are continuous, and additionally $\pi$ restricted to the set

$$Q = \{(x,y,z) : y^2 + z^2 \leq 1, \ |x| \leq z+1, \ z > -1\}$$

is invertible, because for $(x,y,z) \in X \setminus \{(0,0,-1)\}$ we have the formula $\pi^{-1}(x,y,z) = (\frac{z-1}{z+1}, y, z) \in Q$ (in fact, $\pi^{-1} : \pi(Q) \to Q$ is a homeomorphism).

The factor map $\tilde{f} : X \to X$ given by

$$\tilde{f}(x,y,z) = \begin{cases} \pi(g(\pi^{-1}(x,y,z))), & z \neq -1 \\ (0,0,-1), & z = -1 \end{cases}$$

is well defined and continuous. The dynamics of the map $\tilde{f}$ is very regular. Every point from the set $Y = \pi([-1,1] \times (\partial B \cup \{(0,0)\}))$ is a stationary point and each point $(x,y,z) \in X \setminus Y$ behaves exactly the same way as $(x,y)$ on the disc $B$. Strictly speaking, it is repelled by the center of the cylinder $y^2 + z^2 = 1$ (i.e. by the set $[-1,1] \times \{0\} \times \{0\}$) and tends asymptotically to the limit circle $\pi([-1,1] \times \partial B)$ consisting of stationary points. Denote $p_j = (p_j^{(1)}, p_j^{(2)})$ for $j \in \mathbb{Z}$. Then

$$\tilde{f}(x,p_j^{(1)},p_j^{(2)}) = \pi \left( g \left( \pi^{-1} \left( x, p_j^{(1)}, p_j^{(2)} \right) \right) \right) = \pi \left( g \left( \frac{x}{p_j^{(2)} + 1}, p_j^{(1)}, p_j^{(2)} \right) \right)$$

$$= \pi \left( \frac{x}{p_j^{(2)} + 1}, f(p_j) \right) = \pi \left( \frac{x}{p_j^{(2)} + 1}, p_j^{(1)} p_{j+1}^{(2)} + 1 \right)$$

$$= \left( \frac{p_j^{(2)} + 1}{p_j^{(2)} + 1}, x, p_j^{(1)}, p_{j+1}^{(2)} \right)$$
and as a direct consequence of these calculations,

\[
\tilde{f}^j \left( x, p_0^{(1)}, p_0^{(2)} \right) = \left( \frac{p_j^{(2)}}{p_0^{(2)}} + 1 \right) x, p_j^{(1)}, p_j^{(2)} = \left( \frac{2}{3} \left( p_j^{(2)} + 1 \right) x, p_j^{(1)}, p_j^{(2)} \right).
\]

**Step 4 (scrambled set).** Let us consider the following set:

\[
D = \left\{ (x, p_0^{(1)}, p_0^{(2)}) \mid |x| \leq p_0^{(2)} + 1 \right\} = \left\{ (x, 0, \frac{1}{2}) \mid |x| \leq \frac{3}{2} \right\}.
\]

We claim that D is a distributionally scrambled set (of type 1).

Fix any distinct \( \alpha, \beta \in \left[ -\frac{3}{2}, \frac{3}{2} \right] \) and let \( z^\gamma \) denote the point \( z^\gamma = (\gamma, 0, \frac{1}{2}) \in D \) provided that \( \gamma \in \left[ -\frac{3}{2}, \frac{3}{2} \right] \). It directly follows from the time parametrization we have made that for any \( \varepsilon > 0 \), \( n > K_\varepsilon \) and \( m_{2n} \leq i \leq (2^n + 1)m_{2n} \) the following inequality holds:

\[
\rho(\tilde{f}^i(z^\alpha), \tilde{f}^i(z^\beta)) = \frac{2}{3} \rho_i^{(2)} + 1 |\alpha - \beta| \leq 2|p_i^{(2)} + 1| \\
\leq 2d(p_i, (0, -1)) < \varepsilon.
\]

Then for \( n \) large enough we obtain an upper bound:

\[
\frac{1}{(2^n + 1)m_{2n}} \# \xi(z^\alpha, z^\beta, \varepsilon, (2^n + 1)m_{2n}) \geq \frac{2^n m_{2n}}{(2^n + 1)m_{2n}} \to 1.
\]

By the same arguments, if \( n > K_\varepsilon \) and \( m_{2n-1} \leq i \leq (2^n + 1)m_{2n-1} \), then

\[
\rho(\tilde{f}^i(z^\alpha), \tilde{f}^i(z^\beta)) \geq \frac{2}{3} (p_i^{(2)} + 1) |\alpha - \beta| \geq \frac{2}{3} (2 - |p_i^{(2)} - 1|) |\alpha - \beta| \\
\geq \frac{2}{3} (2 - d(p_i, (0, 1))) |\alpha - \beta| \geq \frac{4 - 2}{3} |\alpha - \beta| \\
> |\alpha - \beta|,
\]

which implies that

\[
\frac{1}{(2^n + 1)m_{2n-1}} \# \xi(z^\alpha, z^\beta, |\alpha - \beta|, (2^n + 1)m_{2n-1}) \leq \frac{m_{2n-1}}{(2^n + 1)m_{2n-1}} \to 0.
\]

We have just obtained that \( F_{z^\alpha, z^\beta} (|\alpha - \beta|) = 0 \) and \( F_{z^\alpha, z^\beta} (\varepsilon) = 1 \) for any \( \varepsilon > 0. \)

4. **Strengthened definitions**

In the previous section we observed that if the distributional chaos (in the strongest sense DC1) is not assumed to be uniform, then it is possible to construct a “regular” dynamical system embedded in \( \mathbb{R}^3 \) (which may even be visualized as a discretization of a continuous flow on the unit ball) which fulfills this definition.

Then a natural approach is to consider uniform distributional chaos. Unfortunately, it is possible to construct a space \( X \) and a map \( f : X \to X \) such that \( f \) has only two fixed points and all other points oscillate between them; however, this is a rather philosophical problem, if this system has regular trajectories, as \( X \) is a Cantor set. The example similar to that presented below was first discovered by R. Pikula in [17]. As a general method for such examples, a construction was independently obtained in [46].
Example 9. We will construct a (one-sided) symbolic system over a two-letter alphabet (0 and 1). Let us consider sequences \( s \). We will construct a (one-sided) symbolic system over a two-letter alphabet (0 and 1). Let us consider sequences \( s_0 = 1, m_n = \sum_{i=1}^{n} s_n \) and \( s_{n+1} = 2^{n+1} m_n \). We define words \( u(0, n) = 0^{s_n}, u(1, n) = 1^{s_n} \) and a set \( X \subset \Sigma^\omega \) as
\[
X = \text{cl}\left(\bigcup_{n\in\mathbb{N}} \sigma^n\{u(x_0, 0) \ u(x_1, 1) u(x_2, 2) \ldots : x \in \Sigma^\omega\}\right),
\]
where \( \text{cl}(A) \) denotes the closure of set \( A \). It is easy to verify that \( X \) is compact and \( \sigma(X) \subset X \). Observe that \( h_{\text{top}}(\sigma|_Y) = 0 \) and \( \Omega(\sigma|_X) = Y \), provided
\[
Y = \{0^\infty, 1^\infty\} \cup \bigcup_{k\in\mathbb{N}} \{0^k1^\infty, 1^k0^\infty\}.
\]
It is caused by the fact that any element of \( x \in X \) may contain at most one block of the form \( 10^k1 \) or \( 01^k0 \), where \( k \) is a fixed integer (this observation is an immediate consequence of the inequality \( s_{n+1} > s_1 + \ldots + s_n \)). This implies that \( h_{\text{top}}(\sigma|_X) = 0 \) (see [13]). Additionally \( X \) contains an uncountable distributionally chaotic set of type 1 and the distributional chaos is uniform.

Construction of a distributionally scrambled set. Let us define a parameters set:
\[
\Gamma = \{x_00x_01x_11x_21x_32x_0\ldots : x \in \Sigma^\omega\}.
\]
We claim that the set
\[
D = \{x^{(\alpha)} = u(\alpha_0, 0) \ u(\alpha_1, 1) u(\alpha_2, 2) \ldots : \alpha \in \Gamma\}
\]
is a distributionally scrambled set of type 1. Let us take any distinct \( \alpha, \beta \in \Gamma \). There exists a sequence \( \{\nu_j\} \) such that \( \alpha_{\nu_j} = \beta_{\nu_j} = 0 \) for all \( j \in \mathbb{N} \). Then
\[
\frac{1}{m_{\nu_j}} \xi(x^{(\alpha)}, x^{(\beta)}, \frac{1}{2^k}, m_{\nu_j}) = \frac{1}{m_{\nu_j}} \# \left\{ i : x[i, i+k] = y[i, i+k], i < m_{\nu_j} \right\}
\geq \frac{|u(0, \nu_j)| - 2k}{m_{\nu_j}} \geq \frac{s_{\nu_j} - 2k}{m_{\nu_j}} \geq \frac{2^{\nu_j} m_{\nu_j - 1} - 2k}{(2^{\nu_j} + 1)m_{\nu_j - 1}} \to 1.
\]
By the construction of \( \Gamma \), there also exists a sequence \( \{\mu_j\} \) such that \( \alpha_{\mu_j} \neq \beta_{\mu_j} \). We obtain that
\[
\frac{1}{m_{\mu_j}} \xi(x^{(\alpha)}, x^{(\beta)}, \frac{2}{3}, m_{\mu_j}) = \frac{1}{m_{\mu_j}} \# \left\{ i : x_i = y_i, i < m_{\mu_j} \right\}
\leq \frac{|u(0, \mu_j)|}{m_{\mu_j}} \leq \frac{m_{\mu_j - 1}}{(2^{\mu_j} + 1)m_{\mu_j - 1}} \to 0,
\]
which ends the proof.

By the definition, \( \sigma|_X \) is not transitive. Additionally, if we extend \( X \) by including one isolated periodic orbit, e.g.
\[
M = X \cup \{(01)^\infty, (10)^\infty\},
\]
then it is also clear that there is no dense distributional scrambled set in \( M \).

The above-mentioned situation does not change if we restrict our considerations to the case of surjective or even invertible dynamical systems. Namely, it is enough to define the following set (now, \( \sigma \) operates on bi-infinite sequences):
\[
X = \text{cl}\left(\bigcup_{n\in\mathbb{Z}} \sigma^n\{\ldots 000 u(x_0, 0)u(x_1, 1)u(x_2, 2) \ldots : x \in \Sigma^\omega\}\right) \subset \omega\Sigma^\omega.
\]
Again, $h_{top}(\sigma|_X) = 0$, $\sigma|_X$ exhibits uniform distributional chaos and as before $\sigma|_X$ is not transitive. However, this time $\sigma|_X$ is a homeomorphism.

This motivates us to state the following definition.

**Definition 10.** Let $f : X \to X$ be a continuous map acting on a compact metric space $(X,d)$. Suppose that $D$ is an uncountable distributionally scrambled set of type 1 for $f$ and the distributional chaos is uniform.

We say that $f$ exhibits **dense distributional chaos** if the set $D$ may be chosen to be dense. If $D$ is not only dense but additionally consists of points with dense orbits, then we say that $f$ exhibits **transitive distributional chaos**.

Transitive distributional chaos is present in many dynamical systems considered as being chaotic. It was proved in [45] that the specification property (as introduced by Bowen in [13]) implies this kind of chaos (the study of relations between the specification property and distributional chaos originated from [35]). This implies that mixing shifts of finite type or an even wider class of nontrivial mixing hyperbolic homeomorphisms exhibit transitive distributional chaos. As we mentioned earlier, dense distributional chaos implies dense $\varepsilon$-chaos, which implies sensitivity. Additionally, it is easily seen that in the case of transitive distributional chaos, the set $X$ may not contain isolated points and as a result $f$ is transitive (see the proof of Theorem 11). Then, transitive distributional chaos is a notion stronger than those proposed by Wiggins or Martelli. Before we give the formal proof, let us first recall these definitions.

Let $f$ be a continuous map from a compact metric space $(X,d)$ into itself. The orbit of a point $x \in X$ is said to be **unstable** if there exists $r > 0$ such that for every $\varepsilon > 0$ there are $y \in X$ and $n \geq 1$ satisfying the inequalities $d(x,y) < \varepsilon$ and $d(f^n(x),f^n(y)) > r$. The map $f$ is said to be chaotic in the sense of Martelli (see [35]) if there exists $x_0 \in X$ such that $x_0$ has a dense orbit which is unstable.

**Theorem 11.** If a dynamical system $(X,f)$ exhibits transitive distributional chaos, then it is chaotic in the sense of Martelli.

**Proof.** There are no isolated points in $X$ as otherwise the set of points with dense orbit would be at most countable. But in the case of compact set without isolated points, the existence of a dense orbit implies transitivity.

Let $D$ be a dense scrambled set consisting of transitive points and let $r > 0$ be such that $F_{xy}(r) = 0$ for all distinct $x,y \in D$. Let us fix any $x_0 \in D$. Then the orbit of $x_0$ is dense and arbitrarily close to $x_0$ and we may find some other point $y \in D$. The condition $F_{xy}(r) = 0$ implies that $d(f^n(x),f^n(y)) > r$ for some $n$. □

According to Wiggins [61], a continuous map $f : X \to X$ is chaotic if it is transitive and has sensitive dependence on initial conditions. This kind of chaos is also known under the name Auslander-Yorke chaos [4].

**Theorem 12.** If a dynamical system $(X,f)$ exhibits transitive distributional chaos, then it is chaotic in the sense of Wiggins.

**Proof.** Fix any $\varepsilon > 0$. In an $\varepsilon$-neighborhood of any point $x$ we can find two points $y,z \in D$ such that $d(f^n(y),f^n(z)) > r$. But then $d(f^n(x),f^n(y)) > 0$ or $d(f^n(x),f^n(z)) > \frac{r}{2}$. □

**Theorem 13.** If $(X,f)$, $(Y,g)$ are topologically conjugate dynamical systems acting on compact metric spaces, then $f$ exhibits dense (or transitive) distributional chaos if so does $g$. 
Proof. It was proved in [58] that if \( \phi : X \to Y \) is topological conjugacy between \( f \) and \( g \) (i.e. \( \phi \) is a homeomorphism and \( \phi \circ f = g \circ \phi \)) and \( D \) is a distributionally scrambled set for \( f \), then \( \phi(D) \) is a distributionally scrambled set for \( g \). The remaining part of the proof is straightforward (density of sets transfers through homeomorphisms). \( \square \)

5. Proximal relation and distributional chaos

The notion of proximality is an essential part of the definition of distributional chaos (DC1 and DC2). In this section we will recall some basic facts on the proximal relation with emphasis on their applications to the theory of distributional chaos. More deep treatment of this topic (abstract topological flows on not necessarily compact spaces) may be found in [26] and [3].

Let \((X, \rho)\) be a compact metric space and \(f : X \to X\) be continuous. A pair of points \((x, y) \in X \times X\) is proximal if \(\lim \inf_{n \to \infty} \rho(f^n(x), f^n(y)) = 0\) and distal if it is not proximal. A set \(A \subset \mathbb{N}\) is syndetic if there exists a positive integer \(a\) such that \(\{i, i+1, \ldots, i+a\} \cap A \neq \emptyset\) for any \(i \in \mathbb{N}\). A pair of points \((x, y) \in X \times X\) is syndetically proximal if for every \(\varepsilon > 0\) the following set,

\[ A_{xy}^\varepsilon = \{j \in \mathbb{N} : \rho(f^j(x), f^j(y)) < \varepsilon\}, \]

is syndetic.

We define the proximal relation and the syndetically proximal relation on \(X \times X\) by the formulae:

\[
\begin{align*}
P(f) &= \{(x, y) \in X \times X : (x, y) \text{ is proximal}\}, \\
L(f) &= \{(x, y) \in X \times X : (x, y) \text{ is syndetically proximal}\}.
\end{align*}
\]

It is easy to see that both relations are symmetric, reflexive and \(L(f) \subset P(f)\). For any relation \(R \subset X \times X\) and any point \(x \in X\), we write

\[ R(x) = \{y : (x, y) \in R\}. \]

The set \(P(f)(x)\) is called the proximal cell of \(x\).

We say that \(f\) is proximal if \(P(f) = X \times X\). A map \(f\) is a proximal extension of a map \(g : Y \to Y\) (by a factor map \(\phi : X \to Y\)) if whenever \(x, y \in X\) with \(\phi(x) = \phi(y)\), then \(x\) and \(y\) are proximal.

The following fact is very important from the point of view of distributional chaos.

**Theorem 14.** If \(f\) is acting on a compact metric space \((X, \rho)\) and \(P(f)\) is closed, then \(L(f) = P(f)\). In particular, if \(f\) is proximal, then \(L(f) = X \times X\).

**Proof.** When \(f\) is a homeomorphism, the proof is a special case of [17] Thm. 3. The proof for the noninvertible case follows the same lines. \( \square \)

**Corollary 15.** If \(f\) acting on a compact metric space \((X, \rho)\) is proximal, then there is no DC1 pair in \(X\).

**Proof.** The proof follows directly from the definition of a syndetically proximal pair (and Theorem 14). Let us fix any pair of distinct points \(x, y \in X\) and let \(\varepsilon > 0\).
There exists a positive integer $M_\varepsilon$ such that for every $i \in \mathbb{N}$ the following condition holds:

$$\{i, i+1, \ldots, i+M_\varepsilon\} \cap A_{xy} \neq \emptyset.$$ 

Observe that $M_\varepsilon \left\lfloor \frac{n}{M_\varepsilon} \right\rfloor \leq n \leq (M_\varepsilon + 1) \left\lfloor \frac{n}{M_\varepsilon} \right\rfloor$ for any $n \in \mathbb{N}$, where $\lfloor r \rfloor = a$ is the greatest integer such that $a \leq r$. Observe that

$$\frac{1}{n} \xi(x, y, \varepsilon, n) \geq \frac{1}{n} \left\lfloor \frac{n}{M_\varepsilon} \right\rfloor \geq \frac{1}{M_\varepsilon + 1}.$$ 

This implies that $F_{xy}(\varepsilon) > 0$ for any $\varepsilon > 0$. \hfill \Box

**Remark 16.** Note that Corollary 15 does not exclude the possibility that there are DC2 pairs for $f$. In Section 7 we will present an example of a proximal system which exhibits distributional chaos of type 2.

**Lemma 17.** If $f : X \to X$ is a proximal extension of a minimal system $g : Y \to Y$ (i.e. $Y$ is minimal for $g$), then $X$ contains a unique minimal set (for $f$).

*Proof.* The proof is easy and may be found in [26]. \hfill \Box

**Lemma 18.** A continuous map $f : X \to X$ is proximal iff it has a fixed point which is the unique minimal subset of $X$.

*Proof.* It is easy to see that if $f$ is proximal, then it has a fixed point, so applying Lemma 17 we obtain the first implication ($f$ is a proximal extension of the one-point system). Conversely, if $f$ has the fixed point $p$ which is the unique minimal subset of $X$, then $(p, p)$ has the same property for $f \times f$. But it is a known fact that $f$ is proximal iff all minimal sets of $f \times f$ are contained in the diagonal. ([24] contains the proof for abstract flows, in particular homeomorphisms. The proof for the noninvertible case is identical.) Another proof of this lemma may be found in [1, Prop. 2.2]. \hfill \Box

**Remark 19.** Although Lemma 18 is simple, it provides a very nice tool to decide whether a given system is proximal or not. We will use it in a further part of the article.

**Theorem 20.** For a minimal dynamical system $(X, f)$ the following conditions are equivalent:

1. The system is weak mixing.
2. For every $x \in X$, the proximal cell $P(f)(x)$ is dense in $X$.
3. For some $x \in X$, the proximal cell $P(f)(x)$ is dense in $X$.
4. $P(f)$ is dense in $X \times X$.

*Proof.* The same theorem is valid for general flows (group actions) [3, Ch. 9, Thm. 13]. However there is an additional assumption that the flow admits an invariant Borel probabilistic measure. By the Krylov-Bogolubov theorem $f$ always admits an invariant Borel probabilistic measure; thus the case of $f$ being a homeomorphism is covered by [3]. The proof for arbitrary continuous maps acting on compact metric spaces is given in [1, Prop. 3.10]. \hfill \Box

**Corollary 21.** If a minimal dynamical system $(X, f)$ exhibits dense $\varepsilon$-chaos, then $f$ is weakly mixing.
Proof. This is an immediate consequence of Theorem 20. Namely, if $D$ is a dense
scrambled set, then the proximal cell of any point $x \in D$ contains $D$, in particular
is dense.

When restricted to the case of minimal systems, dense distributional chaos and
transitive distributional chaos are equivalent notions (transitive distributional chaos
always implies dense distributional chaos; in the case of a minimal system, the
orbit of each point is dense, which gives the converse implication). Dense $\varepsilon$-chaos
is implied by dense distributional chaos, so every dense distributionally chaotic
minimal system is weakly mixing.

6. UNCOUNTABLE FAMILY OF MINIMAL SYSTEMS

The idea of the construction of a minimal distributionally chaotic system was
first presented in [35]. Further properties of this system were discussed in [15].
We generalize this construction to obtain an uncountable family of minimal sets
with some special properties (in particular, dynamics on each of these sets displays
uniform distributional chaos). Each step of the construction is also slightly different
when compared to [35], but it makes the calculations easier. The main tool in our
construction is the recurrence index; however, we do not use Sturmian sequences
because Sturmian systems are not weakly mixing.

Let $r = (r_1, r_2, \ldots) \in \mathbb{N}^\infty$ be any sequence of positive integers. Let us define
words $A_1 = 1$, $B_1 = 0$ and perform an inductive construction. Suppose that for
some $n \in \mathbb{N}$, the words $A_1, B_1, \ldots, A_n, B_n$ are defined. Let $J^{(0)} = A_1^{r_1}, J^{(1)} = B_1^{r_1}$.
We define a set $P_n \subset \Sigma^*$ by

$$P_n = \left\{ J^{(a_1)}_1 J^{(a_2)}_2 \ldots J^{(a_n)}_n : a \in \Sigma^n \right\}.$$  

We enumerate elements of $P_n$, let say $P_n = \{ w_1^n, \ldots, w_{2^n}^n \}$ and let $A_{n+1}$ be a
catenation of all possible pairs formed by elements of $P_n$, i.e.

$$A_{n+1} = w_1^n w_1^n w_2^n w_1^n \ldots w_{2^{n-1}}^n w_{2^n}^n w_{2^n}^n.$$  

Denote $B_{n+1} = A_{n+1}$. We stress the fact that the words $A_n$, $B_n$ may be different
for different sequences $r \in \mathbb{N}^\infty$.

Remark 22. For any positive integers $m, n \in \mathbb{N}$, $n \leq m$ there exist a positive integer $k$ and a
finite sequence of indices $i_1, \ldots, i_k \in \{1, \ldots, 2^n\}$ such that

$$A_m = w_{i_1}^n w_{i_2}^n \ldots w_{i_k}^n,$$

(22.1)

Let us define $x^{(r)} = A_1^{r_1} A_2^{r_2} A_3^{r_3} \ldots$ and $M^{(r)} = \omega(x^{(r)}, \sigma)$. Given $n \in \mathbb{N}$ we will
denote $s_n^{(r)} = |A_n|$.

Theorem 23. For any $n \in \mathbb{N}$ the following inequalities hold:

$$r_n s_n^{(r)} \leq R(s_n^{(r)} + 1, x) \leq 32^n r_n r_{n+1} s_n^{(r)}.$$  

Proof. Observe that $A_1^{r_1} A_2^{r_2} \ldots A_n^{r_n} = J^{(0)}_1 J^{(0)}_2 \ldots J^{(0)}_n$. This combined with (22.1)
implies that $x^{(r)}$ is a concatenation of words from $P_n$. But then any subword of $x$
with length $s_n^{(r)} + 1$ is a subword of a word $uw$, where $u, w \in P_n$, so it is a subword
Theorem 25. A dynamical system and as a result, and additionally

\[ |v| = |j_1^{(0)} j_2^{(0)} \cdots j_{n+1}^{(0)}| = |j_1^{(0)} j_2^{(0)} \cdots j_n^{(0)}| + |j_n^{(0)}| \leq |A_{n+1}| + r_{n+1}|A_{n+1}| \leq 2r_{n+1}s_n^{(r)} \]

and additionally

\[ |A_{n+1}| = \sum_{u \in P_n} \sum_{w \in P_n} |uw| = \sum_{u \in P_n} \sum_{w \in P_n} 2|w| \leq 2(2^n)^2 r_n s_n^{(r)} \leq 2^{2n+2} r_n s_n^{(r)}. \]

Finally, we obtain that

\[ |v| \leq 2r_{n+1} 2^{2n+2} r_n s_n^{(r)} \leq 32^n r_{n+1} r_n s_n^{(r)}. \]

We have just proved that

\[ R(s_n^{(r)} + 1, x) \leq 32^n r_n r_{n+1} s_n^{(r)}. \]

The lower bound is an immediate consequence of Theorem 24.

\[ \square \]

Corollary 24. Point \( x^{(r)} \) (or equivalently \( M^{(r)} \)) is minimal for any sequence \( r \in \mathbb{N}^3 \).

Theorem 25. A dynamical system \( (M^{(r)}, \sigma|_{M^{(r)}}) \) has zero topological entropy.

Proof. Every point \( x \in M^{(r)} \) is a concatenation of words from \( P_n \). All words form \( P_n \) have the same length \( \nu_n = |w| \) provided \( w \in P_n \). Any subword of \( x \) is a subword of \( uw \) for some \( u, w \in P_n \). This implies that

\[ \#B_{\nu_n}(M^{(r)}) \leq \nu_n(\#P_n)^2 \leq \nu_n(2^n)^2 = \nu_n 4^n \]

and as a result,

\[ h_{top}(\sigma|_{M^{(r)}}) = \lim_{n \to +\infty} \frac{\log \#B_{\nu_n}(M^{(r)})}{\nu_n} \leq \lim_{n \to +\infty} \left( \frac{\log \nu_n}{\nu_n} + n \frac{\log 4}{\nu_n} \right) = 0. \]

\[ \square \]

Theorem 26. A dynamical system \( (M^{(r)}, \sigma|_{M^{(r)}}) \) exhibits uniform distributional chaos (i.e. it has an uncountable scrambled set of type 1 which consists of transitive points and the chaos is uniform).

Proof. Similarly to previous constructions, we have to start with a parameters set. For any \( \alpha \in (0, 1) \) let \( \hat{\alpha} = (\alpha_0, \alpha_1, \ldots) \) be one of its at most two binary representations (finite or infinite), i.e.

\[ \alpha = \sum_{i=0}^{\infty} \frac{1}{2^{2i+1}} \alpha_i. \]

We use \( \hat{\alpha} \) to define another sequence \( \tilde{\alpha} \) given by:

\[ \tilde{\alpha} = (\alpha_0, 0, \alpha_0, \alpha_1, 0, \alpha_0, \alpha_1, \alpha_2, 0, \alpha_0, \ldots). \]

Let \( N \) be the maximal integer such that \( \alpha < \frac{1}{N} \). The last modification of the sequence \( \hat{\alpha} \) is \( \alpha' \) defined by the following formula:

\[ \alpha'_i = \begin{cases} 0, & i \leq N, \\ \hat{\alpha}_i, & i > N. \end{cases} \]
It directly follows from the definition that for any \( \alpha, \beta \in (0, 1) \), \( \alpha \neq \beta \) there exist increasing sequences \( \nu_i, \mu_i \) such that \( \alpha'_{\nu_i} = \beta'_{\mu_i} \) and \( \alpha'_{\nu_i} \neq \beta'_{\mu_i} \). Let \( \Gamma = \{ \alpha' : \alpha \in (0, 1) \} \).

For any \( \gamma \in \Gamma \) we define

\[
z(\gamma) = J_1(\gamma_1) J_2(\gamma_2) J_3(\gamma_3) \ldots.
\]

It follows from the definition that \( |J_n^{(0)}| = |J_n^{(1)}| \) and

\[
|J_{n+1}^{(0)}| \geq 2^n |J_1^{(0)} \ldots J_n^{(0)}| = 2^n \sum_{i=1}^{n} |J_i^{(0)}|.
\]

By this observation, the proof that \( D = \{ z(\gamma) : \gamma \in \Gamma \} \) is a distributionally scrambled set of type 1 (for the dynamical system \( (\Sigma^\omega, \omega) \)) and distributional chaos is uniform is exactly the same as the proof performed for Example 9.

It remains to show that \( D \subset M(\nu) \). It follows from the definition that for any \( n > 0 \) there exists \( m > n \) such that the word \( J_1^{(\gamma_1)} J_2^{(\gamma_2)} \ldots J_n^{(\gamma_n)} \) is a subword of \( A_m \). This implies that \( D \subset M(\nu) \). \( \square \)

**Theorem 27.** There exists an uncountable set \( \Xi \subset \mathbb{N}^\mathbb{N} \) such that for any distinct \( \nu, \mu \in \Xi \), sets \( M(\nu) \) and \( M(\mu) \) are distinct (have empty intersection).

**Proof.** We define a function \( r : \Sigma^\omega \to \mathbb{N}^\mathbb{N} \) by the formula:

\[
r(\alpha)_i = \begin{cases} 64^{\alpha_{2k}}, & i = 2k, \\ 1, & i = 2k + 1. \end{cases}
\]

We claim that \( \Xi = \{ r(\alpha) : \alpha \in \Sigma^\omega \} \) is the desired parameters set (obviously it is uncountable).

Let us take any distinct \( \mu, \nu \in \Xi \) and let \( n \geq 0 \) be the first position such that \( \mu_n \neq \nu_n \). It follows from the definition of the function \( r \) that \( n = 2k \) for some \( k \in \mathbb{N} \). Furthermore, observe that \( s_n(\mu) = s_n(\nu) \) because \( \mu_i = \nu_i \) for \( i = 1, \ldots, n-1 \) and these numbers define \( A_n \) uniquely. We may also assume that \( \mu_n = 64^n \) and \( \nu_n = \nu_{n+1} = \mu_{n+1} = 1 \). Let us denote \( K = s_n^{(\mu)} = s_n^{(\nu)} \). It immediately follows that

\[
R(K + 1, x^{(\nu)}) \leq 32^n \nu_n \nu_{n+1} K < 64^n K = \mu_n K \leq R(K + 1, x^{(\mu)})
\]

and by Theorem 6 the proof is finished. \( \square \)

7. **Pikuš’s example**

Recently, R. Pikuš (motivated by [24, Ex. 3.4]) constructed in [47] a subshift which has positive topological entropy but no DC1 pair. We present this construction here (the construction is slightly different but the main idea is exactly the same). In addition we prove that the constructed system (in fact a family of systems) has an uncountable distributionally scrambled set of type 2. The main idea here is to force the regular presence of longer and longer blocks of zeros in each point of the constructed subshift. In other words, we will construct a proximal dynamical system with some additional properties.

Let \( s < t \) be any two positive integers and let \( \mathcal{A} = \{ 0, 1 \} \). We define an infinite periodic word \( p^{(s,t)} \) over \( \mathcal{A} \) by

\[
p^{(s,t)} = (\sum^{t-s} 0^s)^\infty.
\]
Observe that for any integer $n > 0$ the following inequality holds:

$$\frac{1}{n} \left| p^{(s,t)}_{[0,n]} \right|_0 \leq \frac{s}{t}.$$  

For any positive integer $k$ we define a set $Q^{(s,t,k)}$ by

$$Q^{(s,t,k)} = \left\{ x \in \Sigma_k^\omega : \text{if } p^{(s,t)}_i = 0, \text{ then } x_i = 0 \right\} \subset \Sigma_k^\omega,$$

where $\Sigma_k = \{0, \ldots, k-1\}$.

**Definition 28.** Let $k$ be a positive integer and let $s = \{s_i\}_{i \in \mathbb{N}}, \hat{t} = \{t_i\}_{i \in \mathbb{N}}$ be increasing sequences of positive integers such that $\sum_{i=1}^\infty \frac{s_i}{t_i} < 1$. We define a set $C^{(s,\hat{t},k)}$ by the formula:

$$C^{(s,\hat{t},k)} = \bigcap_{i=1}^\infty \bigcup_{j=1}^\infty \sigma^j(Q^{(s,\hat{t},k)}).$$

**Theorem 29.** Let $k$ be a positive integer and let $s = \{s_i\}_{i \in \mathbb{N}}, \hat{t} = \{t_i\}_{i \in \mathbb{N}}$ be increasing sequences of positive integers such that $\sum_{i=1}^\infty \frac{s_i}{t_i} < 1$. In this case, the set $C^{(s,\hat{t},k)}$ is closed and a $\sigma$-invariant subset of $\Sigma_k^\omega$.

**Proof.** Observe that $Q^{(s,\hat{t},k)}$ is closed and

$$\bigcup_{j=1}^\infty \sigma^j(Q^{(s,\hat{t},k)}) = \bigcup_{j=1}^\infty \sigma^j(Q^{(s,\hat{t},k)}).$$

Then $C^{(s,\hat{t},k)}$ is closed as it is an intersection of closed sets and it is invariant by the definition. \hfill \Box

**Theorem 30.** Let $k$ be a positive integer and let $s = \{s_i\}_{i \in \mathbb{N}}, \hat{t} = \{t_i\}_{i \in \mathbb{N}}$ be increasing sequences of positive integers such that $\sum_{i=1}^\infty \frac{s_i}{t_i} < 1$. In this case,

$$h_{\text{top}}(\sigma|_{C^{(s,\hat{t},k)}}) \geq \theta \log k,$$

where $\theta = 1 - \sum_{i=1}^\infty \frac{s_i}{t_i}$.

**Proof.** Let us consider an infinite word $z$ over $\{0, \hat{t}\}$ such that

$$z_j = \hat{t} \iff p^{(s,\hat{t},t)}_j = \hat{t} \quad \text{for all } i.$$

Then

$$\frac{1}{n} |z|_{[0,n]} \leq \sum_{i=1}^\infty \frac{s_i}{t_i} = 1 - \theta.$$  

It immediately follows that

$$B_n(C^{(s,\hat{t},k)}) \geq k^{\theta n}$$

and so

$$h_{\text{top}}(\sigma|_{C^{(s,\hat{t},k)}}) \geq \lim_{n \to \infty} \frac{\log (k^{\theta n})}{n},$$

which ends the proof. \hfill \Box

**Theorem 31.** Let $k$ be a positive integer and let $s = \{s_i\}_{i \in \mathbb{N}}, \hat{t} = \{t_i\}_{i \in \mathbb{N}}$ be increasing sequences of positive integers such that $\sum_{i=1}^\infty \frac{s_i}{t_i} < 1$. In this case there is no DC1 pair in $C^{(s,\hat{t},k)}$.  

Theorem 32. Let $k$ be a positive integer and let $\hat{s} = \{s_i\}_{i \in \mathbb{N}}, \hat{t} = \{t_i\}_{i \in \mathbb{N}}$ be increasing sequences of positive integers such that $\sum_{i=1}^{\infty} \frac{1}{t_i} < 1$. There exists an uncountable scrambled set of type 2 in $C(\hat{s}, \hat{t}, k)$.

Proof. The proof is constructive. We start our construction with a construction of the set of parameters. Let us define sequences $S_n, M_n$ by $S_1 = 1, M_1 = 1, S_n = 2^n M_{n-1}$ and $M_n = M_{n-1} + S_n$. Given $\alpha \in \Sigma^\omega$ we define $\hat{\alpha} \in \Sigma^\omega$ by

$$\hat{\alpha} = \alpha_1 0 \alpha_2 0 \alpha_3 0 \ldots .$$

Observe that if $\alpha, \beta \in \Sigma^\omega$ and $\alpha \neq \beta$, then there exist increasing sequences of integers $\{\nu_i\}_{i \in \mathbb{N}}, \{\mu_i\}_{i \in \mathbb{N}}$ such that

$$\hat{\alpha}_{\nu_i} = \hat{\beta}_{\nu_i} \quad \text{and} \quad \hat{\alpha}_{\mu_i} \neq \hat{\beta}_{\mu_i}$$

for all $i$. As the last auxiliary sequence we define:

$$\check{\alpha} = \check{\alpha}_1 \check{\alpha}_2 \check{\alpha}_3 \ldots \in \Sigma^\omega.$$ 

Let $z$ be a word over $\{0, \check{\diamond}\}$ such that

$$z_j = \check{\diamond} \iff p_j^{(s_i, t_i)} = \check{\diamond} \quad \text{for all} \quad i.$$ 

For any $\alpha \in \Sigma^\omega$ we define an infinite word $x^{(\alpha)}$ in a way that

$$x_j^{(\alpha)} = \begin{cases} 0, & z_j = 0, \\ \hat{\alpha}_j, & z_j = \check{\diamond}. \end{cases}$$

We claim that the set

$$D = \{ x^{(\alpha)} : \alpha \in \Sigma^\omega \} \subset C(\hat{s}, \hat{t}, k)$$

is a distributionally scrambled set of type 2. Let us fix any distinct $\alpha, \beta \in \Sigma^\omega$, denote $\theta = 1 - \sum_{i=1}^{\infty} \frac{1}{t_i}$ and let $\{\mu_i\}_{i \in \mathbb{N}}$ be an increasing sequence such that $\hat{\alpha}_{\mu_i} \neq \hat{\beta}_{\mu_i}$ for all $i$. We may assume that $\hat{\alpha}_{\mu_i} = 1$ for all $i$. Observe that

$$\left| x^{(\alpha)}_{[M_{\nu_i-1}, M_{\nu_i}]} \right|_1 \geq \theta S_{\mu_i}$$

and thus

$$\xi(x^{(\alpha)}, x^{(\beta)}, M_{\mu_i}, \frac{1}{2}) \leq \lim_{i \to \infty} \frac{M_{\mu_i} - \theta S_{\mu_i}}{M_{\mu_i}} = 1 - \lim_{i \to \infty} \frac{\theta 2^{\mu_i}}{2^{\mu_i} + 1} = 1 - \theta,$$

which finally implies that

$$F_{x^{(\alpha)}, x^{(\beta)}}^*(\frac{1}{2}) \leq 1 - \theta.$$

There also exists an increasing sequence $\{\nu_i\}_{i \in \mathbb{N}}$ such that $\hat{\alpha}_{\nu_i} = \hat{\beta}_{\nu_i}$ for all $i$. This implies that

$$x^{(\alpha)}_{[M_{\nu_i-1}, M_{\nu_i})} = x^{(\beta)}_{[M_{\nu_i-1}, M_{\nu_i})} = 0^{\nu_i}$$

and as a result

$$F_{x^{(\alpha)}, x^{(\beta)}}^*(t) = 1$$

for any $t > 0$. 

$\square$
8. Interval maps

Let \( s \geq 2 \). Recall that an \( s \)-horseshoe for \( f \) consists of closed nondegenerate subintervals \( J_1, \ldots, J_s \) of \( I \) with pairwise disjoint interiors and such that \( I \subseteq f(J_i) \) for \( i = 1, \ldots, s \). An \( s \)-horseshoe is strong if in addition the intervals \( J_1, \ldots, J_s \) are contained in the interior of \( I \) and are pairwise disjoint.

**Lemma 33.** Let \( g : I \to I \) be a continuous map with a strong \( s \)-horseshoe \( J_1, \ldots, J_s \) with \( s > 3 \). Then there exists a strong \((s-1)\)-horseshoe \( I_1, \ldots, I_{s-1} \) for \( g \) such that \( I_1 \) contains exactly one fixed point.

**Proof.** Assume that \( J_i = [a_i, b_i] \), where \( a_1 < b_1 < a_2 < \cdots < a_s < b_s \). We may also assume that there exist points \( c \leq a_1 \) and \( d \geq b_s \) such that for \( i = 1, \ldots, s \) exactly one of the following two conditions holds: \( f(a_i) = c \), \( f(b_i) = d \) or \( f(a_i) = d \), \( f(b_i) = c \).

Obviously, \( J_1 \) contains at least one fixed point. If there is exactly one fixed point in \( J_1 \), then there is nothing to prove \( (J_i = J_1, i = 1, \ldots, s-1) \). If it does not hold, we have to do some modifications of the given horseshoe. Let us consider the following three possible cases:

(a) \( f(a_1) = c \) and \( f(b_1) = d \). Let \( p \) be a fixed point defined by the formula

\[
p = \sup \{ x \in J_1 : g(x) = x \}.
\]

It is enough to fix \( J_1 = [p, b_1] \) and \( J_i = J_1 \) for \( i = 2, \ldots, s-1 \).

(b) \( f(a_2) = c \) and \( f(b_2) = d \). It is enough to remove \( J_1 \) to reduce the case (b) to (a).

(c) \( f(a_1) = f(a_2) = d \) and \( f(b_1) = f(b_2) = c \). Replace \( J_1 \) by the interval \([b_1, a_2]\) and remove \( J_2 \) (this way a strong \((s-1)\)-horseshoe is produced). Next, repeat the construction from the case (a).

\( \square \)

**Theorem 34.** Let \( g : I \to I \) be a continuous map with \( h_{\text{top}}(g) > 0 \). For any \( \varepsilon > 0 \) there exists a closed and \( g \)-invariant set \( Y^\varepsilon \subset I \) such that there is no DC1 pair in \( Y^\varepsilon \), there exists an uncountable distributionally scrambled set \( D \) of type 2 for \( f|_{Y^\varepsilon} \) and

\[
h_{\text{top}}(g|_{Y^\varepsilon}) \geq (1 - \varepsilon)h_{\text{top}}(g).
\]

**Proof.** By the Misiurewicz theorem (see e.g. [30] for the interval or its generalization [36] for the topological graphs case) there exist sequences \( \{\iota_n\}_{n \in \mathbb{N}} \) and \( \{\kappa_n\}_{n \in \mathbb{N}} \) such that \( g^{\kappa_n} \) has a strong \( \iota_n \)-horseshoe and

\[
\limsup_{n \to +\infty} \frac{1}{\kappa_n} \log \iota_n = h_{\text{top}}(g).
\]

By Lemma 33 we may assume that each \( \iota_n \)-horseshoe \( J_1, \ldots, J_{\iota_n} \) has the property that \( J_1 \) contains exactly one fixed point (the limit remains the same if we use \( \iota_n - 1 \) instead of \( \iota_n \) in (34.2)).

It was firstly observed by Louis Block in [12] that in the case of interval maps a horseshoe may be used to obtain a semiconjugacy with a full shift. Later, it became clear that this semiconjugacy may be constructed to be at most two-to-one with the additional property that preimages of periodic points are periodic ([13]). In our case, point \( 0^\infty \in \Sigma_k^w \) is covered exactly one-to-one because the first interval of the horseshoe contains exactly one fixed point (see [21]).
Let \( f = g^k \) and let \( \Lambda \subset I \) be such that \( \pi : \Lambda \to \Sigma_\xi^\omega \) is a semiconjugacy with properties described above and such that \( \frac{\log \kappa}{\kappa} > \sqrt{1-\varepsilon} h_{\text{top}}(g) \).

Let us set any two increasing sequences of integers \( \hat{s} = \{s_i\}_{i \in \mathbb{N}}, \hat{t} = \{t_i\}_{i \in \mathbb{N}} \) such that \( 1 - \sum_{i=1}^{\infty} \frac{\hat{s}_i}{\hat{t}_i} > \sqrt{1-\varepsilon} \). We denote \( Z^\varepsilon = \pi^{-1}(C(\hat{s},\hat{t},\xi)) \) and

\[
Y^\varepsilon = \bigcup_{j=1}^{\hat{k}} g^j(Z^\varepsilon).
\]

By the well-known properties of semiconjugacy,

\[
h_{\text{top}}(g|_{Y^\varepsilon}) \geq \frac{1}{\kappa} h_{\text{top}}(f) \geq \sqrt{1-\varepsilon} \frac{\log t}{\kappa} \geq (1-\varepsilon) h_{\text{top}}(g).
\]

Observe that the assumptions of the theorem guarantee that

\[
\lim_{n \to +\infty} \text{diam} \pi^{-1}\left( \{x \in \Sigma_k^\xi : x[0,n] = 0^{n+1} \} \right) = 0.
\]

Then the arguments that there is no DC1 pair in \( Y^\varepsilon \) are exactly the same as in the proof of Theorem [31]. If \( D' \subset C^{(\hat{s},\hat{t},\xi)} \) is an uncountable DC2 scrambled set for \( \sigma \), then it is enough to denote by \( D \) a set containing exactly one point from each preimage \( \pi^{-1}(x) \), where \( x \in D' \). The proof that \( D \) is the desired distributionally scrambled set of type 2 for \( f \) involves exactly the same calculations as the proof of Theorem [32]. It is also known [16, Lemma 6] that a DC1 pair for \( g^k \) remains a DC1 pair for \( g \), so the proof is finished. \( \square \)

As we mentioned in the introduction, distributional chaos and positive topological entropy are equivalent notions for continuous maps from a compact interval into itself [32]. It is interesting that this equivalence is no longer valid for subsystems of interval maps.

**Theorem 35.** Let \( g : I \to I \) be a continuous map with \( h_{\text{top}}(g) > 0 \) and let \( \varepsilon > 0 \). In this case there exist closed and \( g \)-invariant sets \( X, Y \subset I \) such that:

1. \( X \cap Y = \emptyset \),
2. \( h_{\text{top}}(g|_X) = 0 \) and \( h_{\text{top}}(g|_Y) \geq (1-\varepsilon) h_{\text{top}}(g) \),
3. \( g|_X \) displays uniform distributional chaos and there is no DC1 pair for \( g|_Y \),
4. there exists a closed set \( \Lambda \subset X \) such that \( \Lambda \) is \( g^k \)-invariant for some \( k > 0 \) and \( g^k|_\Lambda \) exhibits uniform distributional chaos.

Additionally \( g|_X \) is a minimal map and there exists an uncountable distributionally scrambled set \( D \subset Y \) of type 2 for \( f|_Y \).

**Proof.** Applying Theorem [34] we obtain a set \( Y \). As we mentioned in the proof of Theorem [34] \( g^k \) is semiconjugate with a full shift on at least two symbols in a way that the set of points which are not covered one-to-one is at most countable. Then there exist a \( g^k \)-invariant set \( \Lambda \subset I \) such that \( \Lambda \) is homeomorphic to some \( M^r \) (at least one among the sets of the constructed family is covered exactly one-to-one).

We put \( X = \bigcup_{k=1}^{\hat{k}} g^k(\Lambda) \). Obviously \( X \) remains minimal, \( h_{\text{top}}(g|_X) = 0 \) and again by [10, Lemma 6] map \( g|_X \) exhibits uniform distributional chaos.

To finish the proof, observe that if \( X \cap Y \neq \emptyset \), then \( X \subset Y \); in particular, there are DC1 pairs in \( Y \). \( \square \)
9. Open questions

It was proved in [44] that weak mixing does not imply distributional chaos in general (another difference between distributional and Li-Yorke chaos [28]). Corollary [21] implies that it is impossible to construct a minimal system which exhibits dense distributional chaos but is not weakly mixing. A natural question arises:

**Question 1.** Is it possible to construct a weakly mixing and minimal dynamical system without dense distributional chaos?

One of the possible extensions of dense ε-chaos is the so-called generic ε-chaos (see [58, 59, 11]) where it is assumed that the set of all Li-Yorke pairs for the system forms a residual subset of $X \times X$. In fact, these two notions are equivalent [43]; however starting from generic ε-chaos it is easy to find scrambled sets with many additional properties [51]. It would be nice to extend this approach to the case of distributional chaos:

**Question 2.** Are there any mild conditions (weaker than the specification property) which imply dense distributional chaos?

We also remark here that it is impossible to construct a residual scrambled set (and in effect there is no residual distributionally scrambled set) for a map acting on a compact interval. The first proof of this fact was given for extremal Li-Yorke chaos in [13] and next extended on the class of Li-Yorke chaotic maps [23]. It is possible to construct maps with scrambled set equal to the whole compacta [27]; however such a construction is impossible when ε-scrambled sets are considered [11]. From this point of view, it seems to be a rather hard task to construct a map with uniform distributional chaos and residual distributionally scrambled set, provided it exists. The answer for Question 2 may be the first step towards the solution.

According to the author’s knowledge, there exist only two papers [58, 47] with examples of positive topological entropy systems with no distributionally chaotic pairs of type 1. In both examples an uncountable distributionally scrambled set of type 2 may be obtained, despite the fact that the main ideas behind these examples are different (the first is two-dimensional, and the second is zero-dimensional). We obtain another open problem:

**Question 3.** Does positive topological entropy imply the existence of a distributionally chaotic pair of type 2?
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