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ABSTRACT. Well-posedness of forward-backward stochastic differential equations (FBSDEs, for short) in $L^p$ spaces with mixed initial-terminal conditions is studied. A notion of Lyapunov operator is introduced, whose existence leads to a priori estimates of the adapted solutions sufficient for the well-posedness of the corresponding FBSDEs, via the method of continuation. Various situations are discussed under which Lyapunov operators do exist.

1. INTRODUCTION

Throughout this paper, we let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ be a complete filtered probability space, on which a standard one-dimensional Brownian motion $W(\cdot)$ is defined, with $\mathbb{F} = \{\mathcal{F}_t\}_{t \geq 0}$ being its natural filtration augmented by all the $\mathbb{P}$-null sets. We consider the following system of stochastic differential equations:

\[
\begin{aligned}
&dX(t) = b(t, X(t), Y(t), Z(t))dt + \sigma(t, X(t), Y(t), Z(t))dW(t), \\
&dY(t) = g(t, X(t), Y(t), Z(t))dt + Z(t)dW(t), \\
&X(0) = \gamma(X(T), Y(0)), \quad Y(T) = h(X(T), Y(0)),
\end{aligned}
\]

where $b$, $\sigma$, $g$, $\gamma$, and $h$ are suitable maps. The above is referred to as a forward-backward stochastic differential equation (FBSDE, for short; see [10]) with mixed initial-terminal conditions. Roughly speaking, in the above, the first equation with the first condition in the third line is an initial value problem of an SDE (with $Y(\cdot)$ and $Z(\cdot)$ being “parameter processes”), and the second equation with the second condition in the third line is a terminal value problem for an SDE (with $X(\cdot)$ being a “parameter process”), which by now is known to be a backward stochastic differential equation (BSDE, for short). We may refer to the first two equations as a forward equation and a backward equation, respectively, and to the last two conditions as mixed initial-terminal conditions. The 5-tuple $(b, \sigma, g, \gamma, h)$ is called the generator of FBSDE (1.1). A triple of $\mathbb{F}$-adapted processes $(X(\cdot), Y(\cdot), Z(\cdot))$ having certain properties (see below for precise definitions) is called an adapted...
solution to (1.1) if it satisfies (1.1) in the usual Itô sense. Recall that FBSDEs with the following initial-terminal conditions:

\begin{align}
X(0) &= X_0, \\
Y(T) &= h(X(T)),
\end{align}

are well studied (see [2], [19], [18], [14], [28], [23], [20], [21], [15], [13], [7], [31], for examples). For convenience, we refer to this as the classical case. The new feature in (1.1) is that both \(X(0)\) and \(Y(T)\) depend on \((X(T), Y(0))\). Therefore, (1.1) is a natural (mathematical) extension of classical FBSDEs. We will present a couple of more interesting motivations leading to FBSDE (1.1) in the next section. It is known that, due to the nature of the equation, even if all the functions involved are smooth with bounded derivatives in \((X,Y,Z)\) (which leads to the usual uniform Lipschitz conditions), FBSDE (1.1) does not necessarily have an adapted solution (even for the classical case, see [20]). We point out that the study of general non-linear boundary-value problems for ordinary differential equations is quite mature; see [24], [6], and the extensive references cited therein.

The method that will be used in the current paper is the so-called method of continuity. Roughly speaking, we introduce a family of FBSDEs parameterized by \(\rho \in [0,1]\), denoted by \(E(\rho)\) for convenience, so that \(E(1)\) coincides with (1.1) and \(E(0)\) is always well-posed. Moreover, under certain conditions, one can show that there exists an \(\varepsilon > 0\) such that as long as \(E(\rho)\) is well posed, so is \(E(\rho + \varepsilon) \wedge 1\). Then, inductively, we obtain the well-posedness of FBSDE (1.1). A key in such a procedure is to establish a uniform a priori estimate for possible adapted solutions to \(E(\rho)\). To this end, certain kinds of compatibility conditions on the generator \((b, \sigma, g, \gamma, h)\) have to be assumed (see [14], [28], [23], [21], for classical cases). In this paper, inspired by [28], we introduce the notion of Lyapunov operator for the considered FBSDE (1.1), which is a solution to a suitable Riccati type differential inequality with constraints. The existence of a Lyapunov operator will lead to a priori estimates needed for establishing the well-posedness of the FBSDEs in \(L^2\) spaces. With some additional effort we will refine the estimates so that the \(L^p\)-well-posedness (with \(p \geq 2\)) for the FBSDE (1.1) can be obtained. We would like to point out that the \(L^p\)-estimate for adapted solutions (with \(p > 2\)) will play a crucial role in studying necessary conditions for optimal controls of FBSDEs with spike variations of controls. Some careful study along this line will be carried out in a different paper.

Since the well-posedness of our FBSDEs is based on the Lyapunov operators, the existence of Lyapunov operators becomes a crucial question. For decoupled and uniform monotone cases, one can construct a proper Lyapunov operator without much difficulty. We will make some effort to discuss the so-called partial-monotone cases. It turns out that as long as the “nonmonotone” part can be compensated in some way, one can still construct a proper Lyapunov operator. Furthermore, we will look at generators admitting the so-called diagonal Lyapunov operators, which can be used for those generators for which no partial monotonicity conditions are satisfied. The detailed discussion on the existence of Lyapunov operators is one of the major contributions of the present paper.

The rest of this paper is organized as follows. In Section 2, we will briefly present two motivations for considering FBSDE (1.1). In Section 3, the notion of a Lyapunov operator will be introduced. Section 4 is devoted to the well-posedness of FBSDE (1.1) via the method of continuation. The existence of Lyapunov operators
under various situations will be discussed in Sections 5 and 6. An illustrative example will be presented in Section 7.

2. Motivations from stochastic optimal control theory

In this section, we briefly present two motivations leading to the study of FBSDEs with mixed initial-terminal conditions.

First, we consider a controlled SDE:

\begin{equation}
\begin{aligned}
&dX(t) = \left[b(t, X(t)) + B(t)u(t)\right]dt + \left[\sigma(t, X(t)) + D(t)u(t)\right]dW(t),
&t \in [0, T],
\end{aligned}
\end{equation}

where \(X(\cdot)\) is called the state process and \(u(\cdot)\) is called the control process, taking values in \(\mathbb{R}^n\) and \(\mathbb{R}^m\), respectively. Consider the following cost functional:

\begin{equation}
\begin{aligned}
J(u(\cdot)) &= \mathbb{E}\left\{\int_0^T \left[Q(t, X(t)) + \frac{1}{2}|u(t)|^2\right]dt + \frac{1}{2}|X(T) - GX(0)|^2\right\},
\end{aligned}
\end{equation}

where \(\mathbb{E}\) stands for the expectation with respect to the given probability measure \(\mathbb{P}\). The interested optimal control problem is to minimize (2.2) subject to (2.1). We point out that for optimal control of ordinary differential equations, the cost functional containing the term \(f(X(0), X(T))\) is pretty standard (see [4], for example). However, in the classical stochastic case, one usually only considers the case that \(f(X(0), X(T)) = f(X(T))\) (independent of \(X(0)\)) (see [30]). Note that the above cost functional containing the term \(|X(T) - GX(0)|^2\) means that one would like the terminal state \(X(T)\) to be close to \(GX(0)\). (This will be the case if, say, \(X(\cdot)\) represents the vector of the production level of certain products, and one would like it to grow steadily and healthily. In general, one would like \(G\) to be larger than the identity \(I\) in some sense.) We suppose that all the involved functions have needed derivatives. Now, if \(u(\cdot)\) is an optimal control and \(X(\cdot)\) is the corresponding state process, then by a standard variational technique (similar to [30]; see the appendix at the end of this paper), we can derive the following optimality system:

\begin{equation}
\begin{split}
&dX(t) = \left[b(t, X(t)) - B(t)B^T Y(t) - B(t)D(t)Z(t)\right]dt \\
&\quad + \left[\sigma(t, X(t)) - D(t)B^T Y(t) - D(t)D(t)Z(t)\right]dW(t), \\
&dY(t) = -\left[b_x(t, X(t))^T Y(t) + \sigma_x(t, X(t))^T Z(t) + Q_x(t, X(t))\right]dt + Z(t)dW(t), \\
&X(0) = \mathbb{E}\left[G^{-1}X(T) - (G^TG)^{-1}Y(0)\right], \\
&Y(T) = X(T) - \mathbb{E}X(T) + (G^T)^{-1}Y(0).
\end{split}
\end{equation}

Here, we have assumed that \(G^{-1}\) exists. The above is a coupled FBSDE with mixed initial-terminal conditions. If \((X(\cdot), Y(\cdot), Z(\cdot))\) is the unique adapted solution to the above, and optimal control exists, then the control process must be given by

\begin{equation}
\begin{aligned}
u(t) = -B^T Y(t) - C^T Z(t),
&t \in [0, T], \text{ a.s.}
\end{aligned}
\end{equation}

Hence, the problem of finding optimal control is reduced to solving the above FBSDE (with mixed initial-terminal conditions). Clearly, (2.3) is a special case of (1.1) with
\[\gamma(\xi, y) = G^{-1}\mathbb{E}\xi - (G^TG)^{-1}y, \quad h(\xi, y) = \xi - \mathbb{E}\xi + (G^TG)^{-1}y, \quad \forall (\xi, y) \in \mathcal{X}^2 \times \mathbb{R}^n,\]
where $\mathcal{X}^2$ is the set of all square-integrable $\mathcal{F}_T$-measurable $\mathbb{R}^n$-valued random variables.

Next, let us look at another interesting motivation. Consider the following controlled SDE:

\[
\begin{align*}
\text{(2.5)} \\
\left\{ 
\begin{array}{ll}
dX(t) = b(t, X(t), u(t))dt + \sigma(t, X(t), u(t))dW(t), & t \in [0, T], \\
X(0) = X_0,
\end{array}
\right.
\end{align*}
\]

with the following payoff functional:

\[
\text{(2.6)} \\
J(u(\cdot)) = \mathbb{E}\left\{ \int_0^T f(t, X(t), u(t))dt + h(X(T)) \right\}.
\]

The functional \((2.6)\) represents the preferences of the controller. Between any two controls, the controller prefers the one that has a larger value for the functional \(J(u(\cdot))\). Hence, \(f\) and \(h\) can be regarded as a representation of the preferences for the controller. Consequently, they could be very subjective. Different groups of people might have quite different preferences. Essentially, one can regard \((2.6)\) as a sort of utility resulting from taking the control \(u(\cdot)\). Therefore, \((2.6)\) is a generalization of the von Neumann–Morgenstern’s expected utility \((27)\).

Since the early 1950s, there have appeared the well-known Allais’ \((1)\) and Ellsberg’s \((11)\) paradoxes, which indicate that linear expected utility theories (by which we mean that in \((2.6)\) the (linear) expectation \(\mathbb{E}\) is used) do not well represent people’s preferences in many situations. One way to remedy that is to replace the linear expectation by a nonlinear one \((22)\). More precisely, let 
\[g(t, y, z) : [0, T] \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \] be measurable, uniformly Lipschitz continuous in \((y, z)\), and \(g(t, y, 0) = 0\). Let \(p > 1\). For any \(\xi \in L^p_{\mathcal{F}_T}(\Omega; \mathbb{R})\), the set of all \(\mathcal{F}_T\)-measurable random variables which are \(L^p\)-integrable, we let \((Y(\cdot), Z(\cdot))\) be the unique adapted solution of the following BSDE:

\[
\text{(2.7)} \\
\left\{ 
\begin{array}{ll}
dY(t) = g(t, Y(t), Z(t))dt + Z(t)dW(t), & t \in [0, T], \\
Y(T) = \xi,
\end{array}
\right.
\]

We define the \(g\)-expectation of \(\xi\) by the following:

\[
\text{(2.8)} \\
\mathcal{E}_g[\xi] = Y(0).
\]

It was proved \((22)\) that the operator \(\mathcal{E}_g : L^p_{\mathcal{F}_T}(\Omega) \to \mathbb{R}\) has all the properties of \(\mathbb{E}\), except the linearity property. According to \([9, 5, 25, 17, 16, 26]\), we could refer to \(Y(0)\) as the (initial) differential utility of the future payoff \(\xi\). We now replace \((2.6)\) by the following:

\[
\text{(2.9)} \\
J(u(\cdot); g) = \mathcal{E}_g\left\{ \int_0^T f(t, X(t), u(t))dt + h(X(T)) \right\} = Y(0),
\]

where \((Y(\cdot), Z(\cdot))\) is the unique adapted solution to the following BSDE:

\[
\text{(2.10)} \\
\left\{ 
\begin{array}{ll}
dY(t) = g(t, Y(t), Z(t))dt + Z(t)dW(t), & t \in [0, T], \\
Y(T) = \int_0^T f(t, X(t), u(t))dt + h(X(T)).
\end{array}
\right.
\]

If we define

\[
\text{(2.11)} \\
X^0(t) = \int_0^t f(s, X(s), u(s))ds, \quad t \in [0, T],
\]

where \(X^2\) is the set of all square-integrable \(\mathcal{F}_T\)-measurable $\mathbb{R}^n$-valued random variables.
then the original problem becomes to maximize

\[ J(u(\cdot); g) = Y(0) \equiv \mathcal{E}_{g}[X^0(T) + h(X(T))], \]

subject to the state equation:

\[
\begin{align*}
    dX^0(t) &= f(t, X(t), u(t))dt, \\
    dX(t) &= b(t, X(t), u(t))dt + \sigma(t, X(t), u(t))dW(t), \\
    dY(t) &= g(t, Y(t), Z(t))dt + Z(t)dW(t), \quad t \in [0, T], \\
    X(0) &= X_0, \quad Y(T) = X^0(T) + h(X(T)).
\end{align*}
\]

Thus we end up with an optimal control problem for an FBSDE, with state process \((X^0(\cdot), X(\cdot), Y(\cdot), Z(\cdot))\) and control process \(u(\cdot)\). It is not hard to imagine that the stochastic differential utility process \(Y(\cdot)\) could affect the process \(X(\cdot)\). When this happens, the forward equation in \((2.13)\) will depend on \(Y(\cdot)\), and we end up with a coupled FBSDE. We point out that by using the so-called forward-backward stochastic differential utility \((2.12)\), one will also be led to a coupled FBSDE. Furthermore, the initial differential utility \(Y(0)\) of the future payoff might already be taken into account at time \(t = 0\), which means that \(X(0)\) could depend on \(Y(0)\). Now, if, in addition, \((X(0), X(T))\) has to satisfy certain constraints (which is already the case for ODE control problems), represented by \(\mathbb{E}_P(X(0), X(T)) = 0\), say, then, taking into account the possible dependence of \(X(0)\) on \(Y(0)\), we might want to have \(X(0) = \gamma(X(T), Y(0))\) for some map \(\gamma(\cdot)\). Finally, it is quite plausible that the payoff \(Y(T)\) at the final time \(T\) should depend directly on the initial state \(X(0)\). Combining the above, we end up with a controlled FBSDE:

\[
\begin{align*}
    dX(t) &= b(t, X(t), Y(t), Z(t), u(t))dt + \sigma(t, X(t), Y(t), Z(t), u(t))dW(t), \\
    dY(t) &= g(t, X(t), Y(t), Z(t), u(t))dt + Z(t)dW(t), \\
    X(0) &= \gamma(X(T), Y(0)), \quad Y(T) = h(X(T), Y(0)),
\end{align*}
\]

with the payoff functional, to be maximized, given by the following:

\[ J(u(\cdot)) = \mathbb{E}[f(X(T), Y(0))]. \]

In \((2.14)\), the state process is any adapted solution \((X(\cdot), Y(\cdot), Z(\cdot))\) and the control process is \(u(\cdot)\).

To study the above optimal control problem, we first need to study the well-posedness of FBSDEs with mixed initial-terminal conditions. This gives our second main motivation of the current paper.

3. Preliminaries

The purpose of this section is to present some preliminary results, including the introduction of Lyapunov operators. To begin with, let us first introduce some spaces. For any Euclidean space \(H\) (with norm \(|\cdot|\)) and \(p, r \geq 1\), we define the
following basic spaces:

\[ L^p_F(\Omega; H) = \{ \xi : \Omega \to H \mid \xi \text{ is } F_T\text{-measurable}, \mathbb{E}[|\xi|^p] < \infty \} , \]

\[ L^p_\varphi(\Omega; L^r(0, T; H)) = \{ \varphi : [0, T] \times \Omega \to H \mid \varphi(\cdot) \text{ is } \mathbb{F}\text{-adapted}, \]

\[ \mathbb{E}\left( \int_0^T |\varphi(t)|^r dt \right)^{\frac{2}{r}} < \infty \}, \]

\[ L^p_\varphi(\Omega; C([0, T]; H)) = \{ \varphi(\cdot) \in L^p_\varphi(0, T; H) \mid t \mapsto \varphi(t) \text{ is continuous}, \]

\[ \mathbb{E}\left[ \sup_{t \in [0, T]} |\varphi(t)|^p \right] < \infty \} . \]

We will denote

\[ L^p_\varphi(0, T; H) = L^p_\varphi(\Omega; L^p(0, T; H)) . \]

Next, we denote \( \mathcal{X}^p_\varphi \cong L^p_F(\Omega; \mathbb{R}^n) \equiv \left[ L^p_F(\Omega; \mathbb{R}) \right]^n , \) and we define

\[ (3.1) \ M^p[0, T] \equiv L^p_F(\Omega; C([0, T]; \mathbb{R}^n)) \times L^p_F(\Omega; C([0, T]; \mathbb{R}^m)) \times L^p_F(\Omega; L^2(0, T; \mathbb{R}^m)) . \]

Any process in \( \mathcal{M}^p[0, T] \) is denoted by \( \Theta(\cdot) \equiv (X(\cdot), Y(\cdot), Z(\cdot)) , \) and we define

\[ (3.2) \ \| \Theta(\cdot) \|_p \equiv \mathbb{E}\left[ \sup_{t \in [0, T]} |X(t)|^p + \sup_{t \in [0, T]} |Y(t)|^p + \left( \int_0^T |Z(t)|^2 dt \right)^{\frac{2}{p}} \right]^{\frac{1}{p}} . \]

Clearly, \( (3.2) \) is a norm under which \( \mathcal{M}^p[0, T] \) is a Banach space. By an \( L^p\)-adapted solution (or simply adapted solution) to FBSDE (1.1) we mean a process \( \Theta(\cdot) \equiv (X(\cdot), Y(\cdot), Z(\cdot)) \in \mathcal{M}^p[0, T] \) that satisfies (1.1) in the usual Itô sense (see [20]). For convenience, hereafter, any generic point in \( \mathbb{M} \equiv \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \) will be denoted by \( \theta \equiv (x, y, z) , \) and the set of all \((k \times k)\) symmetric matrices will be denoted by \( \mathcal{S}^k \). For any \( A \in \mathcal{S}^k \), by \( A \geq 0 \) we mean that \( A \) is positive semi-definite, and \( A \leq 0 \) if \( -A \geq 0 \). We let \( \mathcal{S}^k_+ \) be the set of all \((k \times k)\) positive semi-definite matrices. If \( \Phi \) is a function or process valued in \( \mathcal{S}^k \), by \( \Phi \gg 0 \), we mean that there exists a \( \rho > 0 \) such that \( \Phi \geq \rho I \) for all \((or almost all)\) the arguments of \( \Phi \) in its domain, and \( \Phi \ll 0 \) means that \( -\Phi \gg 0 \). The meaning \( \Phi \gg \Psi \) is \( \Phi - \Psi \gg 0 \), for any processes \( \Phi \) and \( \Psi \) valued in the same space \( \mathcal{S}^k \). With such an order, one can naturally define convexity/concavity for functions \( \Phi : \mathbb{R}^n \to \mathcal{S}^k \). Moreover, if \( \Phi : \mathcal{Z} \to \mathcal{S}^k_+ \) is a bounded map with \( \mathcal{Z} \) being some nonempty set, we let \( \{ \Psi \}_\infty \) be the smallest \( \Psi \in \mathcal{S}^k_+ \) such that \( \Psi \geq \Phi(z) \) for all \( z \in \mathcal{Z} \).

For \( p \geq 1 \), let \( \mathcal{G}^p_0 \) be the set of all 5-tuples \( (b_0, \sigma_0, g_0, \gamma_0, h_0) \) satisfying the following:

\[ (3.3) \begin{cases} b_0(\cdot) \in L^p_\varphi(\Omega; L^1(0, T; \mathbb{R}^n)), & \sigma_0(\cdot) \in L^p_\varphi(\Omega; L^2(0, T; \mathbb{R}^n)), \\ g_0(\cdot) \in L^p_\varphi(\Omega; L^1(0, T; \mathbb{R}^m)), & \gamma_0 \in \mathbb{R}^n, & h_0 \in \mathcal{X}^p_\varphi. \end{cases} \]

Next, we introduce the following standing assumption. Let \( p \geq 1 \).

**H1**. The following maps,

\[ (3.4) \begin{cases} b, \sigma : [0, T] \times \mathcal{M} \times \Omega \to \mathbb{R}^n, & g : [0, T] \times \mathcal{M} \times \Omega \to \mathbb{R}^m, \\ \gamma : \mathcal{X}^p_\varphi \times \mathbb{R}^n \to \mathbb{R}^n, & h : \mathcal{X}^p_\varphi \times \mathbb{R}^n \times \Omega \to \mathcal{X}^p_\varphi, \end{cases} \]

are all measurable. For each \( \theta \in \mathcal{M} , \) the process \( t \mapsto (b(t, \theta), \sigma(t, \theta), g(t, \theta)) \) is \( \mathbb{F}\)-progressively measurable, and \( \omega \mapsto h(x, y, \omega) \) is \( F_T\)-measurable, such that

\[ (3.5) \ (b(\cdot, 0), \sigma(\cdot, 0), g(\cdot, 0), \gamma(0), h(0)) \in \mathcal{G}^p_0. \]
For almost all \((t, \omega) \in [0, T] \times \Omega, \theta \mapsto (b(t, \theta, \omega), \sigma(t, \theta, \omega), g(t, \theta, \omega)), (\xi, y) \mapsto \gamma(\xi, y),\) and \((\xi, y) \mapsto h(\xi, y)\) are all (Fréchet) differentiable, with all involved (Fréchet) derivatives uniformly bounded.

Note that in (3.5),

\[
\begin{align*}
\rho b(\cdot, 0) &= \rho b(\cdot, \theta) \big|_{\theta = 0}, \quad \rho \sigma(\cdot, 0) = \rho \sigma(\cdot, \theta) \big|_{\theta = 0}, \quad \rho g(\cdot, 0) = g(\cdot, \theta) \big|_{\theta = 0}, \\
\rho \gamma(0) &= \gamma(\xi, y) \big|_{\xi = 0, y = 0}, \quad \rho h(0) = h(\xi, y) \big|_{\xi = 0, y = 0}.
\end{align*}
\]

Thus, \(\gamma(0)\) is deterministic and \(h(0)\) is \(\mathcal{F}_T\)-measurable. For convenience, we denote the set of all generators \((\rho, b, \sigma, \gamma, h)\) satisfying \((H1)_p\) by \(\mathcal{G}_p^\rho\).

For any \((\rho, b, \sigma, \gamma, h) \in \mathcal{G}_p^\rho, (b_0, \sigma_0, g_0, \gamma_0, h_0) \in \mathcal{G}_0^\rho,\) and \(\rho \in [0, 1]\), consider the following FBSDE (compare with (1.1)):

\[
\begin{align*}
\rho b(t, \Theta(t)) + b_0(t) &\quad \rho \sigma(t, \Theta(t)) + \sigma_0(t) \quad \rho g(t, \Theta(t)) + g_0(t) \quad Z(t) \quad \rho h(t, \Theta(t)) + h_0(t), \\
\rho b(t, \Theta(t)) + b_0(t) &\quad \rho \sigma(t, \Theta(t)) + \sigma_0(t) \quad \rho g(t, \Theta(t)) + g_0(t) \quad Z(t) \quad \rho h(t, \Theta(t)) + h_0(t). \\
\end{align*}
\]

It is easy to see that when \(\rho = 0\), (3.7) is a trivial FBSDE which admits a unique adapted solution, and when \(\rho = 1\), (3.7) is essentially the same as (although it looks a little more general than) (1.1). Under certain conditions, we can show that when (3.7) is (uniquely) solvable for some \(\rho \in [0, 1]\), it is (uniquely) solvable for (3.7) with \(\rho\) replaced by \((\rho + \varepsilon) \wedge 1\), with \(\varepsilon > 0\) being an absolute constant. Then, by induction, we obtain the (unique) solvability of FBSDE (1.1) over \([0, T]\). Such an argument is called a method of continuation (see [28]). In doing so, the key is to establish an \(a \text{ priori}\) estimate for the adapted solutions to (3.7) uniform in \(\rho \in [0, 1]\). To this end, we need to make a little preparation.

Suppose

\[
\begin{align*}
(\rho, b, \sigma, \gamma, h) \in \mathcal{G}_2^\rho, \\
(b_0, \sigma_0, g_0, \gamma_0, h_0) \in \mathcal{G}_0^\rho.
\end{align*}
\]

Let \(\Theta_\rho(\cdot) \equiv (X_\rho(\cdot), Y_\rho(\cdot), Z_\rho(\cdot)), \bar{\Theta}_\rho(\cdot) \equiv (\bar{X}_\rho(\cdot), \bar{Y}_\rho(\cdot), \bar{Z}_\rho(\cdot)) \in \mathcal{M}^2[0, T]\) be adapted solutions of FBSDE (3.7) corresponding to the generators \((b, \sigma, \gamma, h)\) and \((\bar{b}, \bar{\sigma}, \bar{\gamma}, \bar{h})\), and the nonhomogeneous processes \((b_0, \sigma_0, g_0, \gamma_0, h_0)\) and \((\bar{b}_0, \bar{\sigma}_0, \bar{g}_0, \bar{\gamma}_0, \bar{h}_0)\), respectively. Denote

\[
\begin{align*}
\hat{\Theta}(t) &\equiv \hat{\Theta}_\rho(t) \equiv \bar{\Theta}_\rho(t) - \Theta_\rho(t), \\
\hat{X}(\cdot) &\equiv \hat{X}_\rho(\cdot) - X_\rho(\cdot), \quad \hat{Y}(\cdot) = \bar{Y}_\rho(\cdot) - Y_\rho(\cdot), \quad \hat{Z}(\cdot) = \bar{Z}_\rho(\cdot) - Z_\rho(\cdot).
\end{align*}
\]

Set

\[
\begin{align*}
\hat{b}(t) &= \bar{b}(t, \Theta_\rho(t)) - b(t, \Theta_\rho(t)), \quad \hat{\sigma}(t) = \bar{\sigma}(t, \Theta_\rho(t)) - \sigma(t, \Theta_\rho(t)), \\
\hat{g}(t) &= \bar{g}(t, \Theta_\rho(t)) - g(t, \Theta_\rho(t)), \quad \hat{\gamma} = \bar{\gamma}(X_\rho(T), Y_\rho(0)) - \gamma(X_\rho(T), Y_\rho(0)), \\
\hat{h} &= \bar{h}(X_\rho(T), Y_\rho(0)) - h(X_\rho(T), Y_\rho(0)).
\end{align*}
\]
and

\[
\begin{aligned}
\delta b(t) &= \bar{b}(t) - b(t, \Theta(t)), \\
\delta b_0(t) &= \bar{b}_0(t) - b_0(t), \\
\delta \sigma(t) &= \bar{\sigma}(t) - \sigma(t), \\
\delta \sigma_0(t) &= \bar{\sigma}_0(t) - \sigma_0(t), \\
\delta g(t) &= \bar{g}(t) - g(t), \\
\delta g_0(t) &= \bar{g}_0(t) - g_0(t), \\
\delta \gamma &= \bar{\gamma} - \gamma, \\
\delta \gamma_0 &= \bar{\gamma}_0 - \gamma_0, \\
\delta h &= \bar{h} - h.
\end{aligned}
\]  

(3.11)

Furthermore, for \( f(\cdot) = \gamma(\cdot), h(\cdot) \), let

\[
\begin{aligned}
\bar{f}_\xi &= \int_0^t f_\xi^\alpha(t) \, dt, \\
\bar{f}_\gamma &= f_\gamma(0) + \bar{\gamma} \, dt,
\end{aligned}
\]

(3.12)

\[
\begin{aligned}
\bar{f}_\sigma &= \int_0^t f_\sigma^\alpha(t) \, dt, \\
\bar{f}_\gamma &= f_\gamma(0) + \bar{\gamma} \, dt
\end{aligned}
\]

(3.13)

and for \( f(\cdot) = b(\cdot), \sigma(\cdot), g(\cdot) \), let

\[
\begin{aligned}
\bar{f}_x &= \int_0^t f_x^\alpha(t) \, dt, \\
\bar{f}_\sigma &= \sigma(0) + \bar{\sigma} \, dt,
\end{aligned}
\]

In what follows, for any bounded random field \( f(\cdot) \), let \( \|f\|_\infty \) be its essential bounded; for any \( \Phi \in \mathcal{S}^k \), let \( \Lambda(\Phi) \subset \mathbb{R} \) be the set of all its eigenvalues. We will let \( K \) be a generic constant which can be different from line to line. With the above notation, we have the following result.

**Proposition 3.1.** (i) For \( \rho \in [0,1] \), let

\[
\begin{aligned}
L_\rho_{\text{ess}}(t)^\Delta &= \text{ess sup}_{\Theta \in \mathcal{S}, \omega \in \Omega} \left\{ \max_{\Theta \in \mathcal{S}} \Lambda \left( b_x(t, \theta, \omega) + b_x(t, \theta, \omega)^T + \rho \sigma_x(t, \theta, \omega)^T \sigma_x(t, \theta, \omega) \right) \right\},
\end{aligned}
\]

(3.14)

\[
t \in [0, T],
\]

\[
\text{satisfy}
\]

(3.15)

\[
\sup_{\rho \in [0,1]} \rho^2 \int_0^T L_\rho(t) \, dt \| \gamma_x \|_\infty^2 < 1.
\]

Then

\[
\begin{aligned}
E \left[ \sup_{t \in [0, T]} |\bar{X}(t)|^2 \right] &\leq KE \left[ |\gamma_y(0)|^2 + |\delta \gamma|^2 + |\delta \gamma_0|^2 \right. \\
&\quad + \int_0^T \left( |\bar{b}_y(t)\bar{Y}(t) + \bar{b}_z(t)\bar{Z}(t)|^2 + |\bar{\sigma}_y(t)\bar{Y}(t) + \bar{\sigma}_z(t)\bar{Z}(t)|^2 \right. \\
&\quad \left. + |\delta b(t)|^2 + |\delta b_0(t)|^2 + |\delta \sigma(t)|^2 + |\delta \sigma_0(t)|^2 \right) \, dt \right].
\end{aligned}
\]

(3.16)

(ii) For \( \rho \in [0,1], \) let

\[
\begin{aligned}
L_\rho^\Delta(t)^\Delta &= \text{ess sup}_{\Theta \in \mathcal{S}, \omega \in \Omega} \left\{ \max_{\Theta \in \mathcal{S}} \Lambda \left( -g_y(t, \theta, \omega) - g_y(t, \theta, \omega)^T + \rho g_z(t, \theta, \omega) g_z(t, \theta, \omega)^T \right) \right\},
\end{aligned}
\]

(3.17)

\[
t \in [0, T],
\]
satisfy
\[ (3.18) \quad \left( \sup_{\rho \in [0,1]} \rho^2 e^{\int_0^T L_\rho \xi(t) dt} \right) \| h_0 \|_{L^\infty}^2 < 1, \quad \rho \in [0, 1]. \]

Then
\[ (3.19) \quad \mathbb{E} \left[ \sup_{t \in [0, T]} |\tilde{Y}(t)|^2 + \int_0^T |\tilde{Z}(t)|^2 dt \right] \leq K \mathbb{E} \left[ |\tilde{h}_\xi \tilde{X}(T)|^2 + |\delta h|^2 + |\delta h_0|^2 \right. \\
\quad \left. + \int_0^T \left( |\tilde{g}_x(t) \tilde{X}(t)|^2 + |\delta g(t)|^2 + |\delta g_0(t)|^2 \right) dt \right]. \]

(iii) Let both (3.15) and (3.18) hold. Then
\[ (3.20) \quad \mathbb{E} \left[ \sup_{t \in [0, T]} |\tilde{X}(t)|^2 + \sup_{t \in [0, T]} |\tilde{Y}(t)|^2 + \int_0^T |\tilde{Z}(t)|^2 dt \right] \]
\[ \leq K \mathbb{E} \left[ |\tilde{h}_\xi \tilde{X}(T)|^2 + |\delta \gamma|^2 + |\delta \gamma_0|^2 + |\delta h|^2 + |\delta h_0|^2 \right. \\
\quad + \int_0^T \left( |\tilde{b}_y(t) \tilde{Y}(t) + \tilde{b}_z(t) \tilde{Z}(t)|^2 + |\tilde{\sigma}_y(t) \tilde{Y}(t) + \tilde{\sigma}_z(t) \tilde{Z}(t)|^2 \right. \\
\quad + |\tilde{\delta}_b(t)|^2 + |\tilde{\delta}_b_0(t)|^2 + |\tilde{\delta}_\sigma(t)|^2 + |\tilde{\delta}_\sigma_0(t)|^2 + |\tilde{\delta} g(t)|^2 + |\tilde{\delta} g_0(t)|^2 \right) dt \left. \right]. \]

\[ (3.21) \quad \mathbb{E} \left[ \sup_{t \in [0, T]} |\tilde{X}(t)|^2 + \sup_{t \in [0, T]} |\tilde{Y}(t)|^2 + \int_0^T |\tilde{Z}(t)|^2 dt \right] \]
\[ \leq K \mathbb{E} \left[ |\tilde{h}_\xi \tilde{X}(T)|^2 + |\delta \gamma|^2 + |\delta \gamma_0|^2 + |\delta h|^2 + |\delta h_0|^2 \right. \\
\quad + \int_0^T \left( |\tilde{b}_y(t) \tilde{Y}(t) + \tilde{b}_z(t) \tilde{Z}(t) + \tilde{\sigma}_y(t) \tilde{Y}(t) + \tilde{\sigma}_z(t) \tilde{Z}(t)|^2 + |\tilde{\delta}_b(t)|^2 + |\tilde{\delta}_b_0(t)|^2 + |\tilde{\delta}_\sigma(t)|^2 + |\tilde{\delta}_\sigma_0(t)|^2 \right) dt \left. \right]. \]

Proof. (i) Applying Itô’s formula to $|\tilde{X}(\cdot)|^2$, we have
\[ \mathbb{E} |\tilde{X}(t)|^2 = |\tilde{X}(0)|^2 + \mathbb{E} \int_0^t \left( 2 \left< \tilde{X}(s), \tilde{\rho}_\xi(s) + \rho \tilde{b}_0(s) \right> + |\rho \tilde{\sigma}(s) + \delta \sigma_0(s)|^2 \right) ds \]
\[ \leq |\tilde{X}(0)|^2 + \mathbb{E} \int_0^t \left( 2 \left< \tilde{X}(s), \tilde{\rho}_\xi(s) \tilde{X}(s) + \rho \tilde{b}_0(s) \tilde{Y}(s) + \rho \tilde{\sigma}(s) \tilde{Z}(s) + \rho \delta \sigma(s) + \delta \sigma_0(s) \right> \right) ds \]
\[ + |\rho \tilde{\sigma}(s) \tilde{X}(s) + \rho \tilde{\sigma}(s) \tilde{Y}(s) + \rho \tilde{\sigma}(s) \tilde{Z}(s) + \rho \delta \sigma(s) + \delta \sigma_0(s)|^2 \right) ds \]
\[ \leq |\tilde{X}(0)|^2 + \mathbb{E} \left\{ \left[ L_{\rho \xi}(s) + \varepsilon \right] |\tilde{X}(s)|^2 + K_z \left[ |\tilde{b}_y(s) \tilde{Y}(s) + \tilde{\sigma}_z(s) \tilde{Z}(s)|^2 \right. \\
\quad + |\tilde{\sigma}_y(s) \tilde{Y}(s) + \tilde{\sigma}_z(s) \tilde{Z}(s)|^2 + |\delta \sigma(s)|^2 + |\delta \sigma_0(s)|^2 \right] \right\} ds, \]
where $\varepsilon > 0$ is small and $K_z > 0$ is a constant depending on $\varepsilon > 0$. By Gronwall’s inequality, one obtains that for any $t \in [0, T]$,
\[ \mathbb{E} |\tilde{X}(t)|^2 \leq e^{\int_0^t L_{\rho \xi}(s) + \varepsilon ds} |\tilde{X}(0)|^2 + K_z \int_0^t \left( |\tilde{b}_y(s) \tilde{Y}(s) + \tilde{\sigma}_z(s) \tilde{Z}(s)|^2 \\
\quad + |\tilde{\sigma}_y(s) \tilde{Y}(s) + \tilde{\sigma}_z(s) \tilde{Z}(s)|^2 + |\delta \sigma(s)|^2 + |\delta \sigma_0(s)|^2 \right) ds. \]
In particular, at \( t = T \), noting the initial condition,

\[
\begin{align*}
\mathbb{E}[\check{X}(T)]^2 & \leq e^{LT} \left[ |\rho \hat{\gamma} \check{X}(T) + \hat{\gamma} \tilde{Y}(0)| + \delta \gamma | | \right]^2 + \mathbb{E}[\tilde{Y}(T)]^2 \\
& + K \int_0^T \left( |\check{b}_y(s)\tilde{Y}(s) + \tilde{b}_z(s)\tilde{Z}(s)|^2 + |\hat{\sigma}_y(s)\tilde{Y}(s) + \hat{\sigma}_z(s)\tilde{Z}(s)|^2 \\
& + |\delta \tilde{b}(s)|^2 + |\delta \sigma_0(s)|^2 \right) ds \\
& \leq (1 + \varepsilon) \rho^2 e^{LT} \left[ \| \gamma \|_\infty^2 \mathbb{E}[\tilde{Y}(T)]^2 + K \mathbb{E}[\tilde{Y}(0)]^2 + |\delta \gamma |^2 + |\delta \gamma_0 |^2 \\
& + \int_0^T \left( |\check{b}_y(s)\tilde{Y}(s) + \tilde{b}_z(s)\tilde{Z}(s)|^2 + |\hat{\sigma}_y(s)\tilde{Y}(s) + \hat{\sigma}_z(s)\tilde{Z}(s)|^2 \\
& + |\delta \tilde{b}(s)|^2 + |\delta \sigma_0(s)|^2 \right) ds \right].
\end{align*}
\]

Therefore, by (4.15), we have (choosing \( \varepsilon > 0 \) small enough)

\[
\begin{align*}
\mathbb{E}[\check{X}(T)]^2 & \leq K \mathbb{E}[\tilde{Y}(0)]^2 + |\delta \gamma |^2 + |\delta \gamma_0 |^2 \\
& \leq K \mathbb{E}[\tilde{Y}(0)]^2 + |\delta \gamma |^2 + |\delta \gamma_0 |^2 \\
& + \int_0^T \left( |\check{b}_y(s)\tilde{Y}(s) + \tilde{b}_z(s)\tilde{Z}(s)|^2 + |\hat{\sigma}_y(s)\tilde{Y}(s) + \hat{\sigma}_z(s)\tilde{Z}(s)|^2 \\
& + |\delta \tilde{b}(s)|^2 + |\delta \sigma_0(s)|^2 \right) ds \right].
\end{align*}
\]

Consequently,

\[
\begin{align*}
|\check{X}(0)|^2 & = |\rho \hat{\gamma} \check{X}(T) + \rho \hat{\gamma} \tilde{Y}(0) + \rho \delta \gamma + \rho \delta \gamma_0 |^2 \\
& \leq K \mathbb{E}[\tilde{Y}(0)]^2 + |\delta \gamma |^2 + |\delta \gamma_0 |^2 \\
& + \int_0^T \left( |\check{b}_y(s)\tilde{Y}(s) + \tilde{b}_z(s)\tilde{Z}(s)|^2 + |\hat{\sigma}_y(s)\tilde{Y}(s) + \hat{\sigma}_z(s)\tilde{Z}(s)|^2 \\
& + |\delta \tilde{b}(s)|^2 + |\delta \sigma_0(s)|^2 \right) ds \right].
\end{align*}
\]

Then (4.10) follows from a standard estimate for SDEs.

(ii) Applying Itô’s formula to \( |\tilde{Y}(\cdot)|^2 \), we have

\[
\begin{align*}
\mathbb{E}[\tilde{Y}(T)]^2 - \mathbb{E}[\tilde{Y}(t)]^2 & = \mathbb{E} \int_t^T \left( 2 \langle \tilde{Y}(s), \rho g_x(s) + \delta g_0(s) \rangle + |\tilde{Z}(s)|^2 \right) ds \\
& = \mathbb{E} \int_t^T \left( 2 \langle \tilde{Y}(s), \rho g_x(s)\tilde{X}(s) + \rho \tilde{g}_y(s)\tilde{Y}(s) + \rho \tilde{g}_z(s)\tilde{Z}(s) + \rho \delta g(s) + \delta g_0(s) + |\tilde{Z}(s)|^2 \rangle \right) ds \\
& = \mathbb{E} \int_t^T \left( |\tilde{Z}(s) + \rho \tilde{g}_x(s)\tilde{Y}(s)|^2 + \langle |\rho \tilde{g}_y(s) + \rho \tilde{g}_y(s)\tilde{Y}(s) + \rho \tilde{g}_z(s)\tilde{Z}(s) + \rho \delta g(s) + \delta g_0(s) + |\tilde{Z}(s)|^2 \rangle \right) ds \\
& \quad + 2 \langle \tilde{Y}(s), \rho \tilde{g}_x(s)\tilde{X}(s) + \rho \delta g(s) + \delta g_0(s) \rangle ds \\
& \geq \mathbb{E} \int_t^T \left\{ [-L^-_g(s) - \varepsilon] |\tilde{Y}(s)|^2 - K \varepsilon \left[ |\tilde{g}_x(s)\tilde{X}(s)|^2 + |\delta g(s)|^2 + |\delta g_0(s)|^2 \right] \right\} ds,
\end{align*}
\]

with \( \varepsilon > 0 \) small. By Gronwall’s inequality, for any \( t \in [0, T] \),

\[
\mathbb{E}[\tilde{Y}(T)]^2 \leq \mathbb{E} \left[ e^{LT} |\tilde{g}_x(s) + \varepsilon|^2 + K \int_t^T \left( |\tilde{g}_x(s)\tilde{X}(s)|^2 + |\delta g(s)|^2 + |\delta g_0(s)|^2 \right) ds \right].
\]
In particular, by taking \( t = 0 \), one has (noting the terminal condition)

\[
|\hat{Y}(0)|^2 \leq \mathbb{E} \left[ e^{L_{\tilde{\gamma}}(0)} \left| L_{\tilde{\gamma}}(s) + \varepsilon \right| ds \right] |\hat{Y}_\xi(T) + \hat{h}_y\hat{Y}(0) + \delta h| + |\delta h_0|^2
\]

\[
+ K \int_0^T \left( |\tilde{g}_x(s)\hat{X}(s)|^2 + |\delta g(s)|^2 + |\delta g_0(s)|^2 \right) ds
\]

\[
\leq (1 + \varepsilon) \rho^2 e^{L_{\tilde{\gamma}}(0)} \| \hat{h}_y \|_{\infty} |\hat{Y}(0)|^2 + K \mathbb{E} \left[ |\hat{h}_\xi \hat{X}(T)|^2 + |\delta h|^2 + |\delta h_0|^2 \right]
\]

\[
+ K \int_0^T \left( |\tilde{g}_x(s)\hat{X}(s)|^2 + |\delta g(s)|^2 + |\delta g_0(s)|^2 \right) ds.
\]

Consequently, under condition \((3.18)\), we have

\[
|\hat{Y}(0)|^2 \leq K \mathbb{E} \left[ |\hat{h}_\xi \hat{X}(T)|^2 + |\delta h|^2 + |\delta h_0|^2 + \int_0^T \left( |\tilde{g}_x(s)\hat{X}(s)|^2 + |\delta g(s)|^2 + |\delta g_0(s)|^2 \right) ds \right],
\]

which yields

\[
\mathbb{E}|\hat{Y}(T)|^2 = \mathbb{E}|\rho \hat{h}_\xi \hat{X}(T) + \rho \hat{h}_y \hat{Y}(0) + \rho \delta h + \rho \delta h_0|^2
\]

\[
\leq K \mathbb{E} \left[ |\hat{h}_\xi \hat{X}(T)|^2 + |\delta h|^2 + |\delta h_0|^2 + \int_0^T \left( |\tilde{g}_x(s)\hat{X}(s)|^2 + |\delta g(s)|^2 + |\delta g_0(s)|^2 \right) ds \right].
\]

Then by a standard estimate for BSDEs, we obtain \((3.19)\).

(iii) Combining (i) and (ii), together with some standard estimates for SDEs and BSDEs, we can obtain \((3.20)\) and \((3.21)\). \(\square\)

If we denote

\[
\begin{cases}
L_{\rho\sigma}(t) \triangleq \text{ess sup}_{\theta \in \mathcal{M}, \omega \in \Omega} \left[ \max \left\{ b_x(t, \theta, \omega) + b_x(t, \theta, \omega)^T + \sigma_x(t, \theta, \omega)^T \sigma_x(t, \theta, \omega) \right\} \right], \\
L_{\rho}(t) \triangleq \text{ess sup}_{\theta \in \mathcal{M}, \omega \in \Omega} \left[ \max \left\{ -g_y(t, \theta, \omega) - g_y(t, \theta, \omega)^T + g_z(t, \theta, \omega) g_z(t, \theta, \omega)^T \right\} \right],
\end{cases}
\]

then by the definitions of \(L_{\rho\sigma}(t)\) and \(L_{\rho}(t)\) (see (3.11) and (3.17)), we have

\[
L_{\rho\sigma}(t) = L^1_{\rho\sigma}(t), \quad L_{\rho}(t) = L^1_{\rho}(t),
\]

and

\[
\int_0^T L_{\rho\sigma}(t) dt \leq \rho \int_0^T L_{\rho\sigma}(t) dt = \rho \bar{L}_{\rho\sigma}, \quad \int_0^T L_{\rho}(t) dt \leq \rho \int_0^T L_{\rho}(t) dt = \rho \bar{L}_{\rho}.
\]

Note that \(L_{\rho\sigma}(t)\) and \(L_{\rho}(t)\) are allowed to take negative values, so are numbers \(\bar{L}_{\rho\sigma}\) and \(\bar{L}_{\rho}\). Now, let us consider the function \(f(\rho) = \rho^2 e^{L_{\rho}}\) for \(L \in \mathbb{R} \) (\(L\) could be either positive or negative). Then a direct computation shows that

\[
\max_{\rho \in [0,1]} f(\rho) = \begin{cases} 
 f(1) = e^L, & L \geq -2, \\
 f\left(\frac{2}{L}\right) = \frac{4}{L^2} e^{-2}, & L < -2.
\end{cases}
\]

This means that

\[
\rho^2 e^{\rho L} \leq \frac{4}{[\rho^2 \wedge L]^2} e^{(\rho L)\vee L}, \quad \forall \rho \in [0,1].
\]

Hence, conditions \((3.15)\) and \((3.18)\) are implied by the following, respectively:

\[
\frac{4}{[(\rho^2 \wedge L)^2]} e^{((\rho L)\vee L)\wedge 1} \|\gamma_\xi\|_{\infty} < 1, \quad \frac{4}{[(\rho^2 \wedge L)^2]} e^{((\rho L)\vee L)\wedge 1} \|\gamma_y\|_{\infty} < 1.
\]
Although more restrictive, the above two conditions are much easier to check. On
the other hand, condition (3.15) trivially holds if \( \| \gamma \|_\infty = 0 \); likewise, (3.18)
holds if \( \| h_y \|_\infty = 0 \). Hence, for the classical case, i.e., \( \| \gamma \|_\infty = \| \gamma_y \|_\infty = \| h_y \|_\infty = 0 \), both
(3.15) and (3.18) automatically hold.

From (i)–(ii) of the above proposition, we see that due to the coupling of
FBSDEs, in general, one can only obtain an estimate of \( \widetilde{X}(\cdot) \) in terms of \( (\widetilde{Y}(\cdot), \widetilde{Z}(\cdot)) \),
and an estimate of \( (\hat{Y}(\cdot), \hat{Z}(\cdot)) \) in terms of \( \hat{X}(\cdot) \). From (iii) of the above proposition,
we further see that in order to obtain an estimate on \( \hat{\Theta}(\cdot) \), we need to either have
an estimate for
\[
\mathbb{E} \left[ \gamma_y \hat{Y}(0)^2 + \int_0^T \left( |\hat{b}_y(t)\hat{Y}(t) + \hat{b}_z(t)\hat{Z}(t)|^2 + |\hat{\sigma}_y(t)\hat{Y}(t) + \hat{\sigma}_z(t)\hat{Z}(t)|^2 \right) dt \right]
\]

independent of \( \hat{X}(\cdot) \), or have an estimate for
\[
\mathbb{E} \left[ h_y \hat{X}(T)^2 + \int_0^T |g_x(t)\hat{X}(t)|^2 dt \right]
\]
independent of \( (\hat{Y}(\cdot), \hat{Z}(\cdot)) \). We now search conditions under which this is possible.

For any \( \mathbf{b} \equiv (b_1, b_2, b_3), \mathbf{\sigma} \equiv (\sigma_1, \sigma_2, \sigma_3) \in \mathbb{R}^{n \times (n+2m)}, \mathbf{g} \equiv (g_1, g_2, g_3) \in \mathbb{R}^{m \times (n+2m)}, \gamma \equiv (\gamma_1, \gamma_2) \in \mathbb{R}^{n \times (n+m)} \), and \( \mathbf{h} \equiv (h_1, h_2) \in \mathbb{R}^{m \times (n+m)} \), with
\( b_1, \sigma_1, \gamma_1 \in \mathbb{R}^{n \times n}, b_2, b_3, \sigma_2, \sigma_3, \gamma_2 \in \mathbb{R}^{n \times m}, g_1, h_1 \in \mathbb{R}^{m \times n} \), and \( g_2, g_3, h_2 \in \mathbb{R}^{m \times m} \), we denote
\[
\begin{align*}
\mathbf{A} & = \begin{pmatrix} b_1 & b_2 \\ g_1 & g_2 \end{pmatrix} \in \mathbb{R}^{(n+m) \times (n+m)}, \\
\mathbf{B} & = \begin{pmatrix} b_3 \\ g_3 \end{pmatrix} \in \mathbb{R}^{(n+m) \times m}, \\
\mathbf{C} & = \begin{pmatrix} \sigma_1 & \sigma_2 \\ 0 & 0 \end{pmatrix} \in \mathbb{R}^{(n+m) \times (n+m)}, \\
\mathbf{D} & = \begin{pmatrix} \sigma_3 \\ 0 \end{pmatrix} \in \mathbb{R}^{(n+m) \times m}, \\
\mathbf{\Gamma} & = \begin{pmatrix} \gamma_1 & \gamma_2 \\ 0 & 0 \end{pmatrix} \in \mathbb{R}^{(n+m) \times (n+m)}, \\
\mathbf{H} & = \begin{pmatrix} 0 & 0 \\ h_1 & h_2 \end{pmatrix} \in \mathbb{R}^{(n+m) \times (n+m)}, \\
\mathbf{J}_n & = \begin{pmatrix} I_n & 0 \\ 0 & I_m \end{pmatrix} \in \mathbb{R}^{(n+m) \times (n+m)}, \\
\mathbf{J}_m & = \begin{pmatrix} 0 & I_m \\ I_m & 0 \end{pmatrix} \in \mathbb{R}^{(n+m) \times (n+m)}.
\end{align*}
\]

Hereafter \( I_n \) stands for the \((n \times n)\) identity matrix, and when the dimension is clear,
we simply use \( I_m \) omitting the subscript. Next, for any continuously differentiable
function \( P : [0, T] \to S^{n+m} \), we define
\[
\mathbf{F}(\mathbf{P}(\cdot), \rho; \mathbf{b}, \mathbf{\sigma}, \mathbf{g})
\]

\[
= \begin{pmatrix}
\begin{pmatrix} \rho P + \rho (\mathbf{A}^T \mathbf{P}) + \rho^2 \mathbf{C}^T \mathbf{P} \mathbf{C} + \rho (\mathbf{P} \mathbf{B} + \mathbf{C}^T \mathbf{P} \mathbf{L}_m) + \rho^2 \mathbf{C}^T \mathbf{P} \mathbf{L}_m & \rho \mathbf{C}^T \mathbf{P} \mathbf{L}_m \\
\rho (\mathbf{B}^T \mathbf{P} + \mathbf{L}_m^T \mathbf{P} \mathbf{C}) + \rho^2 \mathbf{D}^T \mathbf{P} \mathbf{C} & \rho \mathbf{D}^T \mathbf{P} \mathbf{L}_m \\
\mathbf{P} \rho \mathbf{L}^T \mathbf{P} & \rho \mathbf{D}^T \mathbf{P} \mathbf{L}_m \\
\mathbf{P} & \rho \mathbf{L}^T \mathbf{P} \mathbf{L}_m + \rho \mathbf{L}_m \mathbf{P} \mathbf{L}_m + \rho \mathbf{L}_m \mathbf{D}^T \mathbf{P} \mathbf{L}_m + \rho^2 \mathbf{D}^T \mathbf{P} \mathbf{L}_m + \rho^2 \mathbf{D}^T \mathbf{P} \mathbf{L}_m \\
\mathbf{J}_n \mathbf{P} & \mathbf{J}_m \\
\mathbf{J}_m \mathbf{P} & \mathbf{J}_m \mathbf{P} \\
\mathbf{J}_m \mathbf{P} & \mathbf{J}_m \mathbf{P} \\
\mathbf{J}_m \mathbf{P} & \mathbf{J}_m \mathbf{P} \\
\end{pmatrix} \bigg|_{\mathbf{P} = \mathbf{P}(\cdot)}
\end{align*}
\]

\[
\mathbf{G}(\mathbf{P}(\cdot), \rho; \gamma, \mathbf{h})
\]

\[
= \begin{pmatrix}
\begin{pmatrix} \mathbf{J}_n + \rho \mathbf{H} \mathbf{T} & \mathbf{J}_n + \rho \mathbf{H} \mathbf{T} \\
\mathbf{J}_m + \rho \mathbf{H} \mathbf{T} & \mathbf{J}_m + \rho \mathbf{H} \mathbf{T} \\
\end{pmatrix} \mathbf{P}(\mathbf{T}) (\mathbf{J}_n + \rho \mathbf{H}) \mathbf{J}_n + \rho \mathbf{H} \mathbf{T} & \mathbf{J}_n + \rho \mathbf{H} \mathbf{T} \\
\mathbf{J}_m + \rho \mathbf{H} \mathbf{T} & \mathbf{J}_m + \rho \mathbf{H} \mathbf{T} \\
\end{pmatrix}
\bigg|_{\mathbf{P}(\cdot) = \mathbf{P}(\cdot)}
\end{align*}
\]

\[
= \begin{pmatrix}
\begin{pmatrix} \mathbf{J}_n + \rho \mathbf{H} \mathbf{T} & \mathbf{J}_n + \rho \mathbf{H} \mathbf{T} \\
\mathbf{J}_m + \rho \mathbf{H} \mathbf{T} & \mathbf{J}_m + \rho \mathbf{H} \mathbf{T} \\
\end{pmatrix} \mathbf{P}(\mathbf{T}) (\mathbf{J}_n + \rho \mathbf{H}) \mathbf{J}_n + \rho \mathbf{H} \mathbf{T} & \mathbf{J}_n + \rho \mathbf{H} \mathbf{T} \\
\mathbf{J}_m + \rho \mathbf{H} \mathbf{T} & \mathbf{J}_m + \rho \mathbf{H} \mathbf{T} \\
\end{pmatrix}
\bigg|_{\mathbf{P}(\cdot) = \mathbf{P}(\cdot)}
\end{align*}
\]
Clearly, \(F(P, \rho; \cdot) : \mathbb{R}^{n \times (n+2m)} \times \mathbb{R}^{n \times (n+2m)} \times \mathbb{R}^{m \times (n+2m)} \to \mathcal{S}^{2n+4m}\) and 
\(G(P, \rho; \cdot) : \mathbb{R}^{n \times (n+m)} \times \mathbb{R}^{m \times (n+m)} \to \mathcal{S}^{2n+2m}\). The following lemma about the functions \(F(\cdot)\) and \(G(\cdot)\) defined above will be useful below.

**Lemma 3.2.** Let \(P \equiv \begin{pmatrix} P_1 & \Psi^T \\ \Psi & P_2 \end{pmatrix}\) with \(P_1 : [0, T] \to \mathcal{S}^n\), \(P_2 : [0, T] \to \mathcal{S}^m\) and \(\Psi : [0, T] \to \mathbb{R}^{m \times n}\) be continuously differentiable such that

\[(3.24)\quad P_1(t) > 0, \quad P_2(t) < 0, \quad \dot{P}(t) > 0, \quad t \in [0, T].\]

Then we have the following conclusions.

(i) There exist constants \(\mu, K > 0\) such that

\[(3.25)\quad F(P(\cdot), 0; b, \sigma, g) \leq \begin{pmatrix} -\mu I_{n+2m} & 0 \\ 0 & K I_{2n+m} \end{pmatrix} \]

and

\[(3.26)\quad G(P(\cdot), 0; \gamma, h) \geq \begin{pmatrix} \mu I_{n+m} & 0 \\ 0 & -K I_{n+m} \end{pmatrix}.\]

(ii) Map \(\rho \mapsto F(P(\cdot), \rho; b, \sigma, g)\) is convex and map \(\rho \mapsto G(P(\cdot), \rho; \gamma, h)\) is concave.

(iii) Map \((b, \sigma, g) \mapsto F(P(\cdot), \rho; b, \sigma, g)\) is convex and map \((\gamma, h) \mapsto G(P(\cdot), \rho; \gamma, h)\) is concave. Consequently, if \((b, \sigma, g, \gamma, h) : [0, 1] \to \mathbb{R}^{n \times (n+2m)} \times \mathbb{R}^{n \times (n+2m)} \times \mathbb{R}^{m \times (n+2m)} \times \mathbb{R}^{m \times (n+m)} \times \mathbb{R}^{m \times (n+m)}\) is continuous, then

\[(3.27)\quad F(P(\cdot), \rho; \int_0^1 b(\alpha) d\alpha, \int_0^1 \sigma(\alpha) d\alpha, \int_0^1 g(\alpha) d\alpha) \leq \int_0^1 F(P(\cdot), \rho; b(\alpha), \sigma(\alpha), g(\alpha)) d\alpha\]

and

\[(3.28)\quad G(P(\cdot), \rho; \int_0^1 \gamma(\alpha) d\alpha, \int_0^1 h(\alpha) d\alpha) \geq \int_0^1 G(P(\cdot), \rho; \gamma(\alpha), h(\alpha)) d\alpha.\]

**Proof.** From the definition, we have

\[F(P(\cdot), \rho; b, \sigma, g) = F_0(P(\cdot)) + \rho F_1(P(\cdot); b, \sigma, g) + \rho^2 F_2(P(\cdot); b, \sigma, g),\]

where

\[F_0(P(\cdot)) = F(P(\cdot), 0; b, \sigma, g) = \begin{pmatrix} \dot{P} & 0 & 0 \\ 0 & L^T_m P L_m & 0 \\ 0 & 0 & 0 \end{pmatrix} = \begin{pmatrix} P_1 & 0 & 0 \\ 0 & P_2 & 0 \\ 0 & \Psi & P_1 \end{pmatrix} \]

is independent of \((b, \sigma, g)\), satisfying \((3.25)\) by \((3.21)\),

\[F_1(P(\cdot); b, \sigma, g) = \begin{pmatrix} PA+A^T P & PB+C^T P L_m & 0 & C^T P L_m \\ B^T P+L^T_m P C & L^T_m P D+D^T P L_m & 0 & D^T P L_m \\ 0 & 0 & 0 & 0 \\ L^T_n P C & L^T_n P D & 0 & 0 \end{pmatrix} \]

\[F_2(P(\cdot); b, \sigma, g) = \begin{pmatrix} P A + A^T P & P B + C^T P L_m & 0 & C^T P L_m \\ B^T P + L^T_m P C & L^T_m P D + D^T P L_m & 0 & D^T P L_m \\ 0 & 0 & 0 & 0 \\ L^T_n P C & L^T_n P D & 0 & 0 \end{pmatrix} \]
is linear in \((b, \sigma, g)\), and
\[
F_2(P(\cdot); b, \sigma, g) = \begin{pmatrix}
C^T P C & C^T P D & 0 & 0 \\
D^T P C & D^T P D & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} = \begin{pmatrix}
\sigma^T P(t) \sigma & 0 \\
0 & 0
\end{pmatrix} \geq 0.
\]

Thus, \(\rho \mapsto F(P(\cdot), \rho; b, \sigma, g)\) and \((b, \sigma, g) \mapsto F(P(\cdot), \rho; b, \sigma, g)\) are convex, and \((3.27)\) follows. Similarly, we have

\[
G(P(\cdot), \rho; \gamma, h) = G_0(P(\cdot)) + \rho G_1(P(\cdot); \gamma, h) + \rho^2 G_2(P(\cdot); \gamma, h),
\]
where

\[
G_0(P(\cdot)) = G(P(\cdot), 0; \gamma, h)
\]

\[
\begin{pmatrix}
J_n P(T) J_n - J_m P(0) J_m & J_n P(T) J_m - J_m P(0) J_n \\
J_m P(T) J_n - J_n P(0) J_m & J_m P(T) J_m - J_n P(0) J_n
\end{pmatrix}
\]

is independent of \((\gamma, h)\), satisfying \((3.26)\) by \((3.24)\),

\[
G_1(P(\cdot); \gamma, h) = \begin{pmatrix}
J_n P(T) H^T P(T) J_m - (J_m P(0) \Gamma + \Gamma^T P(0) J_m) \Gamma^T & H^T P(T) J_m - \Gamma^T P(0) J_n \\
J_m P(T) H - J_n P(0) \Gamma & 0
\end{pmatrix}
\]
is linear in \((\gamma, h)\), and

\[
G_2(P(\cdot); \gamma, h) = \begin{pmatrix}
H^T P(T) H & 0 \\
0 & 0
\end{pmatrix} = \begin{pmatrix}
\rho^2 P_2(T) & 0 \\
0 & 0
\end{pmatrix} \leq 0,
\]
which gives the concavity of \(\rho \mapsto G(P(\cdot), \rho; \gamma, h)\) and \((\gamma, h) \mapsto G(P(\cdot), \rho; \gamma, h)\), and \((3.28)\) follows immediately. \(\square\)

Next, for \((b, \sigma, g, \gamma, h) \in G^2\), denote

\[
(b(t, \theta) = b_0(t, \theta) = (b_x(t, \theta), b_y(t, \theta), b_z(t, \theta)),
\]
\[
\sigma(t, \theta) = \sigma_0(t, \theta) = (\sigma_x(t, \theta), \sigma_y(t, \theta), \sigma_z(t, \theta)),
\]
\[
g(t, \theta) = g_0(t, \theta) = (g_x(t, \theta), g_y(t, \theta), g_z(t, \theta)),
\]
\[
\gamma(\xi, y) = (\gamma_x(\xi, y), \gamma_y(\xi, y)), \quad h(\xi, y) = (h_x(\xi, y), h_y(\xi, y)),
\]
for any \((t, \theta) \in [0, T] \times \mathbb{M}, \xi \in \mathcal{X}\) (and \(\omega \in \Omega\) which has been suppressed). Note that for given \((\xi, y) \in \mathcal{X}\times \mathbb{R}^m\), \(\gamma^2(\xi, y) : \mathcal{X}_n^2 \to (\mathcal{X}_n^2)^* \equiv \mathcal{X}_n^2, \gamma_y(\xi, y) : \mathbb{R}^m \to \mathbb{R}^n, h_x(\xi, y) : \mathcal{X}_n^2 \to \mathcal{X}_m^2, \) and \(h_y(\xi, y) : \mathbb{R}^m \to \mathcal{X}_m^2\) are all linear bounded operators, with the operator norms all uniformly bounded. Note that since \(\mathcal{X}_n^2 \equiv L_2^2(\Omega; \mathbb{R})^n\), in the above, we regard \(\gamma^2(\xi, y)\) as an \(\mathbb{R}^n\)-valued linear functional (meaning that it consists of \(n\) components and each of them is a linear functional). A similar result applies to \(h_x(\xi, y)\) and \(h_y(\xi, y)\).

Now, for any continuously differentiable function \(P : [0, T] \to \mathcal{S}^{n+m}\), we define

\[
\begin{align*}
F(P(\cdot), \rho; t, \theta) &= F(P(\cdot), \rho; b(t, \theta), \sigma(t, \theta), g(t, \theta)), \\
G(P(\cdot), \rho; \xi, y) &= G(P(\cdot), \rho; \gamma(\xi, y), h(\xi, y)).
\end{align*}
\]
Definition 3.3. Let $P \equiv \begin{pmatrix} P_1 & \Psi^T \\ \Psi & P_2 \end{pmatrix} : [0, T] \to S^{n+m}$ be continuously differentiable such that (3.24) holds.

(i) $P(\cdot)$ is called a type (I) Lyapunov operator of the generator $(b, \sigma, g, \gamma, h)$ if there exist constants $\mu, K > 0$ such that

$$
\begin{align*}
F(P(\cdot), 1; t, \theta) &\leq \begin{pmatrix} -\mu g_T^T g \xi & 0 \\ 0 & 0 \end{pmatrix}, \\
G(P(\cdot), 1; \xi, y) &\geq \begin{pmatrix} \mu \|h_\xi\|_{\infty}, J_n \\ 0 \end{pmatrix},
\end{align*}
$$

(3.31)

(ii) $P(\cdot)$ is called a type (II) Lyapunov operator of the generator $(b, \sigma, g, \gamma, h)$ if there exist constants $\mu, K > 0$ such that

$$
\begin{align*}
F(P(\cdot), 1; t, \theta) &\leq \begin{pmatrix} 0 & 0 \\ -\mu \left\{ b_T^T \left( b, b \right) + 2 \sigma_T^T \left( \sigma, \sigma \right) \right\} & 0 \\ 0 & 0 \end{pmatrix}, \\
G(P(\cdot), 1; \xi, y) &\geq \begin{pmatrix} \mu \|\gamma\|_{\infty}, J_n \\ 0 \end{pmatrix},
\end{align*}
$$

(3.32)

(iii) $P(\cdot)$ is called a type (III) Lyapunov operator of the generator $(b, \sigma, g, \gamma, h)$ if there exist constants $\mu, K > 0$ such that

$$
\begin{align*}
F(P(\cdot), 1; t, \theta) &\leq \begin{pmatrix} -\mu \|b\|_{\infty}, J_n \\ 0 & 0 \end{pmatrix}, \\
G(P(\cdot), 1; \xi, y) &\geq \begin{pmatrix} \mu \|\gamma\|_{\infty}, J_n \\ 0 \end{pmatrix}.
\end{align*}
$$

(3.33)

Before going further, let us make a comment. Suppose the generator $(b, \sigma, g, \gamma, h) \in \mathcal{G}^2$ admits a type (III) Lyapunov operator $P(\cdot)$ and $\Theta(\cdot) \in \mathcal{M}^2[0, T]$ is an adapted solution of FBSDE (1.1)), and let $(b, \sigma, g, \gamma, h) = 0$ (thus $\Theta(\cdot) = 0$ is an adapted solution of the corresponding (1.1)). Then we can show that (see the proof of Proposition 3.4)

$$
\begin{align*}
\mathbb{E} \left\{ \left( P(T) \begin{pmatrix} X(T) \\ Y(T) \end{pmatrix}, \begin{pmatrix} X(T) \\ Y(T) \end{pmatrix} \right) - \left( P(0) \begin{pmatrix} X(0) \\ Y(0) \end{pmatrix}, \begin{pmatrix} X(0) \\ Y(0) \end{pmatrix} \right) \right\} \\
\leq \mathbb{E} \int_0^T \left\{ -\mu \left[ |X(t)|^2 + |Y(t)|^2 + |Z(t)|^2 \right] \\
+ K \left[ |b(t, 0)|^2 + |\sigma(t, 0)|^2 + |g(t, 0)|^2 \right] \right\} dt.
\end{align*}
$$

(3.34)

Therefore, $(t, x, y) \mapsto \langle P(t) \begin{pmatrix} x \\ y \end{pmatrix}, \begin{pmatrix} x \\ y \end{pmatrix} \rangle$ looks like a Lyapunov function. Due to this, we borrow the name “Lyapunov operator” for $P(\cdot)$. But, we point out that $P(\cdot)$ is not even positive semi-definite!

From the definition, we see that if $P(\cdot)$ is a type (III) Lyapunov operator of $(b, \sigma, g, \gamma, h)$, then it is both a type (I) and a type (II) Lyapunov operator for the given generator. Note that since $P(\cdot) \mapsto F(P(\cdot), \rho; t, \theta)$ and $P(\cdot) \mapsto G(P(\cdot), \rho; \xi, y)$
Let Proposition 3.4. present in the current paper do fully cover those found in [23].

The notion of a bridge did not fully cover the results of [23], whereas, the results of fields associated with the single generator (operators of a given generator (b, σ, g, γ, h) is linear, the set of all type (I) (resp. type (II) and type (III)) Lyapunov operators of the generator (b, σ, g, γ, h), so is νP(·) for any constant ν > 0.

Different from the notion of bridge introduced in [28], the Lyapunov operator introduced here has the following features: (i) Map γ appears, which depends on (ξ, y), but map h is allowed to depend on y (these make the existence of Lyapunov operators more difficult); (ii) P(·) is defined through the matrix-valued random fields associated with the single generator (b, σ, g, γ, h) (defined by (3.22)), which will be easier to use in applications. We note that the results obtained in [28] with the notion of a bridge did not fully cover the results of [23], whereas, the results presented in the current paper do fully cover those found in [23].

The following result gives the (uniform) stability of adapted solutions to FBSDE (3.7) when the generator (b, σ, g, γ, h) admits a Lyapunov operator.

**Proposition 3.4.** Let (b, σ, g, γ, h) ∈ G² admit a Lyapunov operator P(·) of either type (I) or (II) and satisfy both (3.15) and (3.18). For any ρ ∈ [0, 1], let Θρ(·) ≡ (Xρ(·), Yρ(·), Zρ(·)) ∈ M²[0, T] be an adapted solution of FBSDE (3.7) with some (b₀(·), σ₀(·), g₀(·), γ₀, h₀) ∈ G₀, and let Θ̃ρ(·) ≡ ( ¯Xρ(·), ¯Yρ(·), ¯Zρ(·)) ∈ M²[0, T] be an adapted solution of FBSDE (3.7) corresponding to another generator (b, σ, g, γ, h) ∈ G² and some (b₀(·), σ₀(·), g₀(·), γ₀, h₀) ∈ G₀. Then

\[
\begin{align*}
\|\Thetaρ(·)−Θ̃ρ(·)\|^2_{M²[0,T]} & \equiv E\left\{ \sup_{t \in [0,T]} |Xρ(t)−X̃ρ(t)|^2 + \sup_{t \in [0,T]} |Yρ(t)−Ỹρ(t)|^2 + \int_0^T |Zρ(t)−Z̃ρ(t)|^2 dt \right\} \\
& \leq KE\left\{ |γ₀−γ|² + |\bar{h}_0−h₀|² + |\gamma(\bar{X}_ρ(T),\bar{Y}_ρ(0))−γ(\bar{X}_ρ(T),\bar{Y}_ρ(0))|^2 \\
& + |\bar{h}(\bar{X}_ρ(0),\bar{Y}_ρ(T))−h(\bar{X}_ρ(0),\bar{Y}_ρ(T))|^2 + \int_0^T \left( |\bar{b}_0(t)−b₀(t)|² + |\bar{g}_0(t)−g₀(t)|² + |\bar{\gamma}_0−\gamma(\bar{X}_ρ(t),\bar{Y}_ρ(t))|^2 \\
& + |\bar{\gamma}(\bar{X}_ρ(t),\bar{Y}_ρ(t))−\gamma(\bar{X}_ρ(t),\bar{Y}_ρ(t))|^2 + |\bar{\gamma}_0−\gamma₀|^2 + |\bar{\gamma}_0−\gamma₀|^2 + |\bar{\gamma}_0−\gamma₀|^2 \right) dt \right\},
\end{align*}
\]

uniformly in ρ ∈ [0, 1]. In particular, if (b, σ, g, γ, h) = (b, σ, g, γ, h), then

\[
\begin{align*}
\|\Thetaρ(·)−Θ̃ρ(·)\|^2_{M²[0,T]} & \equiv E\left\{ \sup_{t \in [0,T]} |Xρ(t)−X̃ρ(t)|^2 + \sup_{t \in [0,T]} |Yρ(t)−Ỹρ(t)|^2 + \int_0^T |Zρ(t)−Z̃ρ(t)|^2 dt \right\} \\
& \leq KE\left\{ |γ₀−γ|² + |\bar{h}_0−h₀|^2 \\
& + \int_0^T \left( |\bar{b}_0(t)−b₀(t)|² + |\bar{g}_0(t)−g₀(t)|² + |\bar{\gamma}_0−\gamma₀|^2 \right) dt \right\},
\end{align*}
\]

uniformly in ρ ∈ [0, 1].

Moreover, if P(·) is a type (III) Lyapunov operator of the generator (b, σ, g, γ, h), then the above holds without conditions (3.15) and (3.18).
Proof. It suffices to consider the case that all the involved functions in (3.38) are bounded. For the general case, we can use standard approximation. We adopt the notation in (3.9)–(3.13), and (3.29). Similarly, we denote

\[ f(t) = \int_0^t f(\cdot) \, d\alpha, \quad f^\alpha = f(X_\rho(T) + \alpha \hat{X}(T), Y_\rho(0) + \alpha \hat{Y}(0)), \]

for \( f(\cdot) = g(\cdot), h(\cdot), \)

\[ \tilde{f}(t) = \int_0^t f^\alpha(t) \, d\alpha, \quad f^\alpha(t) = f(t, \Theta_\rho(t) + \alpha \hat{\Theta}(t)), \]

for \( f(\cdot) = b(\cdot), \sigma(\cdot), g(\cdot). \)

Now, applying Itô’s formula to \( \langle P(\cdot) \left( \hat{X}(\cdot), \hat{Y}(\cdot) \right), \left( \hat{X}(\cdot), \hat{Y}(\cdot) \right) \rangle \), we get

\[
\begin{align*}
(3.37) \quad \mathbb{E} \langle P(T) \left( \hat{X}(T), \hat{Y}(T) \right), \left( \hat{X}(T), \hat{Y}(T) \right) \rangle - \langle P(0) \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right), \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right) \rangle \\
= \mathbb{E} \left\{ \langle P(t) \left( \hat{X}(t), \hat{Y}(t) \right), \left( \hat{X}(t), \hat{Y}(t) \right) \rangle + 2 \langle P(t) \left( \hat{X}(t), \hat{Y}(t) \right), \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right) \rangle \\
+ \langle P(t) \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(t) \right), \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right) \rangle \right\} \, dt.
\end{align*}
\]

We first assume that \( P(\cdot) \) is a type (I) Lyapunov operator. Let us look at each side of (3.37) separately. Observe

\[
\mathbb{E} \langle P(T) \left( \hat{X}(T), \hat{Y}(T) \right), \left( \hat{X}(T), \hat{Y}(T) \right) \rangle - \langle P(0) \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right), \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right) \rangle \\
= \mathbb{E} \left\{ \langle P(0) \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right), \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right) \rangle \\
- \langle P(0) \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right), \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right) \rangle \right\},
\]

where, making use of Lemma 3.2,

\[
\mathcal{G}(P(\cdot), \rho) = \mathcal{G}(P(\cdot), \rho) \int_0^1 \tilde{\gamma}^\alpha \, d\alpha \geq \int_0^1 \mathcal{G}(P(\cdot), \rho, \tilde{\gamma}^\alpha, \tilde{\alpha}) \, d\alpha \\
\geq \left( \mu |h_{\tilde{\gamma}}| J_n + \rho |h_{\tilde{\gamma}}| J_n \right) \geq \left( \begin{array}{cc} \mu |h_{\tilde{\gamma}}| J_n & 0 \\ 0 & -K I_{n+m} \end{array} \right) \geq \left( \begin{array}{cc} \mu |h_{\tilde{\gamma}}| J_n & 0 \\ 0 & 0 I_m \end{array} \right) \\
0 & 0 \right).
\]

Consequently,

\[
\begin{align*}
\mathbb{E} \langle P(T) \left( \hat{X}(T), \hat{Y}(T) \right), \left( \hat{X}(T), \hat{Y}(T) \right) \rangle - \langle P(0) \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right), \left( \rho_{\tilde{\gamma} + \delta_0 \gamma}, \hat{Y}(0) \right) \rangle \\
\geq \mu |h_{\tilde{\gamma}}| \hat{X}(T) |^2 - K \left[ |\tilde{\gamma}|^2 + |\delta_0 \gamma|^2 + |\delta h|^2 + |\delta h_0|^2 \right].
\end{align*}
\]
On the other hand, for the right hand side of (3.37), we have

\[
\langle \mathcal{P} \left( \vec{X}, \vec{Y} \right), \left( \vec{X}, \vec{Y} \right) \rangle + 2 \langle \mathcal{P} \left( \rho \hat{\sigma} + \delta \hat{h}_0, \rho \hat{\sigma} + \delta \hat{h}_0 \right), \left( \vec{X}, \vec{Y} \right) \rangle + \langle \mathcal{P} \left( \rho \hat{\sigma} + \delta \sigma_0, \frac{Z}{\hat{Z}} \right), \left( \rho \hat{\sigma} + \delta \sigma_0 \right) \rangle
\]

\[
= \langle \mathcal{P} \left( \vec{X}, \vec{Y} \right), \left( \vec{X}, \vec{Y} \right) \rangle + 2 \langle \mathcal{P} \left( \rho h_0 + \delta h + \delta \hat{h}_0, \rho h_0 + \delta \hat{h}_0 \right), \left( \vec{X}, \vec{Y} \right) \rangle
\]

\[
+ \langle \mathcal{P} \left( \rho h_0 + \delta h + \delta \sigma_0 \right), \frac{Z}{\hat{Z}} \rangle, \left( \rho h_0 + \delta h + \delta \sigma_0 \right) \rangle
\]

\[
= \langle \mathcal{F}(\mathcal{P}(\cdot), \rho; t), \left( \vec{X}, \vec{Y} \right) \rangle
\]

where, making use of Lemma 3.2 again,

\[
\mathcal{F}(\mathcal{P}(\cdot), \rho; t) = \mathcal{F}(\mathcal{P}(\cdot), \rho; t) \int_0^1 \mathcal{b}^\alpha(t) d\alpha, \int_0^1 \mathcal{\sigma}^\alpha(t) d\alpha, \int_0^1 \mathcal{g}^\alpha(t) d\alpha
\]

\[
\leq \int_0^1 \mathcal{F}(\mathcal{P}(\cdot), \rho; \mathcal{b}^\alpha(t), \mathcal{\sigma}^\alpha(t), \mathcal{g}^\alpha(t)) d\alpha \leq \left( \begin{array}{ccc}
-\mu_0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & K I_{2n+m}
\end{array} \right)
\]

This leads to

\[
\langle \mathcal{P} \left( \vec{X}, \vec{Y} \right), \left( \vec{X}, \vec{Y} \right) \rangle + 2 \langle \mathcal{P} \left( \rho \hat{\sigma} + \delta \hat{h}_0, \rho \hat{\sigma} + \delta \hat{h}_0 \right), \left( \vec{X}, \vec{Y} \right) \rangle + \langle \mathcal{P} \left( \rho \hat{\sigma} + \delta \sigma_0, \frac{Z}{\hat{Z}} \right), \left( \rho \hat{\sigma} + \delta \sigma_0 \right) \rangle
\]

\[
\leq -\mu \| \bar{g}_x \|_2^2 + K (|\delta h|^2 + |\delta h_0|^2 + |\delta \sigma|^2 + |\delta \sigma_0|^2 + |\delta g|^2 + |\delta g_0|^2).
\]

Hence, we obtain

\[
\mu \mathbb{E} \left[ |\bar{h}_x \|_2^2 \int_0^T |g_x \|_2^2 dt \right] \leq K \mathbb{E} \left\{ |\delta \gamma|^2 + |\delta \gamma_0|^2 + |\delta h|^2 + |\delta h_0|^2
\]

\[
+ \int_0^T \left[ |\delta h|^2 + |\delta h_0|^2 + |\delta \sigma|^2 + |\delta \sigma_0|^2 + |\delta g|^2 + |\delta g_0|^2 \right] dt \}. \]

Applying (iii) of Proposition 3.1, one has

\[
\| \hat{\Theta}(\cdot) \|_{L^2([0,T])}^2 \leq \mathbb{E} \left[ \sup_{t \in [0,T]} |\bar{X}(t)|^2 + \sup_{t \in [0,T]} |\bar{Y}(t)|^2 + \int_0^T |\bar{Z}(t)|^2 dt \right]
\]

\[
(3.38) \leq K \mathbb{E} \left\{ |\delta \gamma|^2 + |\delta \gamma_0|^2 + |\delta h|^2 + |\delta h_0|^2
\]

\[
+ \int_0^T \left[ |\delta h|^2 + |\delta h_0|^2 + |\delta \sigma|^2 + |\delta \sigma_0|^2 + |\delta g|^2 + |\delta g_0|^2 \right] dt \}. \]
Similarly we can show the conclusion for the case that \( P(\cdot) \) is a type (II) Lyapunov operator. In the case that \( P(\cdot) \) is a type (III) Lyapunov operator, we can obtain directly from (3.37) that

\[
\mathbb{E}\left\{ |\hat{X}(T)|^2 + |\hat{Y}(0)|^2 + \int_0^T \left[ |\hat{X}(t)|^2 + |\hat{Y}(t)|^2 + |\hat{Z}(t)|^2 \right] dt \right\} 
\leq K \mathbb{E}\left\{ |\delta\gamma|^2 + |\delta\gamma_0|^2 + |\delta h|^2 + |\delta h_0|^2 
+ \int_0^T \left[ |\delta b|^2 + |\delta b_0|^2 + |\delta\sigma|^2 + |\delta\sigma_0|^2 + |\delta g|^2 + |\delta g_0|^2 \right] dt \right\}.
\]

Then (3.38) follows without conditions (3.15) and (3.18). \( \square \)

Note that in order to have (3.35), we only require that the generator \((b, \sigma, g, \gamma, h)\) admits a Lyapunov operator, and no such condition is required for the other generator \((\bar{b}, \sigma, \bar{g}, \bar{\gamma}, \bar{h})\). The above proposition tells us that when \((b, \sigma, g, \gamma, h) \in \mathcal{G}^2\) admits a type (III) Lyapunov operator, or admits a type (I) or (II) Lyapunov operator, and (4.13) and (4.18) hold, then the adapted solution is unique.

4. Well-posedness of FBSDEs

We are now at the position to state and prove the following theorem concerning the well-posedness of FBSDE (1.1).

**Theorem 4.1.** For some \( p \geq 2 \), let \((b, \sigma, g, \gamma, h) \in \mathcal{G}^p \) satisfy (3.15) and (3.18), and admit a type (I) or (II) Lyapunov operator \( P(\cdot) \). Then FBSDE (1.1) admits a unique adapted solution \( \Theta(\cdot) \equiv (X(\cdot), Y(\cdot), Z(\cdot)) \in \mathcal{M}^p[0, T] \). Moreover, the following estimate holds:

\[
\left\| \Theta(\cdot) \right\|_{\mathcal{M}^p[0, T]} = \mathbb{E}\left\{ \sup_{t \in [0, T]} |X(t)|^p + \sup_{t \in [0, T]} |Y(t)|^p + \left( \int_0^T |Z(t)|^2 dt \right)^{\frac{p}{2}} \right\} 
\leq K \mathbb{E}\left\{ |\gamma(0, 0)|^p + |h(0, 0)|^p + \left( \int_0^T |b(t, 0)| dt \right)^p + \left( \int_0^T |g(t, 0)| dt \right)^p 
+ \left( \int_0^T |\sigma(t, 0)|^2 dt \right)^{\frac{p}{2}} \right\}.
\]

Furthermore, if \( \Theta(\cdot) \equiv (X(\cdot), Y(\cdot), Z(\cdot)) \in \mathcal{M}^p[0, T] \) is an adapted solution of (1.1) corresponding to \((\bar{b}, \bar{\sigma}, \bar{g}, \bar{\gamma}, \bar{h}) \in \mathcal{G}^p\), then the following stability estimate holds:

\[
\left\| \Theta(\cdot) - \Theta(\cdot) \right\|_{\mathcal{M}^p[0, T]} 
\leq \mathbb{E}\left\{ \sup_{t \in [0, T]} |\bar{X}(t) - X(t)|^p + \sup_{t \in [0, T]} |\bar{Y}(t) - Y(t)|^p + \left( \int_0^T |\bar{Z}(t) - Z(t)|^2 dt \right)^{\frac{p}{2}} \right\} 
\leq K \mathbb{E}\left\{ |\gamma(0, 0)|^p + |h(0, 0)|^p + \left( \int_0^T |\bar{b}(t, \Theta(t)) - b(t, \Theta(t))| dt \right)^p + \left( \int_0^T |\bar{g}(t, \Theta(t)) - g(t, \Theta(t))| dt \right)^p 
+ \left( \int_0^T |\bar{\sigma}(t, \Theta(t)) - \sigma(t, \Theta(t))|^2 dt \right)^{\frac{p}{2}} \right\}.
\]

If $P(\cdot)$ is a type (III) Lyapunov operator of $(b, \sigma, g, \gamma, h)$, then (3.15) and (3.18) are not necessary.

Note that in [28], a similar result was proved for the case $p = 2$, $\|\gamma\|_\infty = \|\gamma_y\|_\infty = \|h_y\|_\infty = 0$. From the FBSDEs theory point of view, Theorem 4.1 is a very natural and desirable improvement of the result in [28]. On the other hand, as we pointed out earlier, the $L^p$-estimate (for $p > 2$) will be very crucial in the study of necessary conditions of optimal controls for FBSDEs.

The proof of the above theorem looks somehow similar to that given in [28]. However, some crucial modifications are necessary. The following lemma will play an interesting role in the proof of Theorem 4.1.

**Lemma 4.1.** Suppose $p \geq 2$ and the sequence $\Theta^k(\cdot) \in \mathcal{M}^p(0, T]$ $(k \geq 1)$ satisfies

\begin{align}
\|\Theta^k(\cdot)\|_{\mathcal{M}^p[0, T]} &\leq K, \quad k \geq 1, \\
\lim_{k \to \infty} \|\Theta^k(\cdot) - \Theta(\cdot)\|_{\mathcal{M}^2[0, T]} &= 0.
\end{align}

Then $\Theta(\cdot) \in \mathcal{M}^p[0, T]$.

**Proof.** Let $\Theta^k(\cdot) = (X^k(\cdot), Y^k(\cdot), Z^k(\cdot))$ and $\Theta(\cdot) = (X(\cdot), Y(\cdot), Z(\cdot))$. According to our condition, we may assume that

$$\lim_{k \to \infty} X^k(t, \omega) = X(t, \omega), \quad \text{a.e. } t \in [0, T], \omega \in \Omega.$$ 

Also, for any $r > 1$, we have

$$E\left[ \int_0^T |X^k(t)|^r dt \right]^{\frac{1}{r}} \leq T^\frac{1}{r} \sup_{t \in [0, T]} |X^k(t)|^r \leq T^\frac{1}{r} \|\Theta^k(\cdot)\|_{\mathcal{M}^p[0, T]}^r \leq K,$$

with $K$ independent of $r > 1$. By Fatou’s lemma, sending $k \to \infty$ in the above, we have

$$E\left[ \int_0^T |X(t)|^r dt \right]^{\frac{1}{r}} \leq K, \quad \forall r > 1.$$ 

Now, using Fatou’s Lemma again, sending $r \to \infty$, we obtain

$$E\left[ \sup_{t \in [0, T]} |X(t)|^p \right] \leq K.$$ 

Similarly, we can show that

$$E\left[ \sup_{t \in [0, T]} |Y(t)|^p \right] \leq K, \quad E\left( \int_0^T |Z(t)|^2 dt \right)^{\frac{1}{2}} \leq K.$$ 

Thus $\Theta(\cdot) \in \mathcal{M}^p[0, T]$. \hfill $\square$

**Proof of Theorem 4.1.** For $p \geq 1$, let $\mathcal{G}_0^p$ be the set of all 5-tuples $(b_0, \sigma_0, g_0, \gamma_0, h_0) \in \mathcal{G}_0^p$ satisfying the following:

\begin{equation}
\begin{aligned}
b_0(\cdot) &\in L^p_\mathbb{F}(\Omega; L^2(0, T; \mathbb{R}^n)), & g_0(\cdot) &\in L^p_\mathbb{F}(\Omega; L^2(0, T; \mathbb{R}^m)),
\end{aligned}
\end{equation}
and let $\tilde{G}^p$ be the set of all $(b, \sigma, g, \gamma, h) \in G^p$ such that

\begin{equation}
(b(\cdot, 0), \sigma(\cdot, 0), g(\cdot, 0), \gamma(0), h(0)) \in \tilde{G}^p.
\end{equation}

We first let $(b, \sigma, g, \gamma, h) \in \tilde{G}^p$ and take $(b_0, \sigma_0, g_0, \gamma_0, h_0) \in \tilde{G}^p$. Let $\rho \in [0, 1)$. Suppose the following coupled FBSDE admits a unique adapted solution $\Theta_\rho(\cdot) = (X_\rho(\cdot), Y_\rho(\cdot), Z_\rho(\cdot)) \in M^p[0, T]$:

\begin{equation}
\begin{cases}
    dX_\rho(t) = [\rho b(t, \Theta_\rho(t)) + b_0(t)]dt + [\rho \sigma(t, \Theta_\rho(t)) + \sigma_0(t)]dW(t), \\
    dY_\rho(t) = [\rho g(t, \Theta_\rho(t)) + g_0(t)]dt + Z_\rho(t)dW(t), \\
    X_\rho(0) = \rho \gamma(X_\rho(T), Y_\rho(0)) + \gamma_0, \\
    Y_\rho(T) = \rho h(X_\rho(T), Y_\rho(0)) + h_0,
\end{cases}
\end{equation}

and the following estimate holds:

\begin{equation}
\|\Theta_\rho(\cdot)\|_{M^p[0, T]}^2 \leq K \mathbb{E}\left\{ \sup_{t \in [0, T]} |X_\rho(t)|^p + \sup_{t \in [0, T]} |Y_\rho(t)|^p + \left( \int_0^T |Z_\rho(t)|^2 dt \right)^{\frac{p}{2}} \right. \\
+ \left. \left[ \int_0^T (|\sigma(t)| + |\sigma_0(t)|)^2 dt \right]^\frac{p}{2} + \left[ \int_0^T (|g(t)| + |g_0(t)|)^2 dt \right]^\frac{p}{2} \right\}.
\end{equation}

Clearly, the above holds if $\rho = 0$. Now, let $\varepsilon > 0$ such that $\rho + \varepsilon \in [0, 1]$. Consider the following coupled FBSDE:

\begin{equation}
\begin{cases}
    dX_{\rho+\varepsilon}(t) = [(\rho + \varepsilon)b(t, \Theta_{\rho+\varepsilon}(t)) + b_0(t)]dt \\
    + [(\rho + \varepsilon)\sigma(t, \Theta_{\rho+\varepsilon}(t)) + \sigma_0(t)]dW(t), \\
    dY_{\rho+\varepsilon}(t) = [(\rho + \varepsilon)g(t, \Theta_{\rho+\varepsilon}(t)) + g_0(t)]dt + Z_{\rho+\varepsilon}(t)dW(t), \\
    X_{\rho+\varepsilon}(0) = (\rho + \varepsilon)\gamma(X_{\rho+\varepsilon}(T), Y_{\rho+\varepsilon}(0)) + \gamma_0, \\
    Y_{\rho+\varepsilon}(T) = (\rho + \varepsilon)h(X_{\rho+\varepsilon}(T), Y_{\rho+\varepsilon}(0)) + h_0.
\end{cases}
\end{equation}

To obtain the (unique) solvability of the above FBSDE, we introduce the following sequence of FBSDEs:

\begin{equation}
\begin{cases}
    \Theta^0(t) \overset{\Delta}{=} (X^0(t), Y^0(t), Z^0(t)) \equiv 0, \\
    dX^{k+1}(t) = [(\rho + \varepsilon)\sigma(t, \Theta^{k+1}(t)) + \sigma_0(t)]dW(t), \\
    dY^{k+1}(t) = [(\rho + \varepsilon)b(t, \Theta^{k+1}(t)) + b_0(t)]dt + [\rho \sigma(t, \Theta^{k+1}(t)) + \sigma_0(t)]dW(t), \\
    dY^{k+1}(t) = [(\rho + \varepsilon)b(t, \Theta^{k+1}(t)) + b_0(t)]dt + [\rho \sigma(t, \Theta^{k+1}(t)) + \sigma_0(t)]dW(t), \\
    X^{k+1}(0) = \rho \gamma(X^{k+1}(T), Y^{k+1}(0)) + \gamma_0, \\
    Y^{k+1}(T) = \rho h(X^{k+1}(T), Y^{k+1}(0)) + h_0.
\end{cases}
\end{equation}
By our assumption, inductively, for each $k \geq 0$, as long as $\Theta^k(\cdot) \in M^p[0, T]$, the above FBSDE admits a unique adapted solution $\Theta^{k+1}(\cdot) \in M^p[0, T]$. Furthermore, (4.11)

$$
\|\Theta^{k+1}(\cdot)\|^p_{M^p[0,T]} = E\left\{ \sup_{t \in [0,T]} |X^{k+1}(t)|^p + \sup_{t \in [0,T]} |Y^{k+1}(t)|^p + \left( \int_0^T |Z^{k+1}(t)|^2 dt \right)^{\frac{p}{2}} \right\}
$$

$$
\leq K E \left\{ \left( |\gamma(0,0)| + |\gamma_0| \right)^p + \left( |h(0,0)| + |h_0| \right)^p + \left( |X^k(T)| + |Y^k(0)| \right)^p \\
+ \left[ \int_0^T \left| b(t,0)| + |b(\Theta^k(t)) + b_0(t)| \right|^2 dt \right]^{\frac{p}{2}}
+ \left[ \int_0^T \left| \sigma(t,0) + |\sigma(t,\Theta^k(t)) + \sigma_0(t)| \right|^2 dt \right]^{\frac{p}{2}}
+ \left[ \int_0^T \left| g(t,0) + |g(\Theta^k(t)) + g_0(t)| \right|^2 dt \right]^{\frac{p}{2}} \right\}
$$

$$
\leq K \varepsilon^p \|\Theta^k(\cdot)\|^p_{M^p[0,T]} + K E \left\{ \left( |\gamma(0,0)| + |\gamma_0| \right)^p + \left( |h(0,0)| + |h_0| \right)^p \\
+ \left[ \int_0^T \left| b(t,0)| + |b(\Theta^k(t)) \right|^2 dt \right]^{\frac{p}{2}} + \left[ \int_0^T \left| \sigma(t,0) + |\sigma(t,\Theta^k(t)) \right|^2 dt \right]^{\frac{p}{2}}
+ \left[ \int_0^T \left| g(t,0) + |g(\Theta^k(t)) \right|^2 dt \right]^{\frac{p}{2}} \right\}.
$$

Now, since $(b, \sigma, g, \gamma, h)$ satisfies (4.14) and (4.18) and admits a type (I) or type (II) Lyapunov operator $P(\cdot)$, by Proposition 3.4, we obtain

$$
\|\Theta^{k+1}(\cdot) - \Theta^k(\cdot)\|^p_{M^p[0,T]} = E\left\{ \sup_{t \in [0,T]} |X^{k+1}(t) - X^k(t)|^2 \\
+ \sup_{t \in [0,T]} |Y^{k+1}(t) - Y^k(t)|^2 + \int_0^T |Z^{k+1}(t) - Z^k(t)|^2 dt \right\}
$$

$$
\leq \varepsilon^2 K E \left\{ |\gamma(X^k(T), Y^k(0)) - \gamma(X^{k-1}(T), Y^{k-1}(0))|^2 \\
+ |h(X^k(T), Y^k(0)) - h(X^{k-1}(T), Y^{k-1}(0))|^2
+ \int_0^T \left| b(t, \Theta^k(t)) - b(t, \Theta^{k-1}(t)) \right|^2 dt + |\sigma(t, \Theta^k(t)) - \sigma(t, \Theta^{k-1}(t))|^2
+ \int_0^T \left| g(t, \Theta^k(t)) - g(t, \Theta^{k-1}(t)) \right|^2 dt \right\}
$$

$$
\leq \varepsilon^2 K_0 \|\Theta^k(\cdot) - \Theta^{k-1}(\cdot)\|^2_{M^2[0,T]},
$$

Here, $K_0 > 0$ is an absolute constant (independent of $k \geq 1$). Thus, taking $\varepsilon > 0$ small enough so that $\varepsilon K_0^{\frac{1}{2}} \leq \frac{1}{2}$, we obtain (4.13)

$$
\lim_{k \to \infty} \|\Theta^k(\cdot) - \Theta_{\rho + \varepsilon}(\cdot)\|_{M^p[0,T]} = 0,
$$
with

\[ \Theta_{p+\varepsilon}(\cdot) = \sum_{k=1}^{\infty} \left[ \Theta^k(\cdot) - \Theta^{k-1}(\cdot) \right], \]

which is the unique adapted solution of FBSDE (4.9). Furthermore, letting \( k \to \infty \) in (4.11) and making use of Lemma 4.2, we obtain

\[ \|\Theta_{p+\varepsilon}(\cdot)\|_{\mathbb{M}^p[0,T]} \]

\[ \leq K \varepsilon^p \|\Theta_p(\cdot)\|_{\mathbb{M}^p[0,T]} + K \mathbb{E} \left\{ \left[ \|\gamma(0,0)\| + |\gamma_0| \right]^p + \left[ \|h(0,0)\| + |h_0| \right]^p \right. \]

\[ + \left. \left[ \int_0^T \left( |b(t,0)| + |b_0(t)| \right)^2 dt \right]^\frac{p}{2} + \left[ \int_0^T \left( |g(t,0)| + |g_0(t)| \right)^2 dt \right]^\frac{p}{2} \]

\[ + \left[ \int_0^T \left( |\sigma(t,0)| + |\sigma_0(t)| \right)^2 dt \right]^\frac{p}{2} \right\}. \]

Note that the constant \( K \) in front of \( \varepsilon^p \) above is universal. Then choose an \( \varepsilon > 0 \) satisfying \( K \varepsilon^p \leq \frac{1}{4} \) so that the first term on the right hand side can be absorbed into the left hand side, leading to the following:

\[ \|\Theta_{p+\varepsilon}(\cdot)\|_{\mathbb{M}^p[0,T]}^p \]

\[ \leq K \mathbb{E} \left\{ \left[ \|\gamma(0,0)\| + |\gamma_0| \right]^p + \left[ \|h(0,0)\| + |h_0| \right]^p \right. \]

\[ + \left. \left[ \int_0^T \left( |b(t,0)| + |b_0(t)| \right)^2 dt \right]^\frac{p}{2} + \left[ \int_0^T \left( |g(t,0)| + |g_0(t)| \right)^2 dt \right]^\frac{p}{2} \]

\[ + \left[ \int_0^T \left( |\sigma(t,0)| + |\sigma_0(t)| \right)^2 dt \right]^\frac{p}{2} \right\}. \]

Continuing the above procedure, we obtain the solvability of the following coupled FBSDE:

\[ \begin{cases} 
  dX(t) = [b(t, \Theta(t)) + b_0(t)] dt + [\sigma(t, \Theta(t)) + \sigma_0(t)] dW(t), \\
  dY(t) = [g(t, \Theta(t)) + g_0(t)] dt + Z(t) dW(t), \\
  X(0) = \gamma(X(T), Y(0)) + \gamma_0, \quad Y(T) = h(X(T), Y(0)) + h_0,
\end{cases} \]

with the solution \( \Theta(\cdot) \) satisfying

\[ \|\Theta(\cdot)\|_{\mathbb{M}^p[0,T]}^p \]

\[ \leq K \mathbb{E} \left\{ \left[ \|\gamma(0,0)\| + |\gamma_0| \right]^p + \left[ \|h(0,0)\| + |h_0| \right]^p \right. \]

\[ + \left. \left[ \int_0^T \left( |b(t,0)| + |b_0(t)| \right)^2 dt \right]^\frac{p}{2} + \left[ \int_0^T \left( |g(t,0)| + |g_0(t)| \right)^2 dt \right]^\frac{p}{2} \]

\[ + \left[ \int_0^T \left( |\sigma(t,0)| + |\sigma_0(t)| \right)^2 dt \right]^\frac{p}{2} \right\}. \]
Thus, in particular, by taking $(b_0, \sigma_0, g_0, \gamma_0, h_0) = 0$, we obtain the solvability of FBSDE (1.1) with the estimate

$$
\|\Theta(\cdot)\|^p_{\mathcal{M}^p[0, T]} \leq \mathbb{E}\left\{\sup_{t \in [0, T]} |X(t)|^p + \sup_{t \in [0, T]} |Y(t)|^p + \left(\int_0^T |Z(t)|^2 dt\right)^{\frac{p}{2}}\right\}
$$

(4.19)

$$
\leq K \mathbb{E}\left\{\left|\gamma(0, 0)\right|^p + \left|h(0, 0)\right|^p + \left(\int_0^T |b(t, 0)|^2 dt\right)^{\frac{p}{2}} + \left(\int_0^T |g(t, 0)|^2 dt\right)^{\frac{p}{2}} + \left(\int_0^T |\sigma(t, 0)|^2 dt\right)^{\frac{p}{2}}\right\}.
$$

Now, let $\tilde{\Theta}(\cdot)$ be an adapted solution to (1.1) corresponding to $(\tilde{b}, \tilde{\sigma}, \tilde{g}, \tilde{\gamma}, \tilde{h}) \in \tilde{\mathcal{G}}^p$. Then, crucially, $\tilde{\Theta}(\cdot) - \Theta(\cdot)$ satisfies a linear FBSDE with the generator admitting a type (I) or type (II) Lyapunov operator $P(\cdot)$ the same as that for the generator $(b, \sigma, g, \gamma, h)$, and the corresponding conditions (3.15) and (3.18) hold. Hence, applying (4.19), we obtain the following stability estimate:

$$
\|\tilde{\Theta}(\cdot) - \Theta(\cdot)\|^p_{\mathcal{M}^p[0, T]} \leq \mathbb{E}\left\{\sup_{t \in [0, T]} |\tilde{X}(t) - X(t)|^p + \sup_{t \in [0, T]} |\tilde{Y}(t) - Y(t)|^p + \left(\int_0^T |\tilde{Z}(t) - Z(t)|^2 dt\right)^{\frac{p}{2}}\right\}
$$

(4.20)

$$
\leq K \mathbb{E}\left\{|\tilde{\gamma}(\tilde{X}(T), \tilde{Y}(0)) - \gamma(\tilde{X}(T), \tilde{Y}(0))|^p + |\tilde{h}(\tilde{X}(T), \tilde{Y}(0)) - h(\tilde{X}(T), \tilde{Y}(0))|^p + \left(\int_0^T |\tilde{b}(t, \tilde{\Theta}(t)) - b(t, \tilde{\Theta}(t))|^2 dt\right)^{\frac{p}{2}} + \left(\int_0^T |\tilde{g}(t, \tilde{\Theta}(t)) - g(t, \tilde{\Theta}(t))|^2 dt\right)^{\frac{p}{2}} + \left(\int_0^T |\tilde{\sigma}(t, \tilde{\Theta}(t)) - \sigma(t, \tilde{\Theta}(t))|^2 dt\right)^{\frac{p}{2}}\right\}.
$$

Note that (4.19) and (4.20) are not yet the same as (4.11) and (4.12). We need to refine those. To this end, we let $\Theta(\cdot) \equiv (\tilde{X}(\cdot), \tilde{Y}(\cdot), \tilde{Z}(\cdot)) \in \mathcal{M}^p[0, T]$ be the adapted solution to the following FBSDE:

$$
\begin{cases}
    d\tilde{X}(t) = b(t, 0) dt + \sigma(t, 0) dW(t), \\
    d\tilde{Y}(t) = g(t, 0) dt + Z(t) dW(t), \\
    \tilde{X}(0) = \gamma(0, 0), \quad \tilde{Y}(T) = h(0, 0).
\end{cases}
$$

(4.21)

Then it is standard that

$$
\|\Theta(\cdot)\|^p_{\mathcal{M}^p[0, T]} \leq \mathbb{E}\left\{\sup_{t \in [0, T]} |\tilde{X}(t)|^p + \sup_{t \in [0, T]} |\tilde{Y}(t)|^p + \left(\int_0^T |\tilde{Z}(t)|^2 dt\right)^{\frac{p}{2}}\right\}
$$

(4.22)

$$
\leq K \mathbb{E}\left\{|\gamma(0, 0)|^p + |h(0, 0)|^p + \left(\int_0^T |b(t, 0)|^2 dt\right)^{\frac{p}{2}} + \left(\int_0^T |g(t, 0)|^2 dt\right)^{\frac{p}{2}} + \left(\int_0^T |\sigma(t, 0)|^2 dt\right)^{\frac{p}{2}}\right\}.
$$
Consequently, the above, together with (1.20), gives

\[
\| \Theta(\cdot) \|_{M_p[0,T]}^p \leq 2^{p-1} \| \tilde{\Theta}(\cdot) - \Theta(\cdot) \|_{M_p[0,T]}^p + 2^{p-1} \| \tilde{\Theta}(\cdot) \|_{M_p[0,T]}^p \\
\leq K \mathbb{E} \left\{ |\gamma(0,0) - \gamma(\bar{X}(T), \bar{Y}(0))|^p + |h(0,0) - h(\bar{X}(T), \bar{Y}(0))|^p \\
+ \left( \int_0^T |b(t,0) - b(t, \tilde{\Theta}(t))|^2 dt \right)^{\frac{p}{2}} + \left( \int_0^T |g(t,0) - g(t, \tilde{\Theta}(t))|^2 dt \right)^{\frac{p}{2}} \right\} \\
+ \left( \int_0^T |\sigma(t,0) - \sigma(t, \tilde{\Theta}(t))|^2 dt \right)^{\frac{p}{2}} + \| \tilde{\Theta}(\cdot) \|_{M_p[0,T]}^p \right\}
\]

(4.23)

Thus, (4.11) holds, and then (4.2) holds. This proves the theorem for any generator \((b, \sigma, g, \gamma, h) \in \mathcal{G}_p\). Finally, by a usual approximation argument, we can show that the theorem also holds for any generator \((b, \sigma, g, \gamma, h) \in \mathcal{G}^2\).

Comparing the above proof with that in [28], we can see the following major differences. (i) Lemma 4.2 is used to obtain the existence of the \(L^p\)-adapted solution, together with the estimates (4.19)–(4.20), for generators in \(\mathcal{G}_p\). (ii) Due to the definition of the Lyapunov operator, we have that the linear FBSDE satisfied by \(\Theta(\cdot) - \Theta(\cdot)\) admits the same Lyapunov operator \(P(\cdot)\) as that of \((b, \sigma, g, \gamma, h)\). Thus, no additional condition is needed to obtain the stability estimate (4.20). (iii) We used a “boot-strap” idea to refine estimates (4.19)–(4.20) to obtain estimates (4.11)–(4.2), which will be very useful in the study of optimal control for FBSDEs.

5. Existence of Lyapunov Operators — General Considerations

From the previous section, we have seen that the existence of a Lyapunov operator (together with conditions (3.15) and (3.18)) guarantees the well-posedness of FBSDE (1.1). In this and the following sections, we will obtain the existence of special form Lyapunov operators under various (additional) conditions on the generator \((b, \sigma, g, \gamma, h) \in \mathcal{G}^2\). To begin with, let us introduce the following notation:

\[
\begin{align*}
A(t, \theta) &= \begin{pmatrix} b_x(t, \theta) & b_y(t, \theta) \\ g_x(t, \theta) & g_y(t, \theta) \end{pmatrix}_{(n+m) \times (n+m)}, \\
B(t, \theta) &= \begin{pmatrix} b_x(t, \theta) \\ g_x(t, \theta) \end{pmatrix}_{(n+m) \times m}, \\
C(t, \theta) &= \begin{pmatrix} \sigma_x(t, \theta) & \sigma_y(t, \theta) \\ 0 & 0 \end{pmatrix}_{(n+m) \times (n+m)}, \\
D(t, \theta) &= \begin{pmatrix} \sigma_x(t, \theta) \\ 0 \end{pmatrix}_{(n+m) \times m}, \\
\Gamma(\xi, y) &= \begin{pmatrix} \gamma_x(\xi, y) & \gamma_y(\xi, y) \\ 0 & 0 \end{pmatrix}_{(n+m) \times (n+m)}, \\
H(\xi, y) &= \begin{pmatrix} 0 & \gamma_y(\xi, y) \\ 0 & 0 \end{pmatrix}_{(n+m) \times (n+m)}, \\
\end{align*}
\]

(5.1)
Then (suppressing the arguments \((t, \theta)\) and \((\xi, y)\))

\[
F(P(\cdot); t, \theta) = \begin{pmatrix}
P_{+}P_{A} + A^T P + C^T P C & P B + C^T P (L_{m} + D) \\
P B^T P + (L_{m} + D)^T P C & (L_{m} + D)^T P (L_{m} + D)
\end{pmatrix}
\begin{pmatrix}
P \\
0
\end{pmatrix}
\begin{pmatrix}
0 \\
0_{I_{n+m} + m}
\end{pmatrix}
\] (5.2)

\[
G(P(\cdot); t, \theta) = \begin{pmatrix}
I_{n+m} \\
L_{n}^T P (L_{m} + D)
\end{pmatrix}
\begin{pmatrix}
P(I_{n+m}, L_{n}) \\
0
\end{pmatrix}
\] (5.3)

and

\[
F(P(\cdot); t, \theta) = \begin{pmatrix}
P_{+}P_{A} + A^T P + C^T P C & P B + C^T P (L_{m} + D) \\
P B^T P + (L_{m} + D)^T P C & (L_{m} + D)^T P (L_{m} + D)
\end{pmatrix}
\begin{pmatrix}
P(0) \\
0
\end{pmatrix}
\begin{pmatrix}
0 \\
0_{I_{n+m} + m}
\end{pmatrix}
\] (5.4)

\[
G(P(\cdot); t, \theta) = \begin{pmatrix}
J_{n} + H^* P(T) (J_{n} + H) - (J_{n} + \Gamma^*) P(0) (J_{n} + \Gamma) \\
J_{m} P(T) (J_{n} + H) - J_{n} P(0) (J_{n} + \Gamma)
\end{pmatrix}
\begin{pmatrix}
J_{m} P(T) (J_{n} + H) - J_{n} P(0) (J_{n} + \Gamma) \\
J_{m} P(T) J_{m} - J_{n} P(0) J_{n}
\end{pmatrix}
\] (5.5)

It is seen that for any given \((P(\cdot); t, \theta)\) and \(\omega \in \Omega\), \(F(P(\cdot); t, \theta) \in S^{n+2m}\), and for any given \((P(\cdot); \xi, y)\) and \(\omega \in \Omega\), \(G(P(\cdot); \xi, y) : \mathcal{X}_{n}^{2} \times \mathbb{R}^{m} \rightarrow \mathcal{X}_{n}^{2} \times \mathbb{R}^{m}\) is a symmetric bounded linear operator. Thus, \(F(P(\cdot); t, \theta)\) is an \(S^{n+2m}\)-valued random variable and \(G(P(\cdot); \xi, y)\) is a linear operator between two Hilbert spaces.

We denote

\[
\begin{pmatrix}
\Phi_{g}(t, \theta) \\
\Phi_{b a r}(t, \theta)
\end{pmatrix} = \begin{pmatrix}
\{ \sigma^{T}_{y} g_{x} \}_{\infty} & 0 \\
0 & 0_{I_{2m} \times (n+2m)}
\end{pmatrix}
\] (5.6)

Then \(P(\cdot)\) is respectively a Lyapunov operator of types (I), (II), and (III) if \(F, G\) holds and we respectively have

\[
\begin{pmatrix}
F(P(\cdot); t, \theta) + \mu \Phi_{g} \\
G(P(\cdot); \xi, y) - \mu |h_{x}||\|_{\infty} J_{n}
\end{pmatrix} \begin{pmatrix}
P \\
0
\end{pmatrix} \begin{pmatrix}
0 \\
0_{I_{n+m} + m}
\end{pmatrix} \leq 0,
\]

\[
\begin{pmatrix}
P_{+}P_{A} + A^T P + C^T P C & P B + C^T P (L_{m} + D) \\
P B^T P + (L_{m} + D)^T P C & (L_{m} + D)^T P (L_{m} + D)
\end{pmatrix} \begin{pmatrix}
P(0) \\
0
\end{pmatrix} \begin{pmatrix}
0 \\
0_{I_{n+m} + m}
\end{pmatrix} \geq 0,
\] (5.7)
Proposition 5.1. Let $\mathbf{P}(\cdot; t, \theta) + \mu \mathbf{P}_b \sigma \leq 0$, 
\[
\left( \begin{array}{cc}
F(\mathbf{P}(\cdot); t, \theta) + \mu \mathbf{P}_b \sigma \\
\begin{pmatrix}
P \\
L^T \mathbf{P} C \\
L^T \mathbf{P} ( \mathbf{L}_m + \mathbf{D})
\end{pmatrix}
\end{array}
\right)
\begin{pmatrix}
P \\
0 \\
0 \\
\end{pmatrix}
\begin{pmatrix}
\mathbf{C}^T \mathbf{P} \mathbf{L}_n \\
0 \\
0 \\
\end{pmatrix}
\begin{pmatrix}
L^T (\mathbf{L}_m + \mathbf{D})^T \mathbf{P} \mathbf{L}_n \\
-\mathbf{K} \mathbf{I}_{n+m} \\
0 \\
\end{pmatrix}
\leq 0,
\]
(5.8)

and
\[
\left( \begin{array}{cc}
F(\mathbf{P}(\cdot); t, \theta) + \mu \mathbf{I}_{n+2m} \\
\begin{pmatrix}
P \\
L^T \mathbf{P} C \\
L^T \mathbf{P} ( \mathbf{L}_m + \mathbf{D})
\end{pmatrix}
\end{array}
\right)
\begin{pmatrix}
P \\
0 \\
0 \\
\end{pmatrix}
\begin{pmatrix}
\mathbf{C}^T \mathbf{P} \mathbf{L}_n \\
0 \\
0 \\
\end{pmatrix}
\begin{pmatrix}
L^T (\mathbf{L}_m + \mathbf{D})^T \mathbf{P} \mathbf{L}_n \\
-\mathbf{K} \mathbf{I}_{n+m} \\
0 \\
\end{pmatrix}
\leq 0,
\]
(5.9)

We now present the following useful proposition whose proof is pretty straightforward.

Proposition 5.1. Let $(b, \sigma, g, \gamma, h) \in \mathcal{G}^2$. Suppose $P : [0, T] \rightarrow \mathcal{S}^{n+m}$ satisfies
\[
(5.24).
\]
Then $P(\cdot)$ is a type (III) Lyapunov operator of the generator $(b, \sigma, g, \gamma, h)$ if and only if
\[
F(\mathbf{P}(\cdot); \cdot, \cdot) \leq 0, \quad G(\mathbf{P}(\cdot); \cdot, \cdot) \geq 0.
\]
(5.10)

Since a type (III) Lyapunov operator is automatically a type (I) and type (II) Lyapunov operator, the above gives a set of sufficient conditions for the existence of the latter. It is not hard to see that \[(5.10)\] is equivalent to the following:
\[
\left( \begin{array}{cc}
(\mathbf{L}_m + \mathbf{D})^T \mathbf{P} (\mathbf{L}_m + \mathbf{D}) \\
\mathbf{P} + \mathbf{P} \mathbf{A} + \mathbf{A}^T \mathbf{P} + \mathbf{C}^T \mathbf{P} \mathbf{C}
\end{array}
\right)
\begin{pmatrix}
(\mathbf{L}_m + \mathbf{D})^T \mathbf{P} (\mathbf{L}_m + \mathbf{D}) \\
\mathbf{P} + \mathbf{P} \mathbf{A} + \mathbf{A}^T \mathbf{P} + \mathbf{C}^T \mathbf{P} \mathbf{C}
\end{pmatrix}
\begin{pmatrix}
-\mathbf{B}^T \mathbf{P} + (\mathbf{L}_m + \mathbf{D})^T \mathbf{P} (\mathbf{L}_m + \mathbf{D})
\end{pmatrix}
\leq 0.
(5.11)

The above is referred to as Riccati differential inequalities with constraints. The first inequality is an interior pointwise constraint for $P(\cdot)$; the last inequality is a boundary constraint for $P(\cdot)$.

The following proposition gives some sufficient conditions under which a special form of type (III) Lyapunov operator $P(\cdot)$ exists.

Proposition 5.2. Let $(b, \sigma, g, \gamma, h) \in \mathcal{G}^2$. Suppose for some matrix $\Psi \in \mathbb{R}^{m \times n}$ and constants $\nu_1, \nu_2, \kappa_1, \kappa_2 > 0$,
\[
\left( \begin{array}{cc}
\nu_1 (1 - e^{\alpha T} \gamma_1) - \nu_2 e^{\alpha T} h_1 \Psi + \nu_2 e^{\alpha T} h_1 \Psi \\
\nu_1 (1 - e^{\alpha T} \gamma_1) - \nu_2 e^{\alpha T} h_1 \Psi + \nu_2 e^{\alpha T} h_1 \Psi \\
\nu_1 (1 - e^{\alpha T} \gamma_1) - \nu_2 e^{\alpha T} h_1 \Psi + \nu_2 e^{\alpha T} h_1 \Psi \\
\nu_1 (1 - e^{\alpha T} \gamma_1) - \nu_2 e^{\alpha T} h_1 \Psi + \nu_2 e^{\alpha T} h_1 \Psi \\
\end{array}
\right)
\begin{pmatrix}
\Psi^T h_1 + h_1 \Psi \\
\Psi^T h_1 + h_1 \Psi \\
\Psi^T h_1 + h_1 \Psi \\
\Psi^T h_1 + h_1 \Psi \\
\end{pmatrix}
\geq 0.
(5.12)
and

\begin{align}
(5.13) \quad & 
\begin{pmatrix}
\nu_1 e^{\kappa_1(T-t)}(b_2 + h^T_1 \sigma^T_2 T \sigma - \kappa I)
& \nu_1 e^{\kappa_1(T-t)}(b_1 + \sigma^T_2 T \sigma - \nu_1 e^{\kappa_1 T} g_2^T)
& \nu_1 e^{\kappa_1(T-t)}(b_1 + \sigma^T_2 T \sigma - \nu_1 e^{\kappa_1 T} g_2^T)
& \nu_1 e^{\kappa_1(T-t)}(b_1 + \sigma^T_2 T \sigma - \nu_1 e^{\kappa_1 T} g_2^T)
& \nu_1 e^{\kappa_1(T-t)}(b_1 + \sigma^T_2 T \sigma - \nu_1 e^{\kappa_1 T} g_2^T)
& \nu_1 e^{\kappa_1(T-t)}(b_1 + \sigma^T_2 T \sigma - \nu_1 e^{\kappa_1 T} g_2^T)
& \nu_1 e^{\kappa_1(T-t)}(b_1 + \sigma^T_2 T \sigma - \nu_1 e^{\kappa_1 T} g_2^T)
& \nu_1 e^{\kappa_1(T-t)}(b_1 + \sigma^T_2 T \sigma - \nu_1 e^{\kappa_1 T} g_2^T)
& \nu_1 e^{\kappa_1(T-t)}(b_1 + \sigma^T_2 T \sigma - \nu_1 e^{\kappa_1 T} g_2^T)
\end{pmatrix}
\begin{pmatrix}
\hat{\psi}^T T g_2 + g^T_2 \psi
\psi^T T g_2 + g^T_2 \psi
\psi^T T g_2 + g^T_2 \psi
\psi^T T g_2 + g^T_2 \psi
\psi^T T g_2 + g^T_2 \psi
\psi^T T g_2 + g^T_2 \psi
\psi^T T g_2 + g^T_2 \psi
\psi^T T g_2 + g^T_2 \psi
\psi^T T g_2 + g^T_2 \psi
\end{pmatrix}
\ll 0.
\end{align}

Then the following is a type (III) Lyapunov operator of the generator \((b, \sigma, g, \gamma, h):\)

\begin{align}
(5.14) \quad & 
\begin{pmatrix}
\nu_1 e^{\kappa_1(T-t)} I & \nu_1 e^{\kappa_1(T-t)} I
\end{pmatrix}
\begin{pmatrix}
\Psi
\Psi^T
\end{pmatrix}
\begin{pmatrix}
\psi
\psi
\end{pmatrix}
= (p_1(t)I)
\begin{pmatrix}
\nu_1 e^{\kappa_1(T-t)} I & \nu_1 e^{\kappa_1(T-t)} I
\end{pmatrix}
\begin{pmatrix}
\Psi
\Psi^T
\end{pmatrix}
, \quad t \in [0, T].
\end{align}

Proof. It is clear from (5.14) that

\begin{align}
p_1(t) \equiv \nu_1 e^{\kappa_1(T-t)} \geq \nu_1 > 0, \quad p_2(t) \equiv -\nu_2 e^{\kappa_2 t} \leq -\nu_2 < 0, \quad t \in [0, T],
\end{align}

and

\begin{align}
\dot{P}(t) = \begin{pmatrix}
-\kappa_1 \psi^T T I & 0
0 & -\kappa_2 e^{\kappa_2 t} I
\end{pmatrix}
\leq \begin{pmatrix}
-\kappa_1 \psi^T T I & 0
0 & -\kappa_2 e^{\kappa_2 t} I
\end{pmatrix}
< 0, \quad t \in [0, T].
\end{align}

Thus, (5.14) holds. Next, the last inequality in (5.11) is equivalent to the following:

\begin{align}
& 
\begin{pmatrix}
I & h^T_2
0 & h^T_1
\end{pmatrix}
P(\tau)
\begin{pmatrix}
I & 0
0 & h^T_1
\end{pmatrix}
- \begin{pmatrix}
\gamma^T_1 & 0
0 & \gamma^T_2
\end{pmatrix}
P(0)
\begin{pmatrix}
\gamma_1 & \gamma_2
0 & 0
\end{pmatrix}
\ll 0,
\end{align}

which is nothing but (5.12). Now, we note that

\begin{align}
(L_m + D)^T P(L_m + D) = p_2(t) I + p_1(t) \sigma^T T \sigma + \sigma^T T \Psi^T T + \Psi \sigma
= -\nu_2 e^{\kappa_2 t} I + \nu_1 e^{\kappa_1(T-t)} \sigma^T T \sigma + \sigma^T T \Psi^T T + \Psi \sigma
\end{align}

and

\begin{align}
PB + C^T P(L_m + D) = \begin{pmatrix}
p_1 I & \psi^T T
\psi & \psi
\end{pmatrix}
\begin{pmatrix}
\sigma
\sigma
\end{pmatrix}
\begin{pmatrix}
0
0
\end{pmatrix}
+ \begin{pmatrix}
p_1 I & \psi^T T
\psi & \psi
\end{pmatrix}
\begin{pmatrix}
\sigma
\sigma
\end{pmatrix}
\begin{pmatrix}
0
0
\end{pmatrix}
= \begin{pmatrix}
\nu_1 e^{\kappa_1(T-t)} (b_1 + \sigma^T T \sigma)
\nu_1 e^{\kappa_1(T-t)} (b_1 + \sigma^T T \sigma)
\end{pmatrix}
\begin{pmatrix}
\psi^T T g_2 + \sigma^T T \psi
\psi^T T g_2 + \sigma^T T \psi
\end{pmatrix}
+ \begin{pmatrix}
\nu_1 e^{\kappa_1(T-t)} (b_1 + \sigma^T T \sigma)
\nu_1 e^{\kappa_1(T-t)} (b_1 + \sigma^T T \sigma)
\end{pmatrix}
\begin{pmatrix}
\psi^T T g_2 + \sigma^T T \psi
\psi^T T g_2 + \sigma^T T \psi
\end{pmatrix}.
\end{align}
On the other hand,

\[
\dot{P} + PA + A^T P + C^T PC = \left( \begin{array}{cc} p_1 I & 0 \\ 0 & p_2 I \end{array} \right) + \left( \begin{array}{cc} p_1 I & \Psi^T \\ \Psi & p_2 I \end{array} \right) \left( \begin{array}{cc} b_x & b_y \\ g_x & g_y \end{array} \right) + \left( \begin{array}{cc} b_x^T & g_x^T \\ b_y^T & g_y^T \end{array} \right) \left( \begin{array}{cc} p_1 I & \Psi^T \\ \Psi & p_2 I \end{array} \right)
\]

\[
= \left( \begin{array}{cc} p_1 I + p_1 (b_x + b_y^T + \sigma_x^T \sigma_x) + \Psi^T g_x + g_y^T \Psi & p_1 (b_y + \sigma_x^T \sigma_y) + p_2 g_y^T + b_y^T \Psi + \Psi^T g_y \\ p_1 (b_y^T + \sigma_y^T \sigma_y) + p_2 g_y^T + \Psi^2 \sigma_y + \sigma_x^T \sigma_y & p_1 (b_y + \sigma_x^T \sigma_y) + p_2 (g_y^T + b_y^T \Psi + \Psi^T g_y) \end{array} \right)
\]

\[
= \left( \begin{array}{cc} \nu_1 e^{e_1(T-t)}(-b_x + b_y^T + \sigma_x^T \sigma_x) - \nu_2 e^{e_2(T-t)} g_x & \nu_1 e^{e_1(T-t)} \sigma_x^T \sigma_y - \nu_2 e^{e_2(T-t)} g_y^T \\ \nu_1 e^{e_1(T-t)} \sigma_y^T \sigma_x - \nu_2 e^{e_2(T-t)} b_y^T & \nu_1 e^{e_1(T-t)} \sigma_y^T \sigma_y - \nu_2 e^{e_2(T-t)} (b_y + g_y^T + b_y^T \Psi + \Psi^T g_y) \end{array} \right)
\]

Hence, the inequality in the second line of (6.1) is equivalent to (6.13). Then our conclusion follows. \(\square\)

6. Existence of Lyapunov operators — special cases

We note that the conditions given in Proposition 5.2 are still not easy to use. In this section, we would like to look at some specific cases, showing a way that one could use Proposition 5.2 to find generators for which a type (III) Lyapunov operator \(P(\cdot)\) of the form (5.13) exists. For simplicity of presentation, we do not attempt to get into the most general situations.

6.1. Decoupled cases. Although the solvability of decoupled FBSDEs can be obtained without the existence of a Lyapunov operator, we would like to look at the corresponding type (III) Lyapunov operators for these FBSDEs to get some feeling.

There are two types of decoupled FBSDEs. The first type is as follows:

\[
\begin{cases}
    dX(t) = b(t, X(t))dt + \sigma(t, X(t))dW(t), \\
    dY(t) = g(t, X(t), Y(t), Z(t))dt + Z(t)dW(t), \\
    X(0) = X_0, \quad Y(T) = h(X(T)),
\end{cases}
\]

where \(X_0 \in \mathbb{R}^n\). One can simply solve the forward equation first, then solve the backward equation. Thus, under (H1), such an FBSDE is always solvable. This type of decoupled FBSDE can be characterized by the following:

\[
\|b_y\|_\infty = \|b_z\|_\infty = \|\sigma_y\|_\infty = \|\sigma_z\|_\infty = \|\gamma_x\|_\infty = \|\gamma_y\|_\infty = \|h_y\|_\infty = 0.
\]

Hence, from (6.12) and (6.13), we see that to have a type (III) Lyapunov operator \(P(\cdot)\) of the form (6.14) for such a generator, it suffices to set \(\Psi = 0\), \(\nu_2 = 1\) and require

\[
\nu_1 I - e^{e_2 T} h^*_\xi b_\xi \\
0
\]

\[
\gg 0
\]
and
\[
\begin{pmatrix}
\nu e^{\kappa_1(T-t)}(-\kappa_1 I + b_x + b_2^T + \sigma^T \sigma_x) & -e^{\kappa_1}g_x^T \\
-e^{\kappa_1}g_x & -e^{\kappa_1}g_x^T \\
0 & -e^{\kappa_1}g_x^T \\
-e^{\kappa_1}g_x & -e^{\kappa_1}g_x^T \\
0 & -e^{\kappa_1}I
\end{pmatrix}
\]
(6.4)
\[\begin{align*}
\allowdisplaybreaks
= & -e^{\kappa_2 t}
\begin{pmatrix}
\nu e^{\kappa_1(T-t)-\kappa_2 t}(-\kappa_1 I - b_x - b_2^T - \sigma^T \sigma_x) & g_x^T \\
0 & \sigma_2^T g_x \\
0 & g_x^T \\
\kappa_2 I + g_x^T & g_x
\end{pmatrix}
\end{align*}
\]
\[\ll 0.
\]

To this end, we can first take \(\kappa_2 > 0\) so large that
\[\kappa_2 - 2\|g_y\|_\infty - \|g_z\|_\infty^2 > 0
\]
(6.5)
Then take \(\kappa_1, \nu_1\) large enough so that
\[
\begin{cases}
\nu_1 - e^{\kappa_2 T} \|h_x\|_\infty^2 > 0, \\
\nu_1(\kappa_1 - 2)\|b_x\|_\infty - \|\sigma_x\|_\infty^2) - \frac{e^{\kappa_2 T} \|g_x\|_\infty^2}{\kappa_2 - 2\|g_y\|_\infty - \|g_z\|_\infty^2} > 0.
\end{cases}
\]

With such a choice of the constants \(\nu_1, \nu_2, \kappa_1, \kappa_2 > 0\) (and with \(\Psi = 0\)), \(P(\cdot)\) of the form (6.4.4) is a type (III) Lyapunov operator of the generator.

The second type of decoupled FBSDE is as follows:
\[
\begin{align*}
&dX(t) = (b(t, X(t), Y(t), Z(t)) dt + \sigma(t, X(t), Y(t), Z(t)) dW(t), \\
&dY(t) = g(t, Y(t), Z(t)) dt + Z(t) dW(t), \\
&X(0) = \gamma(Y(0)), \quad Y(T) = \eta,
\end{align*}
\]
where \(\eta \in \mathcal{X}_m^P\). One can solve the backward equation first and then solve the forward equation. Hence, this case is also always solvable. This type of decoupled FBSDE can be characterized by the following:
\[\|g_x\|_\infty = \|\gamma\|_\infty = \|h_x\|_\infty = \|h_y\|_\infty = 0
\]
(6.7)
Thus, again taking \(\Psi = 0\), and taking \(\nu_1 = 1\), we need only to require
\[\begin{pmatrix}
t & 0 \\
0 & \nu_2 I - e^{\kappa_1 T - \gamma X}\gamma
\end{pmatrix}
\gg 0
\]
(6.8)
and
\[
\begin{pmatrix}
\nu e^{\kappa_1(T-t)}(b_x + b_2^T + \sigma^T \sigma_x - \kappa_1 I) & e^{\kappa_1}g_x^T \\
e^{\kappa_1}g_x & e^{\kappa_1}g_x^T \\
e^{\kappa_1}g_x & e^{\kappa_1}g_x^T \\
e^{\kappa_1}g_x & e^{\kappa_1}g_x^T
\end{pmatrix}
\begin{pmatrix}
b_y + \sigma^T g_x \\
\sigma_2^T g_x \\
\sigma_2^T g_x \\
\sigma_2^T g_x
\end{pmatrix}
\]
(6.9)
\[\begin{align*}
= & e^{\kappa_1(T-t)}
\begin{pmatrix}
0 & b_y + \sigma_2^T g_x & b_z + \sigma_2^T g_x & b_z + \sigma_2^T g_x \\
b_y + \sigma_2^T g_x & \sigma_2^T g_x & \sigma_2^T g_x & \sigma_2^T g_x \\
b_z + \sigma_2^T g_x & \sigma_2^T g_x & \sigma_2^T g_x & \sigma_2^T g_x \\
b_z + \sigma_2^T g_x & \sigma_2^T g_x & \sigma_2^T g_x & \sigma_2^T g_x
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}
\begin{pmatrix}
0 \\
\kappa_2 I + g_y^T & g_y \\
\kappa_2 I + g_y^T & g_y
\end{pmatrix}
\ll 0.
\]

Clearly, we can first take \(\kappa_1, \kappa_2 > 0\) so that
\[\kappa_1 - 2\|b_x\|_\infty - \|\sigma_x\|_\infty^2 > 0, \quad \kappa_2 - 2\|g_y\|_\infty - \|g_z\|_\infty^2 > 0;
\]
then take \(\nu_2 > 0\) large enough to achieve (6.3)–(6.9). With such a choice of the constants \(\nu_1, \nu_2, \kappa_1, \kappa_2 > 0\) (and \(\Psi = 0\)), function \(P(\cdot)\) of the form (5.14) is a type (III) Lyapunov operator for the corresponding generator.
6.2. Monotone cases. Let us assume that $m = n$. Suppose there exists a matrix $\Psi \in \mathbb{R}^{n \times n}$ (of full rank) such that the maps

$$\theta \mapsto \begin{pmatrix} -\Psi^T g(t, \theta) \\ -\Psi h(t, \theta) \\ -\Psi \sigma(t, \theta) \end{pmatrix}, \quad (\xi, y) \mapsto \begin{pmatrix} \Psi^T h(\xi, y) \\ \Psi \gamma(\xi, y) \end{pmatrix}$$

are uniformly monotone; i.e., for some $\delta > 0$,

$$\begin{align*}
(g(t, \theta_1) - g(t, \theta_2))^T \Psi (x_1 - x_2) + (b(t, \theta_1) - b(t, \theta_2))^T \Psi T (y_1 - y_2) \\
+ |\sigma(t, \theta_1) - \sigma(t, \theta_2)|^T \Psi T (z_1 - z_2) \leq -\delta |\theta_1 - \theta_2|^2, \\
\forall t \in [0, T], \theta_1, \theta_2 \in \mathbb{M}, \text{ a.s.}
\end{align*}
$$

(6.10)

and

$$\begin{align*}
\mathbb{E} \left\{ |h(\xi_1, y_1) - h(\xi_2, y_2)|^2 \Psi (\xi_1 - \xi_2) \right\} - |\gamma(\xi_1, y_1) - \gamma(\xi_2, y_2)|^2 \Psi T (y_1 - y_2) \\
\geq \delta \left( \mathbb{E} |\xi_1 - \xi_2|^2 + |y_1 - y_2|^2 \right), \\
\forall \xi_1, \xi_2 \in \mathcal{X}^2, y_1, y_2 \in \mathbb{R}^n.
\end{align*}
$$

We refer to the above as the uniform monotone case. Note that (6.11) holds if and only if

$$\begin{align*}
2\delta (\mathbb{E} |\xi|^2 + |y|^2) &\leq 2\mathbb{E} \left[ (h_{x\xi} + h_{y\xi})^T \Psi \xi \right] - 2|\gamma_{x\xi} + \gamma_{y\xi}|^2 \Psi T y \\
&= \mathbb{E} \left[ \xi^T \left( \Psi_{x\xi} + \Psi_{y\xi} \Psi^T \Psi \right) \xi, y \right] \\
&= \mathbb{E} \left\{ \xi^T \begin{pmatrix} \Psi_{x\xi} + \Psi_{y\xi} \Psi^T \\ \Psi_{y\xi} \Psi^T - \Psi_{y\xi} \gamma_{x\xi} \Psi^T \\ -\Psi_{y\xi} \gamma_{y\xi} \Psi^T \end{pmatrix} \xi \right\}, \\
\forall \xi \in \mathcal{X}^2, y \in \mathbb{R}^n.
\end{align*}
$$

(6.12)

Similarly, (6.10) holds if and only if

$$\begin{align*}
\theta^T \begin{pmatrix} \Psi_{g_x} + \Psi_{g_y} \Psi^T \\ \Psi_{h_x} + \Psi_{h_y} \Psi^T \\ \Psi_{\sigma_x} + \Psi_{\sigma_y} \Psi^T \end{pmatrix} \theta \\
\leq -\delta |\theta|^2, \quad \forall t \in [0, T], \theta \in \mathbb{M}, \text{ a.s.}
\end{align*}
$$

(6.13)

Hence, the uniform monotonicity conditions (6.10)–(6.11) are equivalent to the following:

$$\begin{align*}
\begin{pmatrix} \Psi_{g_x} + \Psi_{g_y} \Psi^T \\ \Psi_{h_x} + \Psi_{h_y} \Psi^T \\ \Psi_{\sigma_x} + \Psi_{\sigma_y} \Psi^T \end{pmatrix} \begin{pmatrix} g_{x\xi} + g_{y\xi} \Psi^T \\ h_{x\xi} + h_{y\xi} \Psi^T \\ \sigma_{x\xi} + \sigma_{y\xi} \Psi^T \end{pmatrix} &\ll 0, \\
\begin{pmatrix} \Psi_{g_x} + \Psi_{g_y} \Psi^T \\ \Psi_{h_x} + \Psi_{h_y} \Psi^T \\ \Psi_{\sigma_x} + \Psi_{\sigma_y} \Psi^T \end{pmatrix} \begin{pmatrix} b_{x\xi} + b_{y\xi} \Psi^T \\ \sigma_{x\xi} + \sigma_{y\xi} \Psi^T \end{pmatrix} &\gg 0.
\end{align*}
$$

(6.14)

These conditions ensure the existence of a type (III) Lyapunov operator $P(\cdot)$ of the form (5.14) for the generator $(b, \sigma, g, h)$, by choosing $\kappa_1, \kappa_2, \nu_1, \nu_2 > 0$ sufficiently small.

An important special case of the above is $\Psi = I_n$, for which case the monotonicity conditions become the uniform monotonicity of the following maps:

$$\theta \mapsto \begin{pmatrix} -g(t, \theta) \\ -b(t, \theta) \\ -\sigma(t, \theta) \end{pmatrix}, \quad (\xi, y) \mapsto \begin{pmatrix} h(\xi, y) \\ -\gamma(\xi, y) \end{pmatrix}.$$


However, we point out that the above uniform monotonicity conditions are a little too restrictive. To see this, let us look at the classical case \([20]\), for which one has

\[
\|\gamma\|_{\infty} = \|\gamma y\|_{\infty} = \|h y\|_{\infty} = 0. 
\]

Then the second condition in \((6.14)\) fails. Note that for the current case, \((5.12)\) becomes

\[
\|h\|_{\infty} = \|h y\|_{\infty} = \|\gamma\|_{\infty} = 0. 
\]

Hence, we may replace the second condition in \((6.14)\) by the following:

\[
\Psi^T h\xi + h^T\Psi \geq 0, 
\]

since we may choose \(\nu_1, \nu_2, \kappa_1, \kappa_2 > 0\) small enough keeping

\[
\nu_1 > \nu_2 e^{\kappa_2 T} \|h\|_{\infty}^2. 
\]

This essentially recovers the case studied in \([14]\). Likewise, if

\[
\|h\|_{\infty} = \|h y\|_{\infty} = \|\gamma\|_{\infty} = 0, 
\]

then \((6.12)\) becomes

\[
\Psi^T h\xi + h^T\Psi \geq 0, 
\]

Hence, to ensure the existence of a type (III) Lyapunov operator for such a case, we need only to assume the first condition in \((6.14)\) and

\[
\Psi^T g_x + g_x^T\Psi \leq 0, 
\]

because \((6.19)\) can be guaranteed by choosing \(\nu_1, \kappa_1 > 0\) small enough keeping

\[
\nu_2 > \nu_1 e^{\kappa_1 T} \|\gamma y\|_{\infty}^2. 
\]

Note that this case is already new.

The above suggests making the following interesting observation. Suppose, say, \(||\sigma_z||_{\infty} = 0.\) Then the first condition in \((6.14)\) cannot be true. One can easily cook up various similar cases. In particular, if the FBSDE is decoupled, the first condition in \((6.14)\) must fail. From this, we see that the decoupled case and the uniformly monotone case are mutually exclusive.

Furthermore, we note that in the case \(m \neq n, (6.14)\) must fail. In fact, if, say, \(n > m,\) then

\[
\text{rank}(\Psi^T g_x + g_x^T\Psi) \leq m < n. 
\]

To summarize the above, we see that while allowing full coupling of FBSDEs, the uniform monotonicity conditions are too restrictive. In the following section, we will carry out some more careful discussions.

6.3. Partially monotone cases. Note that for \((h, \sigma, g, \gamma, h) \in \mathcal{G}^2,\) due to the uniform Lipschitz condition, for any matrix \(\Psi \in \mathbb{R}^{m \times n},\) one can find constants \(\alpha_1, \alpha_2, \beta_1, \beta_2, \beta_3 \in \mathbb{R}\) (sufficiently negative) such that the maps

\[
\begin{bmatrix} \xi \\ y \end{bmatrix} \mapsto \begin{bmatrix} \Psi^T h(\xi, y) - \alpha_1 \xi \\ -\Psi \gamma(\xi, y) - \alpha_2 y \end{bmatrix}, \quad \theta \mapsto \begin{bmatrix} -\Psi^T g(t, \theta) - \beta_1 x \\ -\Psi \sigma(t, \theta) - \beta_2 y \\ -\Psi \gamma(t, \theta) - \beta_3 z \end{bmatrix} 
\]
are monotone; i.e.,

$$
(6.21) \quad \mathbb{E}\{ [h(\xi_1, y_1) - h(\xi_2, y_2)]^T \Psi(\xi_1 - \xi_2) - [\gamma(\xi_1, y_1) - \gamma(\xi_2, y_2)]^T \Psi(\gamma_1 - \gamma_2)^T \} \geq \alpha_1 \mathbb{E}[\xi_1 - \xi_2]^2 + \alpha_2 |y_1 - y_2|^2
$$

and

$$
(6.22) \quad [g(t, \theta_1) - g(t, \theta_2)]^T \Psi(x_1 - x_2) + [b(t, \theta_1) - b(t, \theta_2)]^T \Psi(y_1 - y_2)
$$

$$
+ [\sigma(t, \theta_1) - \sigma(t, \theta_2)]^T \Psi(z_1 - z_2)
$$

$$
\leq -\beta_1 |x_1 - x_2|^2 - \beta_2 |y_1 - y_2|^2 - \beta_3 |z_1 - z_2|^2.
$$

Similar to the discussion of the uniformly monotone case, we see that (6.21)–(6.22) are equivalent to the following:

$$
(6.23) \quad \begin{pmatrix}
\Psi^T h_v + h_v^T \Psi & \Psi^T h_v - \gamma_v^T \Psi \\
-\gamma_v + h_v^T \Psi & -\gamma_v - \gamma_v^T \Psi
\end{pmatrix} \geq \begin{pmatrix}
\alpha_1 I & 0 \\
0 & \alpha_2 I
\end{pmatrix},
$$

$$
(6.24) \quad \begin{pmatrix}
\Psi^T g_v + g_v^T \Psi & \Psi^T g_v + \sigma_v \Psi \\
\Psi b_v + b_v^T \Psi & \Psi b_v + \sigma_v \Psi
\end{pmatrix} \leq - \begin{pmatrix}
\beta_1 I & 0 \\
0 & \beta_2 I
\end{pmatrix}.
$$

Note if all the constants $\alpha_1, \alpha_2, \beta_1, \beta_2, \beta_3$ are positive (which is possible only when $m = n$), conditions (6.21)–(6.22) (or (6.23)–(6.24)) lead to the uniformly monotone case discussed in the previous subsection, which is too restrictive. We now would like to consider the case that not all of the constants $\alpha_1, \alpha_2, \beta_1, \beta_2, \beta_3$ are positive.

By Proposition 5.2, we see that if (6.23)–(6.24) hold for some $\Psi \in \mathbb{R}^{m \times n}$ and $\alpha_1, \alpha_2, \beta_1, \beta_2, \beta_3 \in \mathbb{R}$, then, provided the following hold,

$$
(6.25) \quad \begin{pmatrix}
v_1 e^{(T-1)}(b_v + b_v^T \sigma_v) & v_1 e^{(T-1)}(b_v + b_v^T \sigma_v) - v_2 e^{(T-1)} \gamma_v h_v \\
v_1 e^{(T-1)}(b_v + b_v^T \sigma_v) & v_2 e^{(T-1)} \gamma_v - v_2 e^{(T-1)} \gamma_v h_v - v_2 e^{(T-1)} \gamma_v h_v
\end{pmatrix} \gg 0
$$

and

$$
(6.26) \quad -\begin{pmatrix}
\beta_1 I & 0 \\
0 & \beta_2 I
\end{pmatrix} \ll 0,
$$

we have the existence of a type (III) Lyapunov operator $P(\cdot)$ of the form (5.14).

We now would like to look at conditions under which (6.25)–(6.26) hold. Our first result of this subsection is the following.

**Proposition 6.1.** Let $(b, \sigma, g, \gamma, h) \in G^2$. Let $\alpha_1, \alpha_2 > 0$, $\alpha_2, \beta_2, \beta_3 \in \mathbb{R}$, and $\Psi \in \mathbb{R}^{m \times n}$ such that (6.23)–(6.24) hold. Let

$$
(6.27) \quad \lambda_g \overset{\Delta}{=} \text{ess inf}_{(t, \theta, \omega)} \left\{ \min \Lambda(g_y(t, \theta, \omega) + g_y(t, \theta, \omega)^T - g_z(t, \theta, \omega)g_z(t, \theta, \omega)^T) \right\} \geq 0.
$$

Suppose that the following conditions are satisfied:

$$
(6.28) \quad \|h_y\|_\infty < 1,
$$
(6.29) \begin{cases} 
\Delta_h^+ \equiv \left[ \alpha_1 (1 - \|h_y\|_\infty^2) - \alpha_2^+ \|h_\xi\|_\infty^2 \right]^2 - 4\alpha_1 \alpha_2^- \|h_\xi h_y\|_\infty^2 > 0, \\
\Delta_g^+ \equiv \left( \beta_1 \lambda_g + \beta_3^- \|g_x\|_\infty^2 \right)^2 - 4\beta_1 \left[ \beta_3^- (\lambda_g + \|g_x\|_\infty^2) + \beta_3^- \right] \|g_x\|_\infty^2 > 0, 
\end{cases}

and

(6.30) \quad \mu^h_\perp < \mu^h_+ \wedge \mu^g_+,

where

(6.31) \quad \begin{cases} 
\mu^h_+ = \frac{2\alpha_1 \alpha_2^-}{\alpha_1 (1 - \|h_y\|_\infty^2) + \alpha_2^- \|h_\xi\|_\infty^2 + \sqrt{\Delta_h}}, \\
\mu^g_+ = \begin{cases} 
\frac{\alpha_1 (1 - \|h_y\|_\infty^2) + \alpha_2^- \|h_\xi\|_\infty^2 + \sqrt{\Delta_h}}{2\|h_\xi\|_\infty^2 (1 - \|h_y\|_\infty^2) + \|h_\xi h_y\|_\infty^2}, & \text{if } \|h_\xi\|_\infty > 0, \\
\infty, & \text{if } \|h_\xi\|_\infty = 0,
\end{cases}
\end{cases}

and

(6.32) \quad \begin{cases} 
\mu^g_- = \frac{2\beta_1 \left[ \beta_3^- (\lambda_g + \|g_x\|_\infty^2) + \beta_3^- \right]}{\beta_1 \lambda_g + \beta_3^- \|g_x\|_\infty^2 + \sqrt{\Delta_g}}, \\
\mu^g_+ = \begin{cases} 
\frac{\beta_1 \lambda_g + \beta_3^- \|g_x\|_\infty^2 + \sqrt{\Delta_g}}{2\|g_x\|_\infty^2}, & \text{if } \|g_x\|_\infty > 0, \\
\infty, & \text{if } \|g_x\|_\infty = 0,
\end{cases}
\end{cases}

Then the generator \((b, \sigma, g, \gamma, h)\) admits a type (III) Lyapunov operator \(P(\cdot)\) of the form (6.4).

In the above, \(r^- = \max\{0, -r\}\) for any \(r \in \mathbb{R}\). Note that when \(\alpha_1, \beta_1 > 0\), we have the uniform monotonicity of the maps

\[ \xi \mapsto \begin{pmatrix} \Psi_{h}(\xi, y) \\ -\Psi_{g}(\xi, y) \end{pmatrix}, \quad x \mapsto \begin{pmatrix} -\Psi_{g}(t, x, y, z) \\ -\Psi_{h}(t, x, y, z) \\ -\Psi_{\sigma}(t, x, y, z) \end{pmatrix}, \]

which is possible only if \(m \geq n\). Due to the above, we refer to it as a partially-monotone case.

We point out that in the above proposition, although when \(\|g_x\|_\infty = 0\), the forward and backward equations are decoupled, the initial and terminal conditions may still be coupled, even if \(\|h_\xi\|_\infty = 0\).

We also note that in the above result, there are no explicit restrictions imposed on the following:

\[ \|\gamma\|_\infty, \|\gamma_y\|_\infty, \|b_\theta\|_\infty, \|\sigma_\theta\|_\infty, \|g_y\|_\infty, \]

which means that these are allowed to be large. This is possible due to the (partially-monotone) condition \(\alpha_1, \beta_1 > 0\) and the condition \(\lambda_g > 0\).

Although the conditions in the above proposition look complicated, the following corollary tells us the power of the above result.

**Corollary 6.2.** Let \((b, \sigma, g, \gamma, h) \in G^2\) such that \(\alpha_1, \beta_1 > 0\) and \(\alpha_2 = \beta_2 = \beta_3 = 0\). Suppose that

(6.33) \quad \|h_y\|_\infty < 1, \quad \lambda_g > 0.
Then the generator \((b, \sigma, g, \gamma, h)\) admits a type (III) Lyapunov operator \(P(\cdot)\) of the form \((5.14)\).

Proof. Under condition (6.33), we have

\[
\mu^h_+ = \mu^\sigma_- = 0,
\]

\[
\mu^h_+ = \begin{cases} 
\frac{\alpha_1 (1 - \|h_y\|_\infty^2)}{\|h_\xi\|_\infty^2 (1 - \|h_y\|_\infty^2) + \|h_\xi^2 h_y\|_\infty^2}, & \text{if } \|h_\xi\|_\infty > 0, \\
\infty, & \text{if } \|h_\xi\|_\infty = 0,
\end{cases}
\]

and

\[
\mu^\sigma_+ = \begin{cases} 
\frac{\beta_1 \lambda_2}{\|g_x\|_\infty^2}, & \text{if } \|g_x\|_\infty > 0, \\
\infty, & \text{if } \|g_x\|_\infty = 0.
\end{cases}
\]

Thus, (6.30) holds and our conclusion follows. \(\square\)

Before proving the above proposition, let us state an elementary lemma whose proof is straightforward.

Lemma 6.3.

\[ f(\mu) = -a_2 \mu^2 + a_1 \mu - a_0, \]

with \(a_1 > 0\) and \(a_0, a_2 \geq 0\), such that \(\Delta \equiv a_1^2 - 4a_0a_2 > 0\). Then

\[ \{f > 0\} = \{\rho \in \mathbb{R} \mid f(\rho) > 0\} = (\mu_-, \mu_+), \]

where

\[ 0 \leq \mu_- \leq \frac{2a_0}{a_1 + \sqrt{\Delta}} < \mu_+ \leq \begin{cases} 
\frac{a_1 + \sqrt{\Delta}}{2a_2}, & a_2 > 0, \\
\infty, & a_2 = 0.
\end{cases} \]

Proof of Proposition 6.1. By taking \(\nu_1, \kappa_2 > 0\) sufficiently small, we see that (6.25) and (6.26) are guaranteed by the following:

\[
(\alpha_1 - \nu_2 h_\xi^2 h_y - \nu_2 h_\xi^2 h_y, -\nu_2 h_\xi^2 h_y (\nu_2 + a_2) - \nu_2 h_\xi^2 h_y) \gg 0
\]

and

\[
(-\beta_1 t, -\nu_2 g_x - \nu_2 (g_y + g_y) - \beta_2 t, -\nu_2 g_x, -\nu_2 g_x) \ll 0.
\]

We first look at (6.37), which is implied by the following:

\[ \alpha_1 - \nu_2 \|h_\xi\|_\infty^2 > 0 \]

and

\[
0 < \left(\alpha_1 - \nu_2 \|h_\xi\|_\infty^2\right) \left[\nu_2 (1 - \|h_y\|_\infty^2) - \alpha_2^2\right] - \nu_2^2 \|h_\xi^2 h_y\|_\infty^2 \]

\[
= - \left[\|h_\xi\|_\infty^2 (1 - \|h_y\|_\infty^2) + \|h_\xi^2 h_y\|_\infty^2\right] \nu_2^2 \]

\[
+ \left[\alpha_1 (1 - \|h_y\|_\infty^2) + \alpha_2^{-1} \|h_\xi\|_\infty^2\right] \nu_2 - \alpha_1 \alpha_2
\]

\[ \equiv -a_2 \nu_2^2 + a_1 \nu_1 - a_0 \equiv f_h(\nu_2), \]
with \( a_0, a_2 \ge 0 \), and \( a_1 > 0 \). Now, by (6.29),

\[
a_1^2 - 4a_0a_2 = \left[ a_1(1 - \|h_0\|_{\infty}^2) + a_2 \|h_\xi\|_{\infty}^2 \right]^2 - 4a_1a_2 \|h_\xi\|_{\infty}^2 \|h_0\|_{\infty}^2.
\]

Hence, by Lemma 6.3, we have

\[
\{ f_h > 0 \} = (\mu_-^h, \mu_+^h),
\]

with \( \mu_+^h \) given by (6.31).

On the other hand, (6.38) is equivalent to the following (recall \( \beta_1 > 0 \)):

\[
\left( -\beta_1 - \nu_2(g_0 + g_0^T) + \frac{\nu_2^2}{\beta_1} g_x g_x^T + \frac{\nu_2^2}{\beta_2} g_z g_z^T \right) \ll 0.
\]

Then, it suffices to find some \( \nu_2 > \beta_3^{-1} \) such that

\[-\beta_2 I - \nu_2(g_0 + g_0^T) + \frac{\nu_2^2}{\beta_1} g_x g_x^T + \frac{\nu_2^2}{\beta_2} g_z g_z^T \ll 0,
\]

which is implied by

\[-\beta_2 I - \nu_2(g_0 + g_0^T) + \frac{\nu_2^2}{\beta_1} g_x g_x^T + \frac{\nu_2^2}{\beta_2} g_z g_z^T \ll 0.
\]

This is equivalent to the following:

\[
0 \gg \beta_1 \beta_2 \nu_2 (g_0 + g_0^T) I - \beta_1 \nu_2 (g_0 + g_0^T) + (\nu_2 - \beta_3^{-1})^2 g_x g_x^T + \beta_1 \nu_2^2 g_z g_z^T
\]

\[
- \beta_1 \beta_2 \beta_3^{-1} I + \beta_1 \beta_2 \nu_2 I - \beta_1 (\nu_2 - \beta_3^{-1})^2 g_x g_x^T
\]

\[
+ (\nu_2 - \beta_3^{-1})^2 g_x g_x^T + \nu_2^2 g_z g_z^T.
\]

The above is implied by

\[
\beta_1 \nu_2 (g_0 + g_0^T) I - \nu_2 (g_0 + g_0^T) + (\nu_2 - \beta_3^{-1})^2 g_x g_x^T + \beta_1 \beta_2 \beta_3^{-1} g_z g_z^T.
\]

Hence, it suffices to have

\[
0 < \beta_1 (\nu_2 - \beta_3^{-1}) \lambda_y - \beta_1 \beta_2^{-1} (\nu_2 - \beta_3^{-1}) \nu_2 \|g_x\|_{\infty}^2 - \beta_1 \beta_3^{-1} \|g_z\|_{\infty}^2
\]

\[
= -\|g_x\|_{\infty}^2 \nu_2^2 + \left( \beta_1 \lambda_y + \beta_3^{-1} \|g_x\|_{\infty}^2 \right) \nu_2 - \beta_1 \left[ \beta_3^{-1} (\lambda_y + \|g_z\|_{\infty}^2) + \beta_2 \right]
\]

\[
\equiv -c_2 \nu_2^2 + c_1 \nu_2 - c_0 \Delta f_g(\nu_2).
\]

By (6.29),

\[
c_1^2 - 4c_0 c_2 = \left( \beta_1 \lambda_y + \beta_3^{-1} \|g_x\|_{\infty}^2 \right)^2 - 4 \beta_1 \left[ \beta_3^{-1} (\lambda_y + \|g_z\|_{\infty}^2) + \beta_2 \right] \|g_x\|_{\infty}^2 = \Delta_g > 0.
\]

Thus, using Lemma 6.3, we obtain

\[
\{ f_g > 0 \} = (\mu_-^g, \mu_+^g),
\]

with \( \mu_+^g \) given by (6.52), and

\[
0 < \beta_1 (\nu_2 - \beta_3^{-1}) \lambda_y - \beta_1 \beta_2^{-1} (\nu_2 - \beta_3^{-1}) \nu_2 \|g_x\|_{\infty}^2 - \beta_1 \beta_3^{-1} \|g_z\|_{\infty}^2
\]

\[
= -\|g_x\|_{\infty}^2 \nu_2^2 + \left( \beta_1 \lambda_y + \beta_3^{-1} \|g_x\|_{\infty}^2 \right) \nu_2 - \beta_1 \left[ \beta_3^{-1} (\lambda_y + \|g_z\|_{\infty}^2) + \beta_2 \right]
\]

\[
\equiv -c_2 \nu_2^2 + c_1 \nu_2 - c_0 \Delta f_g(\nu_2).
\]
Next, we claim that

\[ \mu_2^\gamma \geq \beta_3^- . \]  

In fact, in the case \( \| g_x \|_\infty > 0 \), \( f_g(\cdot) \) is a parabola concave downward, and

\[ f_g' (\nu_2) = \beta_1 \lambda_y + \beta_3^- \| g_x \|_\infty^2 - 2 \| g_x \|_\infty \nu_2 = 0 \]

leads to (noting (6.39))

\[ \nu_2 = \frac{\beta_1 \lambda_y + \beta_3^- \| g_x \|_\infty^2}{2 \| g_x \|_\infty} = \frac{\beta_1 \lambda_y}{2 \| g_x \|_\infty} + \frac{\beta_3^-}{2} > \beta_3^- , \]

at which \( f_g(\cdot) \) attains its (positive) maximum. Clearly, the maximum point of \( f_g(\cdot) \) is in the interval \( (\mu_2^\gamma, \mu_3^\gamma) \). Moreover,

\[ f_g(\beta_3^-) = -\| g_x \|_\infty^2 (\beta_3^-)^2 + \left( \beta_1 \lambda_y + \beta_3^- \| g_x \|_\infty^2 \right) \beta_3^- - \beta_1 \left[ \beta_3^- (\lambda_y + \| g_x \|_\infty^2) + \beta_2^- \right] = -\beta_1 \beta_3^- \| g_x \|_\infty^2 - \beta_1 \beta_2^- \leq 0. \]

Thus, noting (6.40), we must have \( \mu_2^\gamma = \frac{\beta_3^- (\lambda_y + \| g_x \|_\infty^2) + \beta_2^-}{\lambda_y} \geq \beta_3^- . \)

Consequently,

\[ \{ \nu_2 > \beta_3^- \mid f_g(\nu_2) > 0 \} = \{ f_g > 0 \} = (\mu_2^\gamma, \mu_3^\gamma) . \]

Finally, condition (6.30) tells us that

\[ \{ f_h > 0 \} \cap \{ f_g > 0 \} \neq \phi , \]

which means that one can find a \( \nu_2 > 0 \) such that (6.24)–(6.26) hold. Hence, a type (III) Lyapunov operator \( P(\cdot) \) of the form (5.14) exists.

We now present the second result of this subsection.

**Proposition 6.4.** Let \( (h, \sigma, g, \gamma, h) \in G^2 \). Let \( \alpha_2, \beta_2, \beta_3 > 0 \), \( \alpha_1, \beta_1 \in \mathbb{R} \), and \( \Psi \in \mathbb{R}^{n \times m} \) such that (6.28)–(6.29) hold. Let

\[ \lambda_{bs} = \text{ess inf} \left( \min \Lambda \left( -b_z(t, \theta, \omega) - b_z(t, \theta, \omega)^T - \sigma_z(t, \theta, \omega)^T \sigma_z(t, \theta, \omega) \right) \right) > 0 , \]

and denote

\[ a = \lambda_{bs} (\| \sigma_y \|_{\infty}^2 + \| \sigma_z \|_{\infty}^2) + \| b_y + \sigma_z^T \sigma_y \|_{\infty}^2 + \| b_z + \sigma_z^T \sigma_z \|_{\infty}^2 . \]

Suppose the following hold:

\[ \| \gamma_{\xi} \|_{\infty} < 1 , \]

\[ \Delta_\gamma = \left[ \alpha_2 (1 - \| \gamma_{\xi} \|_{\infty}^2) - \alpha_1 \| \gamma_{\xi} \|_{\infty}^2 \right]^2 - 4 \alpha_1 \alpha_2 \| \gamma_{\xi} \|_{\infty}^2 > 0 , \]

\[ \Delta_{bs} = \left[ \beta_2 \lambda_{bs} + \beta_1 \| \sigma_y \|_{\infty}^2 + \| \sigma_z \|_{\infty}^2 \right]^2 - 4 \beta_1 \beta_2 a > 0 , \]

and

\[ \mu_2^\gamma \lor \mu_{bs}^\gamma < \mu_1^\gamma \land \mu_1^bs , \]
where

\[
\begin{align*}
\mu_+^\gamma &= \frac{2\alpha_1\alpha_2}{\alpha_2(1 - \|\gamma\|_\infty^2) + \alpha_1\|\gamma_y\|_\infty^2 + \sqrt{\Delta\gamma}}, \\
\mu_+^\perp &= \frac{\alpha_2(1 - \|\gamma\|_\infty^2) + \alpha_1\|\gamma_y\|_\infty^2 + \sqrt{\Delta\gamma}}{2\|\gamma_y\|_\infty^2(1 - \|\gamma\|_\infty^2) + \|\gamma_y\|_\infty^2}, \\
\end{align*}
\]

(6.46)

and

\[
\begin{align*}
\mu_+^{\alpha\sigma} &= \frac{2\beta_1(\beta_2 \wedge \beta_3)}{(\beta_2 \wedge \beta_3)\lambda_{\alpha\sigma} + \beta_1^-(\|\sigma_y\|_\infty^2 + \|\sigma_z\|_\infty^2) + \sqrt{\Delta_{\alpha\sigma}}}, \\
\mu_+^{\beta\sigma} &= \frac{(\beta_2 \wedge \beta_3)\lambda_{\beta\sigma} + \beta_1^-(\|\sigma_y\|_\infty^2 + \|\sigma_z\|_\infty^2) + \sqrt{\Delta_{\beta\sigma}}}{2a},
\end{align*}
\]

(6.47)

Then the generator \((b, \sigma, g, \gamma, h)\) admits a type (III) Lyapunov operator \(P(\cdot)\) of the form (5.14).  

It is easy to see that in the current case, the maps

\[
\begin{align*}
y &\mapsto \begin{pmatrix}
\Psi^T h(t, x, y, z) \\
-\Psi^T g(t, x, y, z)
\end{pmatrix}, \\
\begin{pmatrix}
y \\
z
\end{pmatrix} &\mapsto \begin{pmatrix}
-\Psi^T g(t, x, y, z) \\
-\Psi b(t, x, y, z) \\
-\Psi\sigma(t, x, y, z)
\end{pmatrix}
\end{align*}
\]

are uniformly monotone, which is possible only if \(n \geq m\). Thus, this is another type of a partially-monotone case. We point out that even if \(m = n\), when (6.20)–(6.24) hold for some \(\alpha_2, \beta_2, \beta_3 > 0, \alpha_1, \beta_1 < 0, \) and \(\Psi \in \mathbb{R}^{m \times n}\), it does not mean that (6.23)–(6.24) hold for some \(\alpha_2, \beta_2, \beta_3 < 0, \alpha_1, \beta_1 > 0, \) and \(-\Psi \in \mathbb{R}^{m \times n}\), because when we replace \(\Psi\) by \(-\Psi\), the inequalities in (6.23)–(6.24) will be reversed. Hence, the situation considered in Proposition 6.4 cannot be reduced to that considered in Proposition 6.1. Next, we note that in Proposition 6.4, \(a = 0\) if and only if

\[
(6.48)
\]

\[
\|b_y\|_\infty = \|b_z\|_\infty = \|\sigma_y\|_\infty = \|\sigma_z\|_\infty = 0.
\]

When this happens, the forward and backward equations are decoupled. But, the initial and terminal conditions may still be coupled, even if \(\|\gamma\|_\infty = 0\).

Similar to Proposition 6.1, in the above, we do not have explicit restrictions on the following:

\[
\|h_\xi\|_\infty, \|h_y\|_\infty, \|h_z\|_\infty, \|g_\xi\|_\infty.
\]
due to the partial monotonicity condition \(\alpha_2, \beta_2, \beta_3 > 0\), and condition \(\lambda_{\beta\sigma} > 0\).

Also, similar to Corollary 6.2, we have the following.

**Corollary 6.5.** Let \((b, \sigma, g, \gamma, h) \in \mathcal{G}^2\) such that \(\alpha_2, \beta_2, \beta_3 > 0\) and \(\alpha_1 = \beta_1 = 0\). Suppose that

\[
(6.49)
\]

\[
\|\gamma\|_\infty < 1, \quad \lambda_{\alpha\sigma} > 0.
\]

Then the generator \((b, \sigma, g, \gamma, h)\) admits a type (III) Lyapunov operator \(P(\cdot)\) of the form (5.14).
Proof. In the current case, we have

\[ \mu^- = \mu^{bs} = 0, \]

\[ \mu^+ = \begin{cases} \frac{\alpha_2(1-\|\gamma_{\infty}\|_\alpha)}{\|\gamma_{\infty}\|_\alpha(1-\|\gamma_{\infty}\|_\alpha+\|\gamma_{\infty}\|_\gamma)}, & \text{if } \|\gamma_{\infty}\|_\gamma > 0, \\ \infty, & \text{if } \|\gamma_{\infty}\|_\gamma = 0. \end{cases} \]

and

\[ \mu^{bs} = \begin{cases} \frac{(\beta_2 \wedge \beta_3)\lambda_{bs}}{a}, & \text{if } a > 0, \\ \infty, & \text{if } a = 0. \end{cases} \]

Hence, our conclusion follows. \( \square \)

We now present a proof of Proposition 6.4, which has a similar flavor to that of Proposition 6.1.

Proof. By taking \( \kappa_1, \nu_2 > 0 \) sufficiently small, we see that \( (6.25) \) and \( (6.26) \) are implied by the following:

\[ (6.50) \quad \left( \begin{array}{c} (\nu_1 + \alpha_1)I - \nu_1 \gamma_\xi \gamma_\xi - \nu_1 \gamma_\xi \gamma_\nu \gamma_\gamma \gamma_\xi \\ -\nu_1 \gamma_\xi \gamma_\nu \gamma_\gamma \gamma_\xi \end{array} \right) \gg 0 \]

and

\[ (6.51) \quad \left( \begin{array}{ccc} \nu_1 (b_1 + b_2^2 + \sigma_1^2 \sigma_1) - \beta_1 I & \nu_1 (b_1 + \sigma_1^2 \sigma_1) & \nu_1 (b_1 + \sigma_1^2 \sigma_1) \\ \nu_1 (b_1 + \sigma_1^2 \sigma_1) & \nu_1 \sigma_1^2 \sigma_1 - \beta_2 I & \nu_1 \sigma_1^2 \sigma_1 \\ \nu_1 (b_1 + \sigma_1^2 \sigma_1) & \nu_1 \sigma_1^2 \sigma_1 & \nu_1 \sigma_1^2 \sigma_1 - \beta_3 I \end{array} \right) < 0, \]

First, let us look at \( (6.50) \), which is implied by the the following:

\[ \nu_1 (1 - \|\gamma_{\xi}\|_\infty^2) - \alpha_1 > 0, \quad \alpha_2 - \nu_1 \gamma_\gamma \gamma_\gamma \gamma_\gamma > 0, \]

and

\[ 0 < \left[ \nu_1 (1 - \|\gamma_{\xi}\|_\infty^2) - \alpha_1 \right] \left( \alpha_2 - \nu_1 \gamma_\gamma \gamma_\gamma \gamma_\gamma \right) - \|\gamma_\xi \gamma_\nu \gamma_\gamma \gamma_\xi \|^2 \]

\[ = -\left[ \|\gamma_\xi \gamma_\nu \gamma_\gamma \gamma_\xi \|^2 (1 - \|\gamma_{\xi}\|_\infty^2) + \|\gamma_\xi \gamma_\nu \gamma_\gamma \gamma_\xi \|^2 \right] \lambda^2 \left( \alpha_2 - \nu_1 \gamma_\gamma \gamma_\gamma \gamma_\gamma \right) \nu_1 - \alpha_2 \alpha_2 \]

\[ = -\nu_1 \nu_2 \lambda^2 + a_1 \nu_1 - a_0 \equiv f_{\gamma}(\nu_1). \]

By \( (6.44) \),

\[ a_1^2 - 4a_0 a_2 \]

\[ = \left[ \alpha_2 (1 - \|\gamma_{\xi}\|_\infty^2) + \alpha_1 \|\gamma_{\gamma_{\gamma}}\|_\infty^2 \right] - 4 \nu_1 \nu_2 \lambda^2 \left[ \|\gamma_\xi \gamma_\nu \gamma_\gamma \gamma_\xi \|^2 (1 - \|\gamma_{\xi}\|_\infty^2) + \|\gamma_\xi \gamma_\nu \gamma_\gamma \gamma_\xi \|^2 \right] \]

\[ = \left[ \alpha_2 (1 - \|\gamma_{\xi}\|_\infty^2) - \alpha_1 \|\gamma_{\gamma_{\gamma}}\|_\infty^2 \right] - 4 \nu_1 \nu_2 \lambda^2 \|\gamma_\xi \gamma_\nu \gamma_\gamma \gamma_\xi \|^2 = \Delta_{\gamma} > 0. \]

Thus, by Lemma 6.3, we have

\[ \{ f_{\gamma} > 0 \} = (\mu^-_{\gamma}, \mu^+_\gamma), \]

with \( \mu^+_{\gamma} \) given by \( (6.46) \).

Now, we look at \( (6.51) \). Note that

\[ \lambda_{bs} \nu_1 - \beta_1 - \nu_1 \left\| \begin{array}{c} b_1^* + \sigma_1^2 \sigma_1 \\ b_2^* + \sigma_1^2 \sigma_1 + \sigma_3^2 \sigma_3 \\ b_1^* + \sigma_3^2 \sigma_3 \end{array} \right\| (\beta_2 \wedge \beta_3) I - \nu_1 (\sigma_1^2 \sigma_1) (\sigma_1^* \sigma_1) \right\|^T_{b_1^* + \sigma_3^2 \sigma_3} \]

\[ \leq \lambda_{bs} \nu_1 - \beta_1 - \frac{\nu_1 \nu_2 \left\| \begin{array}{c} b_1^* + \sigma_1^2 \sigma_1 \\ b_2^* + \sigma_1^2 \sigma_1 + \sigma_3^2 \sigma_3 \\ b_1^* + \sigma_3^2 \sigma_3 \end{array} \right\|^2 (\beta_2 \wedge \beta_3) - \nu_1 (\|\sigma_1\|_\infty^2 + \|\sigma_3\|_\infty^2). \]
Thus, it suffices to have
\[ \lambda_{bo} \nu_1 - \beta_1^- > 0 \]
and
\[
0 < \left( \lambda_{bo} \nu_1 - \beta_1^- \right) \left[ (\beta_2 \lor \beta_2) - \nu_1 (||\sigma_y||_\infty^2 + ||\sigma_z||_\infty^2) \right] \\
- \nu_1^2 \left[ ||b_y + \sigma^T x \sigma_y||_\infty^2 + ||b_z + \sigma^T x \sigma_z||_\infty^2 \right] \\
= -\left[ \lambda_{bo} (||\sigma_y||_\infty^2 + ||\sigma_z||_\infty^2) + ||b_y + \sigma^T x \sigma_y||_\infty^2 + ||b_z + \sigma^T x \sigma_z||_\infty^2 \right] \nu_1^2 \\
+ \nu_1 \left[ \beta_2 \lambda_{bo} + \beta_1^- (||\sigma_y||_\infty^2 + ||\sigma_z||_\infty^2) \right] - \beta_1^- (\beta_2 \lor \beta_3) \\
\equiv -c_2 \nu_1^2 + c_1 \nu_1 - c_0 \equiv f_{bo}(\nu_1).
\]
Similar to the above discussion, we have that
\[
\{ f_{bo} > 0 \} = (\mu_{bo}^\alpha, \mu_{bo}^\beta),
\]
where \( \mu_{bo}^\alpha \) are given by (6.47). Then condition (6.46) implies that
\[
\{ f_\gamma > 0 \} \cap \{ f_{bo} > 0 \} \neq \phi,
\]
which leads to the existence of a Lyapunov operator \( P(\cdot) \) of the form (6.14). \( \square \)

From the above proofs, we see that under the conditions of Proposition 6.1, the existing type (III) Lyapunov operator is essentially of the form (6.54), and the existing type (III) Lyapunov operator under the conditions of Proposition 6.4 is essentially of the form (6.14).

### 6.4. Diagonal Lyapunov operators

It is seen that when an FBSDE is decoupled, we can construct a diagonal type (III) Lyapunov operator (by which we mean that \( P(\cdot) \) is diagonal). On the other hand, from the previous two subsections, we see that uniform monotonicity and/or partial monotonicity conditions help us to construct type (III) Lyapunov operators (not necessarily diagonal). However, in general, even partial monotonicity conditions could not be expected. In other words, for any matrix \( \Psi \in \mathbb{R}^{m \times n} \), one might not have (6.23)–(6.24) for either \( \alpha_1, \beta_1 > 0 \), or \( \alpha_2, \beta_2, \beta_3 > 0 \) (uniformly in \( (\xi, y) \in \mathcal{X}_m^2 \times \mathbb{R}^m \) and in \( (t, \theta) \in [0, T] \times \mathbb{R}^m \), respectively). Hence, if we still want to find a type (III) Lyapunov operator \( P(\cdot) \) of the form (6.14), we probably would have to choose \( \Psi = 0 \), which leads to \( P(\cdot) \) being diagonal. Then a natural question is: Do we have coupled FBSDEs that admit Lyapunov operators of the form (6.14) with \( \Psi = 0 \)?

Our first result of this subsection is the following.

**Proposition 6.6.** Let \( (b, \sigma, g, \gamma, h) \in \mathcal{G}^2 \). Suppose that
\[
1 - \|\gamma_\xi\|_\infty^2 - \|h_y\|_\infty^2 - 2\|\xi\|_\infty \|\gamma_y\|_\infty > 0
\]
and
\[
1 - \|\gamma_\xi\|_\infty^2 - \|h_y\|_\infty^2 + \sqrt{(1 - \|\gamma_\xi\|_\infty^2 - \|h_y\|_\infty^2)^2 - 4\|\xi\|_\infty^2 \|\gamma_y\|_\infty^2} \\
> 2\|\xi\|_\infty^2 \|\gamma_y\|_\infty^2.
\]
Then there exists a \( \lambda_0 > 0 \) such that \( (b, \sigma, g, \gamma, h) \) admits a diagonal type (III) Lyapunov operator \( P(\cdot) \) as long as
\[
\lambda_0^0, \lambda_0^1 \geq \lambda_0,
\]
where

\[
\begin{align*}
\lambda_0^I &= \text{ess inf}_{(t,\theta,\omega)} \left[ \max \Lambda \left( -b_x(t,\theta,\omega) - b_x(t,\theta,\omega)^T \right) \right], \\
\lambda_0^g &= \text{ess inf}_{(t,\theta,\omega)} \left[ \min \Lambda \left( g_y(t,\theta,\omega) + g_y(t,\theta,\omega)^T \right) \right].
\end{align*}
\]  

(6.55)

Note that for the classical case:

\[
||\gamma_\xi|| = ||\gamma_y|| = ||h_y|| = 0.
\]  

(6.56)

Condition \((6.52)\) is always true, and condition \((6.53)\) becomes

\[
||h_\xi|| ||\sigma_z|| < 1,
\]  

(6.57)

which will always be the case if, in addition, \(||\sigma_z|| = 0.\)

Before proving the above result, let us make an observation. Suppose \(\Theta(t) = (X(t),Y(t),Z(t)) \in \mathcal{M}^p[0,T]\) being its unique adapted solution. For any \(\mu \in \mathbb{R}\), the process defined by

\[
\Theta(t) = (\bar{X}(t),\bar{Y}(t),\bar{Z}(t)) \equiv e^{\mu t} \Theta(t) \equiv (e^{\mu t} X(t), e^{\mu t} Y(t), e^{\mu t} Z(t)), \quad t \in [0,T],
\]

is the unique adapted solution of the following FBSDE:

\[
\begin{align*}
&d\bar{X}(t) = \bar{b}(t,\Theta(t)) dt + \bar{\sigma}(t,\Theta(t)) dW(t), \\
&d\bar{Y}(t) = \bar{g}(t,\Theta(t)) dt + \bar{Z}(t) dW(t), \\
&\bar{X}(0) = \bar{Y}(0), \quad \bar{Y}(T) = \bar{h}(\bar{X}(T)),
\end{align*}
\]

with

\[
\begin{align*}
\bar{b}(t,\bar{\theta}) &= \mu \bar{x} + e^{\mu t} b(t, e^{-\mu t} \bar{\theta}), \\
\bar{\sigma}(t,\bar{\theta}) &= \mu \bar{y} + e^{\mu t} \sigma(t, e^{-\mu t} \bar{\theta}), \\
\bar{g}(t,\bar{\theta}) &= e^{\mu t} g(t, e^{-\mu t} \bar{\theta}), \\
\bar{h}(\bar{x}) &= e^{\mu T} h(e^{-\mu T} \bar{x}).
\end{align*}
\]

Thus, we have that

\[
\begin{align*}
\bar{b}_x(t,\bar{\theta}) &= \mu I + b_x(t, e^{-\mu t} \bar{\theta}), \\
\bar{b}_y(t,\bar{\theta}) &= b_y(t, e^{-\mu t} \bar{\theta}), \\
\bar{b}_z(t,\bar{\theta}) &= b_z(t, e^{-\mu t} \bar{\theta}), \\
\bar{\sigma}_x(t,\bar{\theta}) &= \sigma_x(t, e^{-\mu t} \bar{\theta}), \\
\bar{\sigma}_y(t,\bar{\theta}) &= \sigma_y(t, e^{-\mu t} \bar{\theta}), \\
\bar{\sigma}_z(t,\bar{\theta}) &= \sigma_z(t, e^{-\mu t} \bar{\theta}), \\
\bar{g}_x(t,\bar{\theta}) &= g_x(t, e^{-\mu t} \bar{\theta}), \\
\bar{g}_y(t,\bar{\theta}) &= \mu I + g_y(t, e^{-\mu t} \bar{\theta}), \\
\bar{g}_z(t,\bar{\theta}) &= g_z(t, e^{-\mu t} \bar{\theta}),
\end{align*}
\]

and

\[
\bar{h}(\bar{x}) = h_x(e^{-\mu T} \bar{x}).
\]

Consequently,

\[
\bar{\lambda}_0^I \triangleq \text{ess inf}_{(t,\theta,\omega)} \left[ \max \Lambda \left( -\bar{b}_x(t,\bar{\theta},\omega) - \bar{b}_x(t,\theta,\omega)^T \right) \right] = -\mu + \text{ess inf}_{(t,\theta,\omega)} \left[ \max \Lambda \left( -b_x(t,\theta,\omega) - b_x(t,\theta,\omega)^T \right) \right] = -\mu + \lambda_0^I,
\]

and

\[
\bar{\lambda}_0^g \triangleq \text{ess inf}_{(t,\theta,\omega)} \left[ \min \Lambda \left( \bar{g}_y(t,\bar{\theta},\omega) + \bar{g}_y(t,\bar{\theta},\omega)^T \right) \right] = \mu + \text{ess inf}_{(t,\theta,\omega)} \left[ \min \Lambda \left( g_y(t,\theta,\omega) + g_y(t,\theta,\omega)^T \right) \right] = \mu + \lambda_0^g.
\]
As a result,
\[ \lambda^0_b + \lambda^0_g = \bar{\lambda}^0_b + \bar{\lambda}^0_g. \]
This shows that transformation (6.58) cannot simultaneously make \( \lambda_b \) and \( \lambda_g \) large.
Thus, condition (6.54) is sort of intrinsic.

**Proof of Proposition 6.6.** By taking \( \kappa_1, \kappa_2 > 0 \) sufficiently small, and \( \nu_1 = 1 \), we see that a diagonal Lyapunov operator exists if for some \( \nu_2 > 0 \),
\begin{align*}
(6.59) \quad \begin{pmatrix} 1 - \gamma^2 \gamma_x - \nu_2 h_x h_y & -\gamma^2 \gamma_y - \nu_2 h_x h_y \\ -\gamma^2 \gamma_x - \nu_2 h_x h_y & \nu_2 (1 - h_x h_y) - \gamma^2 \gamma_y \end{pmatrix} & \gg 0 \\
\text{and} \quad \begin{pmatrix} b_x + b_y^T + b_y^T \gamma & b_y + \gamma^T \sigma_y - \nu_2 g_z \\ b_y + \gamma^T \sigma_y - \nu_2 g_z & -\gamma^T \sigma_x - \nu_2 g_z \\ b_y + \gamma^T \sigma_y - \nu_2 g_z & -\gamma^T \sigma_x - \nu_2 g_z \end{pmatrix} & \ll 0.
\end{align*}
Clearly, (6.59) holds if
\[ 1 - \|\gamma\|_\infty^2 - \nu_2 \|h_x\|_\infty^2 > 0, \]
\[ \nu_2 (1 - \|h_y\|_\infty^2) - \|\gamma\|_\infty^2 > 0, \]
and
\[ 0 < \left( 1 - \|\gamma\|_\infty^2 - \nu_2 \|h_x\|_\infty^2 \right) \left( \nu_2 (1 - \|h_y\|_\infty^2) - \|\gamma\|_\infty^2 \right) - \left( \|\gamma\|_\infty^2 + \nu_2 \|h_x h_y\|_\infty^2 \right)^2 \\
= - \left[ \|h_x\|_\infty^2 (1 - \|h_y\|_\infty^2) + \|h_x h_y\|_\infty^2 \right] \nu_2^2 - \left[ \|h_x\|_\infty^2 + \|h_x h_y\|_\infty^2 \right] - \left[ \|h_x\|_\infty^2 (1 - \|h_y\|_\infty^2) + \|h_x h_y\|_\infty^2 \right] \nu_2 \\
= - \left[ \|h_x\|_\infty^2 \left( \|h_x\|_\infty^2 + \|h_y\|_\infty^2 \right) \right] \nu_2^2 - \left[ \|h_x\|_\infty^2 \left( \|h_x\|_\infty^2 + \|h_y\|_\infty^2 \right) \right] \nu_2 \\
+ \left[ \|h_x\|_\infty^2 (1 - \|h_y\|_\infty^2) + \left( \|h_x\|_\infty^2 + \|h_y\|_\infty^2 \right) \right] \nu_2 \\
= - \left[ c_2 \nu_2^2 - c_0 + c_1 \nu_2 \right].
\]
Thus,
\[ c_2 \leq \|h_x\|_\infty^2, \quad c_0 \leq \|h_y\|_\infty^2, \quad c_1 \geq 1 - \|\gamma\|_\infty^2 - \|h_y\|_\infty^2. \]
Hence, it suffices to require:
\[ 0 < -\|h_x\|_\infty^2 \nu_2^2 - \|h_y\|_\infty^2 + (1 - \|\gamma\|_\infty^2 - \|h_y\|_\infty^2) \nu_2 \equiv f_{\gamma h}(\nu_2) > 0, \]
for some \( \nu_2 > 0 \). By (6.52), we have
\[ \Delta_{\gamma h} \Delta_{\gamma h} (1 - \|\gamma\|_\infty^2 - \|h_y\|_\infty^2)^2 - 4 \|h_x\|_\infty^2 \|h_y\|_\infty^2 > 0. \]
Making use of Lemma 6.3, we have
\[ \{ f_{\gamma h} > 0 \} = (\mu_{\gamma h}^-, \mu_{\gamma h}^+) \]
with
\[
\begin{align*}
\mu_{\gamma h}^- &= \frac{2\|\gamma y\|_\infty^2}{1 - \|\gamma z\|_\infty^2 - \|h y\|_\infty^2 - \sqrt{\Delta_{\gamma h}}}, \\
\mu_{\gamma h}^+ &= \begin{cases} 
\frac{1 - \|\gamma z\|_\infty^2 - \|h y\|_\infty^2 + \sqrt{\Delta_{\gamma h}}}{2\|h z\|_\infty^2}, & \text{if } \|h z\|_\infty > 0, \\
\infty, & \text{if } \|h z\|_\infty = 0.
\end{cases}
\end{align*}
\]

Next, to ensure (6.60), it suffices to require
\[
(6.61) \quad \begin{pmatrix} \|\sigma z\|_\infty^2 - \lambda_0^2 \nu & b_y + \sigma^T y \nu - \nu_2 z^T & b_z + \sigma^T z \nu \\
b^T y + \sigma^T y \nu - \nu_2 z^T & (\|\sigma y\|_\infty^2 - \nu_2 \lambda_0^2) I & \sigma^T y \nu - \nu_2 g_z \\
b^T z + \sigma^T z \nu & \sigma^T z \nu - \nu_2 g_z & (\|\sigma z\|_\infty^2 - \nu_2) I \end{pmatrix} < 0.
\]

Note that by (6.53), we can choose a \( \nu_2 \in (\|\sigma z\|_\infty^2 \lor \mu_{\gamma h}^-, \mu_{\gamma h}^+) \). For such a \( \nu_2 \), we can choose \( \lambda_0 > 0 \) large enough so that the above holds. Then we have constructed a diagonal type (III) Lyapunov operator.

To conclude this subsection, let us present the following result, which refines Proposition 6.6 when some further conditions are satisfied.

**Proposition 6.7.** Let \((b, \sigma, g, \gamma, h) \in \mathcal{G}^p\) such that
\[ (6.62) \quad \|\gamma z\|_\infty = \|h y\|_\infty = \|h z\|_\infty = \|\sigma z\|_\infty = \|g z\|_\infty = 0 \]
and
\[ (6.63) \quad \|\gamma y\|_\infty^2 \|h z\|_\infty^2 < 1. \]

Let \(\lambda_{b, \sigma}, \lambda_g > 0\) be defined by (6.41) and (6.27). Let
\[ \Delta \triangleq \lambda_{b, \sigma} \left( \lambda_{b, \sigma} \lambda_g^2 - 4 \lambda_g \|g z\|_\infty \|b_y + \sigma^T y \nu\|_\infty - 4 \|g z\|_\infty \|\sigma y\|_\infty^2 \right) > 0 \]
and
\[ (6.64) \quad \rho_- \vee \|\gamma y\|_\infty^2 < \rho_+ \wedge \frac{1}{\|h z\|_\infty^2} \quad \left( \frac{1}{0} = \infty \right), \]
where
\[
(6.65) \quad \rho_- = \frac{2(\lambda_{b, \sigma} \|\sigma y\|_\infty^2 + \|b_y + \sigma^T y \nu\|_\infty)}{\lambda_{b, \sigma} \lambda_g - 2 \|g z\|_\infty \|b_y + \sigma^T y \nu\|_\infty + \sqrt{\Delta}}, \\
\rho_+ = \begin{cases} 
\lambda_{b, \sigma} \lambda_g - 2 \|g z\|_\infty \|b_y + \sigma^T y \nu\|_\infty + \sqrt{\Delta}, & \|g z\|_\infty > 0, \\
\infty, & \|g z\|_\infty = 0.
\end{cases}
\]

Then generator \((b, \sigma, g, \gamma, h)\) admits a diagonal type (III) Lyapunov operator \(P(\cdot)\).

**Proof.** By taking \(\kappa_1, \kappa_2 > 0\) and \(\nu_1 = 1\), we see that a diagonal type (III) Lyapunov operator exists if
\[ (6.66) \quad \left( I - \nu_2 \gamma h \gamma \nu_2 \gamma^T, 0 \right) \succ 0. \]
and

\[
\begin{pmatrix}
\begin{array}{ccc}
\frac{b_x + b_y^	op + \sigma_x^	op \sigma_x}{\sigma_y} & \frac{b_y + \sigma_x^	op \sigma_y - \nu_2 g_x}{\sigma_y} & 0 \\
\frac{b_y + \sigma_x^	op \sigma_y - \nu_2 g_x}{\sigma_y} & \frac{\sigma_y - \nu_2 (g_y + g_y^T)}{\sigma_y} & 0 \\
0 & 0 & -\nu_2 I
\end{array}
\end{pmatrix} \ll 0,
\]

for some \(\nu_2 > 0\).

Note that (6.67) is implied by the following:

\[
1 - \nu_2 \| h_x \|_\infty^2 > 0, \quad \nu_2 - \| y_y \|_\infty^2 > 0,
\]

for some \(\nu_2 > 0\), which is equivalent to the following:

\[
0 < (1 - \nu_2 \| h_x \|_\infty^2) (\nu_2 - \| y_y \|_\infty^2)
= -\| h_x \|_\infty^2 \nu_2 + (1 - \| h_x \|_\infty^2 \| y_y \|_\infty^2) \nu_2 - \| y_y \|_\infty^2 = f_{\gamma h}(\nu_2),
\]

for some \(\nu_2 > \| y_y \|_\infty^2\). Clearly, the above can be guaranteed by (6.63) with

\[
\left\{ \nu_2 > \| y_y \|_\infty^2 \quad | f_{\gamma h}(\nu_2) > 0 \right\} = \left( \| y_y \|_\infty^2, \frac{1}{\| h_x \|_\infty^2} \right), \quad \left( \frac{1}{\| h_x \|_\infty^2} \equiv \infty \right).
\]

Next, we look at (6.68). To ensure that, it suffices to require

\[
\begin{pmatrix}
\begin{array}{ccc}
\frac{b_x + b_y^	op + \sigma_x^	op \sigma_x}{\sigma_y} & \frac{b_y + \sigma_x^	op \sigma_y - \nu_2 g_x}{\sigma_y} & 0 \\
\frac{b_y + \sigma_x^	op \sigma_y - \nu_2 g_x}{\sigma_y} & \frac{\sigma_y - \nu_2 (g_y + g_y^T)}{\sigma_y} & 0 \\
0 & 0 & -\nu_2 I
\end{array}
\end{pmatrix} \ll 0,
\]

for some \(\nu_2 > 0\). Thus, we need

\[
\lambda_{b\sigma} > 0, \quad \nu_2 \lambda_y - \| y_y \|_\infty^2 > 0,
\]

and

\[
0 < \lambda_{b\sigma} (\nu_2 \lambda_y - \| y_y \|_\infty^2) - (\| b_y + \sigma_x^	op \sigma_y \|_\infty + \nu_2 \| g_x \|_\infty)^2
= -\| g_x \|_\infty^2 \nu_2^2 + (\lambda_{b\sigma} \lambda_y - 2 \| g_x \|_\infty \| b_y + \sigma_x^	op \sigma_y \|_\infty \nu_2)
- (\lambda_{b\sigma} \| y_y \|_\infty^2 + \| b_y + \sigma_x^	op \sigma_y \|_\infty^2) \equiv f(\nu_2).
\]

Note that (6.64) implies

\[
\lambda_{b\sigma} \lambda_y - 2 \| g_x \|_\infty \| b_y + \sigma_x^	op \sigma_y \|_\infty > 0
\]

and

\[
\left( \lambda_{b\sigma} \lambda_y - 2 \| g_x \|_\infty \| b_y + \sigma_x^	op \sigma_y \|_\infty \right)^2 - 4 \| g_x \|_\infty \left( \lambda_{b\sigma} \| y_y \|_\infty^2 + \| b_y + \sigma_x^	op \sigma_y \|_\infty^2 \right)
= \lambda_{b\sigma}^2 \lambda_y^2 - 4 \lambda_{b\sigma} \lambda_y \| g_x \|_\infty \| b_y + \sigma_x^	op \sigma_y \|_\infty - 4 \lambda_{b\sigma} \| g_x \|_\infty^2 \| y_y \|_\infty^2
= \lambda_{b\sigma} \left( \lambda_{b\sigma} \lambda_y^2 - 4 \lambda_y \| g_x \|_\infty \| b_y + \sigma_x^	op \sigma_y \|_\infty - 4 \| g_x \|_\infty^2 \| y_y \|_\infty^2 \right) \equiv \Delta > 0.
\]

Then by Lemma 6.3, we obtain the existence of a diagonal type (III) Lyapunov operator.

We see that the type (III) Lyapunov operator under the conditions of Proposition 6.7 is essentially of the form

\[
\begin{pmatrix}
I & 0 \\
0 & -\nu_2 I
\end{pmatrix}.
\]
In this section, we would like to look at the following FBSDE:

\[
\begin{aligned}
    dX(t) &= \left[ AX(t) - BB^T Y(t) - BD^T Z(t) \right] dt \\
    &\quad + \left[ CX(t) - DB^T Y(t) - DD^T Z(t) \right] dW(t), \\
    dY(t) &= - \left[ QX(t) + AT Y(t) + CT Z(t) \right] dt + Z(t) dW(t), \\
    X(0) &= E \left[ G^{-1} X(T) - (G^T G)^{-1} Y(0) \right], \\
    Y(T) &= X(T) - EX(T) + (G^T)^{-1} Y(0).
\end{aligned}
\]

(7.1)

This is a special case of (2.3) for which

\[
b(t, x) = Ax, \quad \sigma(t, x) = Cx, \quad Q(t, x) = \frac{1}{2} \langle Qx, x \rangle.
\]

For simplicity, we assume that all the coefficients are constants and \( m = n \). We have the following result.

**Proposition 7.1.** Suppose

\[
Q \geq 0, \quad e^{\lambda T}|(GG^T)^{-1}| < 1, \quad e^{\lambda T}|(G^T G)^{-1}| < 1,
\]

where

\[
\lambda = \max \Lambda(A + AT + CT C).
\]

Then FBSDE (7.1) admits a unique adapted solution.

**Proof.** For this case, we have

\[
\gamma(\xi, y) = E[G^{-1} \xi] - (G^T G)^{-1} y, \quad h(\xi, y) = \xi - E\xi + (G^T)^{-1} y.
\]

Thus,

\[
\begin{aligned}
\gamma_{\xi} &= EG^{-1}, \quad \gamma_{y} = -(G^T G)^{-1}, \\
\gamma_1 &= I_{X^2} - E, \quad h_y = I_{X^2}(G^T)^{-1},
\end{aligned}
\]

leading to

\[
\begin{aligned}
\gamma_{\xi}^2 &= I_{X^2}(G^T)^{-1} = h_y, \quad \gamma_T = -(G^T G)^{-1} = \gamma_y, \\
h^T_x &= I_{X^2} - E = h_\xi, \quad h^T_y = EG^{-1} = \gamma_\xi.
\end{aligned}
\]

Hence, taking \( \Psi = I \), we have

\[
\begin{pmatrix}
\Psi^T h_{\xi} + h^T_{\xi} \Psi & \Psi^T h_{\xi} - \gamma_{\xi} \Psi^T \\
-\Psi h_{\xi} - \Psi \gamma_{\xi} & -\Psi h_{\xi} - \gamma_{\xi} \Psi^T 
\end{pmatrix} = \begin{pmatrix} 2(I_{X^2}-E) & 0 \\ 0 & 2(G^T G)^{-1} \end{pmatrix} \succeq 0
\]

and

\[
\begin{pmatrix}
\Psi^T g_{\xi} + g^T_{\xi} \Psi & \Psi^T g_{\xi} + \gamma_{\xi} \Psi^T \\
\Psi g_{\xi} + g^T_{\xi} \Psi & \Psi g_{\xi} + \gamma_{\xi} \Psi^T \\
g^T_{\xi} \Psi + \Psi \sigma_{\xi} & g^T_{\xi} \Psi + \Psi \sigma_{\xi} \\
g^T_{\xi} \Psi + \Psi \sigma_{\xi} & g^T_{\xi} \Psi + \Psi \sigma_{\xi}
\end{pmatrix} = \begin{pmatrix} -2Q & 0 & 0 \\ -2BB^T & -2BD^T \\ 0 & -2DB^T & -2DD^T \end{pmatrix} \succeq 0.
\]

Consequently, (5.12) becomes

\[
\begin{pmatrix}
\nu_1 e^{\gamma T(GG^T)^{-1} E} + (2 - \nu_2 e^{\gamma T}) (I-E) \\
\nu_2 e^{\gamma T}(GG^T)^{-1} \\
\nu_1 e^{\gamma T} (2 - \nu_2 e^{\gamma T}) (I-E) + (2 - \nu_1 e^{\gamma T}) (G^T G G^T)^{-1} \\
\nu_1 e^{\gamma T} (G^T G G^T)^{-1} \\
\nu_2 e^{\gamma T} (G^T G G^T)^{-1} + (2 - \nu_1 e^{\gamma T}) (G^T G G^T)^{-1} (G^T G G^T)^{-1} \end{pmatrix} \succeq 0,
\]
which is true if

\[
\begin{align*}
(7.5) & \quad \begin{cases} 
  e^{\kappa_1 T} |(GG^T)^{-1}| < 1, & \nu_2 e^{\kappa_2 T} \leq 2, \\
  e^{\nu_2 T} |(G^T G)^{-1}| < 1, & \nu_1 e^{\kappa_1 T} |(G^T G)^{-1}| \leq 2
\end{cases} 
\end{align*}
\]

and

\[
\left( \frac{\nu_1 |I-(GG^T)^{-1}| + (2-\nu_2)(I-E)}{\nu_1 (G^T G)^{-1}} \right) \gg 0,
\]

which is implied by

\[
\left( \frac{\nu_1 |I-(GG^T)^{-1}|}{\nu_1 (G^T G)^{-1}} \right) \gg 0.
\]

This is true if \( \nu_1 > 0 \) is small enough.

On the other hand, (6.13) becomes (take \( \alpha > 0 \))

\[
(7.6) \quad \begin{pmatrix}
-\nu_1 e^{\kappa_1 (T-t)} (I-\alpha I-A-A^T-C^T C) & \nu_2 e^{\kappa_2 T} Q \\
\nu_2 e^{\kappa_2 T} Q & -\nu_2 e^{\kappa_2 T} (\kappa_2 I-A-A^T) & \nu_2 e^{\kappa_2 T} C^T \\
0 & -\nu_2 e^{\kappa_2 T} C & -\nu_2 e^{\kappa_2 T} I
\end{pmatrix} + \begin{pmatrix}
-\nu_1 e^{\kappa_1 (T-t)} (I-2Q) & -\nu_1 e^{\kappa_1 (T-t)} (B+C^T) D B^T \\
-\nu_1 e^{\kappa_1 (T-t)} D (B^T+D^T) C & -D (B^T+D^T) D B^T \\
-\nu_1 e^{\kappa_1 (T-t)} D (B^T+D^T) C & -D (B^T+D^T) D B^T \\
\end{pmatrix} \leq 0,
\]

which is implied by

\[
\begin{pmatrix}
-\nu_1 e^{\kappa_1 (T-t)} I & -\nu_1 e^{\kappa_1 (T-t)} (B+C^T) D B^T \\
-\nu_1 e^{\kappa_1 (T-t)} D (B^T+D^T) C & -D (B^T+D^T) D B^T \\
-\nu_1 e^{\kappa_1 (T-t)} D (B^T+D^T) C & -D (B^T+D^T) D B^T \\
\end{pmatrix} \leq 0.
\]

This is equivalent to the following: \( \alpha > 0 \), and

\[
\begin{align*}
& \left( \frac{-B [2I-\nu_1 e^{\kappa_1 (T-t)} D B^T] + B [2I-\nu_1 e^{\kappa_1 (T-t)} D B^T]}{\rho} \right) \\
& \quad \left( \frac{-B [2I-\nu_1 e^{\kappa_1 (T-t)} D B^T] + B [2I-\nu_1 e^{\kappa_1 (T-t)} D B^T]}{\rho} \right) \\
& \quad + \frac{\nu_1 e^{\kappa_1 (T-t)}}{\alpha} \left( B (B^T+D^T C) D (B^T+D^T C) \right) \left( B + C^T D \right) B^T, \left( B + C^T D \right) D^T \right) \\
& = - \left( \frac{B}{\rho} \right) \left( 2I - \nu_1 e^{\kappa_1 (T-t)} [D T D + \frac{1}{\alpha} B (B + C^T D)^T B (B + C^T D)] \right) \left( \frac{B}{\rho} \right)^T \leq 0.
\end{align*}
\]

Hence, for any given \( \alpha, \kappa_1 > 0 \), by choosing \( \nu_1 > 0 \) small enough, we can achieve the above. Next, we require

\[
(7.7) \quad \begin{pmatrix}
-\nu_1 e^{\kappa_1 (T-t)} (I-\alpha I-A-A^T-C^T C) & \nu_2 e^{\kappa_2 T} Q \\
\nu_2 e^{\kappa_2 T} Q & -\nu_2 e^{\kappa_2 T} (\kappa_2 I-A-A^T) & \nu_2 e^{\kappa_2 T} C^T \\
0 & -\nu_2 e^{\kappa_2 T} C & -\nu_2 e^{\kappa_2 T} I
\end{pmatrix} \leq 0,
\]

which is equivalent to the following:

\[
(7.8) \quad \begin{pmatrix}
-\nu_1 e^{\kappa_1 (T-t)} (I-\alpha I-A-A^T-C^T C) & Q \\
Q & -\kappa_2 I-A-A^T & C^T \\
0 & C & -I
\end{pmatrix} \leq 0.
\]
This is equivalent to the following:

\[(\kappa - \alpha)I - A - A^T - C^T C \gg 0\]

and

\[(7.9) \quad \left( -\kappa_2 I - A - A^T + \frac{\nu_2 e^{\kappa_2 t}}{\nu_1} Q[\kappa_1 - \alpha)I - A - A^T - C^T C]^{-1} Q + C^T C \right) \ll 0,\]

which is further equivalent to the following:

\[-\kappa_2 I - A - A^T + \frac{\nu_2 e^{\kappa_2 t}}{\nu_1} Q[\kappa_1 - \alpha)I - A - A^T - C^T C]^{-1} Q + C^T C \ll 0.\]

Now, we first choose \(\kappa_1 > \alpha > 0\) such that

\[\kappa_1 - \alpha > \max \Lambda (A + A^T + C^T C).\]

Then choose \(\nu_1 > 0\) small so that

\[\nu_1 e^{\kappa_1 t} |D^T D + \frac{1}{\alpha} (B + C^T D)^T (B + C^T D)| \leq 2.\]

Next, choose \(\kappa_2 > 0\) such that

\[\kappa_2 > \max \Lambda (A + A^T + C^T C) + \varepsilon |Q[(\kappa_1 - \alpha)I - A - A^T - C^T C]^{-1} Q|.\]

Finally, we choose

\[\nu_2 = \varepsilon \nu_1 e^{-\kappa_2 T}.\]

Note that for \(\varepsilon, \alpha > 0\) small enough, we can have \(\kappa_1, \kappa_2 > \lambda\) such that \((7.3)\) holds. Hence, the generator of FBSDE \((7.1)\) admits a type (III) Lyapunov operator \(P(\cdot)\) of the form \((5.14)\) with \(\Psi = I.\) Hence, \((7.1)\) admits a unique adapted solution. \(\square\)

Note that the left hand side of \((7.3)\) is merely positive semi-definite and the left hand side of \((7.4)\) is merely negative semi-definite. Hence, \(P = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\) cannot serve as a Lyapunov operator for the generator. We have seen how we choose the diagonal elements to have a type (III) Lyapunov operator leading to the well-posedness of the FBSDE.

To conclude this paper, we would like to make several remarks.

(i) For simplicity of presentation, we only considered the case of one-dimensional Brownian motion. The higher-dimensional Brownian motion case should have a similar theory.

(ii) We did not present examples for which either type (I) or type (II) Lyapunov operators exist but type (III) Lyapunov operators do not exist. We believe that such examples do exist.

(iii) We have not looked into the construction of general Lyapunov operators

\[P(t) = \begin{pmatrix} P_1(t) & \Psi(t)^T \\ \Psi(t) & P_2(t) \end{pmatrix} \] (allowing \(\Psi\) to be time-varying) will lead to the well-posedness of a larger class of FBSDEs.
(iv) It is possible to define stochastic Lyapunov operators; i.e., one may allow $P(\cdot)$ to be an $\mathbb{F}$-adapted stochastic process. Then the well-posedness of a much wider class of FBSDEs might be established. We hope to present some interesting results along this line in the future.
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8. Appendix

Consider a controlled SDE:

$$dX(t) = \left[b(t, X(t)) + B(t)u(t)\right]dt + \left[\sigma(t, X(t)) + D(t)u(t)\right]dW(t), \quad t \in [0, T],$$

with the following cost functional:

$$J(u(\cdot)) = \mathbb{E}\left\{ \int_0^T \left[ Q(t, X(t)) + \frac{1}{2}|u(t)|^2 \right] dt + \frac{1}{2}|X(T) - GX(0)|^2 \right\}.$$

Suppose $(\bar{X}(\cdot), \bar{u}(\cdot))$ is an optimal pair. Then take any control $u(\cdot)$, initial state $X_0 \in \mathbb{R}^n$, and $\varepsilon > 0$. Letting $X^\varepsilon(\cdot)$ be the state corresponding to $u^\varepsilon(\cdot) = \bar{u}(\cdot) + \varepsilon u(\cdot)$ with the initial state $X_0 + \varepsilon \bar{X}(0)$, we have

$$\lim_{\varepsilon \to 0} \frac{X^\varepsilon(t) - \bar{X}(t)}{\varepsilon} = X(t), \quad t \in [0, T],$$

with

$$\begin{cases} dX(t) = \left[b_x(t, \bar{X}(t))X(t) + B(t)u(t)\right]dt + \left[\sigma_x(t, \bar{X}(t))X(t) + D(t)u(t)\right]dW(t), \\ X(0) = X_0, \end{cases}$$

and

$$0 \leq \lim_{\varepsilon \to 0} \frac{J(u^\varepsilon(\cdot)) - J(u(\cdot))}{\varepsilon} = \mathbb{E}\left\{ \int_0^T \left[ \langle Q_x(t, \bar{X}(t)), X(t) \rangle + \langle \bar{u}(t), u(t) \rangle \right] dt 
\right. 
+ \left. \langle \bar{X}(T) - G\bar{X}(0), X(T) \rangle - \langle G^T[\bar{X}(T) - G\bar{X}(0)], X(0) \rangle \right\}.$$

Now, introduce BSDE:

$$dY(t) = \varphi(t)dt + Z(t)dW(t),$$

with $\varphi(\cdot)$ undetermined. By Itô’s formula, we have (suppressing $t$ and $\bar{X}$)

$$d\langle X, Y \rangle = \left[ \langle b_x X + Bu, Y \rangle + \langle X, \varphi \rangle + \langle \sigma_x X + Du, Z \rangle \right] dt
+ \left[ \langle \sigma_x X + Du, Y \rangle + \langle X, Z \rangle \right] dW.$$

Hence,

$$\mathbb{E}\left[ \langle X(T), Y(T) \rangle - \langle X(0), Y(0) \rangle \right]$$

$$= \mathbb{E}\int_0^T \left[ \langle b_x X + Bu, Y \rangle + \langle X, \varphi \rangle + \langle \sigma_x X + Du, Z \rangle \right] dt.$$
Consequently,

\[
0 \leq \mathbb{E}\left\{ \int_0^T \left[ \langle Q_x, X \rangle + \langle \bar{u}, u \rangle + \langle b_x X + Bu, Y \rangle + \langle X, \varphi \rangle + \langle \sigma_x X + Du, Z \rangle \right] dt \\
+ \langle \dot{X}(T) - G\dot{X}(0), X(T) \rangle - \langle G^T \dot{X}(T) - G\dot{X}(0) \rangle, X(0) \rangle \\
- \left( \langle X(T), Y(T) \rangle - \langle X(0), Y(0) \rangle \right) \right\}
\]

\[= \mathbb{E}\left\{ \int_0^T \left[ \langle Q_x + b_x^T Y + \sigma_x^T Z + \varphi, X \rangle + \langle \bar{u} + B^T Y + D^T Z, u \rangle \right] dt \\
+ \langle \dot{X}(T) - G\dot{X}(0) - Y(T), X(T) \rangle \\
- \langle G^T \dot{X}(T) - G\dot{X}(0) \rangle - Y(0), X(0) \rangle \right\}.\]

Hence, we must have

\[
\begin{align*}
Y(0) &= \mathbb{E} G^T \dot{X}(0), \\
Y(T) &= \dot{X}(T) - G\dot{X}(0), \\
\varphi &= -b_x^T Y - \sigma_x^T Z - Q_x, \\
\bar{u} &= -B^T Y - D^T Z.
\end{align*}
\]

Thus,

\[
\dot{X}(0) = (G^T G)^{-1} \left[ \mathbb{E} G^T \dot{X}(T) - Y(0) \right] = \mathbb{E} \left[ G^{-1} \dot{X}(T) - (G^T G)^{-1} Y(0) \right]
\]

and

\[
Y(T) = \dot{X}(T) - \mathbb{E} \left[ G^{-1} \dot{X}(T) - (G^T G)^{-1} Y(0) \right] = \dot{X}(T) - \mathbb{E} \dot{X}(T) + (G^T)^{-1} Y(0).
\]

Therefore, the optimality system takes the following form (dropping bars):

\[
\begin{align*}
\frac{dX(t)}{dt} &= \left[ b(t, X(t)) - B(t) B^T Y(t) - B(t) D(t) Z(t) \right] dt \\
&\quad + \left[ \sigma(t, X(t)) - D(t) B(t) Y(t) - D(t) D(t) Z(t) \right] dW(t), \\
\frac{dY(t)}{dt} &= -\left[ b_x(t, X(t))^T Y(t) + \sigma_x(t, X(t))^T Z(t) + Q_x(t, X(t)) \right] dt, \\
X(0) &= \mathbb{E} \left[ G^{-1} \dot{X}(T) - (G^T G)^{-1} Y(0) \right], \\
Y(T) &= \dot{X}(T) - \mathbb{E} \dot{X}(T) + (G^T)^{-1} Y(0).
\end{align*}
\]
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