CHRISTOFFEL FUNCTIONS ON CURVES AND DOMAINS

VILMOS TOTIK

Abstract. Asymptotics for Christoffel functions are established for measures supported on unions of smooth Jordan curves and for area-like measures on unions of smooth Jordan domains. For example, in the former case the $n$-th Christoffel function tends to the Radon-Nikodym derivative of the measure with respect to the equilibrium distribution of the support of the measure.
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1. Introduction and results

Let $\mu$ be a finite Borel measure on the plane such that its support is compact and consists of infinitely many points. The Christoffel functions associated with $\mu$ are defined as

$$\lambda_n(\mu, z) = \inf_{P_n(z)=1} \int |P_n|^2 d\mu,$$
where the infimum is taken for all polynomials of degree at most \( n \) that take the value 1 at \( z \). If \( p_k(z) = p_k(\mu, z) \) denotes the orthonormal polynomials with respect to \( \mu \), i.e.

\[
\int p_n p_m d\mu = \delta_{n,m},
\]

then \( \lambda_n \) can be expressed as

\[
\lambda_n^{-1}(\mu, z) = \sum_{k=0}^{n} |p_k(z)|^2.
\]

In other words, \( \lambda^{-1}(z) \) is the diagonal of the reproducing kernel

\[
K_n(z, w) = \sum_{k=0}^{n} p_k(z)p_k(w),
\]

which makes it an essential tool in many problems. As early as 1915 G. Szegő proved that if \( d\mu(t) = \mu'(t)dt \) is an absolutely continuous measure on the unit circle (identified with \([-\pi, \pi]\]), then

\[
\lim_{n \to \infty} \lambda_n(z) = (1 - |z|^2) \exp \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{e^{it} - z}{e^{it} + z} \log \mu'(t) dt \right), \quad |z| < 1,
\]

provided \( \log \mu'(t) \) is integrable (otherwise the limit on the left is 0). This result was later generalized in various directions; see e.g. [13], [14], [8]. Szegő ([35, Th. I', p. 461]) also proved that on the unit circle

\[
\lim_{n \to \infty} n\lambda_n(\mu, e^{i\theta}) = 2\pi \mu'(\theta)
\]

under the condition that \( \mu \) is absolutely continuous and \( \mu' > 0 \) is twice continuously differentiable. The almost everywhere result came much later, only in 1991 was it proved in [18] that (1.1) is true almost everywhere provided \( \log \mu' \) is integrable.

In past literature much work has been devoted to Christoffel functions, e.g. the H^p theory emerged from Szegő’s theorem, the density of states in statistical mechanical models of quantum physics is given by the reciprocal of the Christoffel function associated with the spectral measure (see e.g. [23]), and the recent breakthrough [16] by Lubinsky in universality connected with random matrices has also been based on them (cf. also [4], [38] and particularly [31], where the importance of Christoffel functions regarding off diagonal behavior of the reproducing kernel was emphasized). See [3], [9], [29], and particularly [21] by P. Nevai and [30] by B. Simon for the role and various uses of Christoffel functions. Their asymptotics on the real line and on the unit circle have been well understood ([34], [17], [18], [36], [6], [29], [32] [31], [16], [4]), but nothing was known about their asymptotic behavior on general curves (for a subarc of the circle and some special measures see [6]). In this paper we develop a method that can handle sets with boundary consisting of smooth Jordan curves. Our approach is based on approximation of general sets by lemniscates (level sets of polynomials), and it can simultaneously handle measures on curves and (area type measures) on domains. For example, it follows from our results that if \( \mu \) is supported on a finite number of \( C^2 \) Jordan curves \( \gamma \), then (provided the right hand side is positive and continuous)

\[
\lim_{n \to \infty} n\lambda_n(\mu, z) = \frac{d\mu(z)}{d\omega_\gamma},
\]
where \( d\mu(z)/d\omega_\gamma \) denotes the Radon-Nikodym derivative of \( \mu \) with respect to the equilibrium measure of \( \gamma \).

Recall that Jordan curves are homeomorphic images of the unit circle. The bounded component of the complement of a Jordan curve is called a Jordan domain. If \( \gamma \) is a union of rectifiable Jordan curves, then an arc measure on \( \gamma \) is denoted by \( s_\gamma \).

**Theorem 1.1.** Let \( \gamma \) be the union of finitely many rectifiable Jordan curves lying exterior to one another. Assume that \( \mu \) is a Borel measure on \( \gamma \) such that its Radon-Nikodym derivative \( d\mu(t)/ds_\gamma \) with respect to \( s_\gamma \) is positive \( s_\gamma \)-almost everywhere. Let \( z_0 \in \gamma \), \( J \) be an open \( C^2 \) subarc of \( \gamma \) containing \( z_0 \), and on \( J \) let \( \mu \) be absolutely continuous with respect to \( s_\gamma \), and its Radon-Nikodym derivative \( d\mu(t)/ds_\gamma \) continuous at \( z_0 \). Then

\[
\lim_{n \to \infty} n\lambda_n(\mu, z_0) = \frac{d\mu(z_0)}{d\omega_\gamma},
\]

where \( \omega_\gamma \) is the equilibrium measure of \( \gamma \). If the Radon-Nikodym derivative is continuous on \( J \), then the convergence in (1.2) is uniform on compact subsets of \( J \).

We remark that under the conditions of the theorem the Radon-Nikodym derivative on the right of (1.2) is also continuous at \( z_0 \). Furthermore, (1.2) can be written in the alternate form (see (84))

\[
\lim_{n \to \infty} n\lambda_n(\mu, z_0) = 2\pi \frac{d\mu(z_0)}{ds_\gamma} \left( \frac{\partial g_{\gamma, \gamma}(z_0, \infty)}{\partial n} \right)^{-1},
\]

where \( g_{\gamma, \gamma}(z_0, \infty) \) denotes the Green’s function with pole at infinity associated with the unbounded component \( \Omega \) of \( \overline{\mathbb{C}} \setminus \gamma \) and where \( \partial(\cdot)/\partial n \) denotes the normal derivative in the direction of the inner normal of \( \Omega \).

We also note that the condition \( d\mu(t)/ds_\gamma > 0 \ s_\gamma \text{-a.e.} \) may be relaxed (see Theorem 1.2 below), but some type of condition of a similar nature is needed. For example, if \( \mu \) vanishes on a subarc of \( \gamma \), then (1.2) definitely fails.

We have stated Theorem 1.1 in a digestible form, but actually a more general result is true, of which Theorem 1.1 is a special case. Let \( K = \text{supp}(\mu) \) be the support of the measure \( \mu \). We always assume that \( K \) is compact and \( \Omega \), the unbounded component of \( \overline{\mathbb{C}} \setminus K \), is regular with respect to solving Dirichlet problems. The set \( \overline{\mathbb{C}} \setminus \Omega \) is called the polynomial convex hull \( \text{Pc}(K) \) of \( K \) (it is the union of \( K \) with all the bounded components of \( \overline{\mathbb{C}} \setminus K \)), and the boundary \( \partial\Omega \) of \( \Omega \) is the so-called outer boundary of \( K \). Points on the outer boundary is where we will consider the associated Christoffel functions (in \( \Omega \) and inside \( \text{Pc}(K) \) its behavior is different; cf. Szegő’s result at the beginning of the paper).

The measure \( \mu \) is said to be in the \( \text{Reg} \) class (see [33, Theorem 3.2.3]) if the orthonormal polynomials with respect to \( \mu \) have subexponential supremum norm on \( K \), i.e. if

\[
\lim_{n \to \infty} \|p_n(\mu, \cdot)\|_{K}^{1/n} \to 1.
\]

This is equivalent to the fact that the \( L^2(\mu) \) and \( L^\infty(\mu) \) norms of polynomials are asymptotically the same in \( \alpha \)-th root sense (see (6.29)) or to the fact that \( \lambda_n(\mu, z)^{1/n} \to 1 \) uniformly on the support of \( \mu \). \( \mu \in \text{Reg} \) is a fairly weak condition.
on $\mu$; see [33] for general regularity criteria and different equivalent formulations of $\mu \in \text{Reg}$. For example, if $d\mu(t)/ds_\gamma > 0$ $s_\gamma$-almost everywhere as in Theorem 1.1, then $\mu \in \text{Reg}$, so Theorem 1.1 is a special case of the following theorem, in which $\text{cap}(K)$ stands for the logarithmic capacity of $K$ and $\omega_K$ for its equilibrium measure. The following theorem essentially says that Theorem 1.1 is true locally on arcs of the support; away from the arc considered the measure (and its support) can be fairly arbitrary.

**Theorem 1.2.** Assume that $\mu$ is in the $\text{Reg}$ class such that its support $K$ satisfies $\text{cap}(K) = \text{cap}(\text{Int}(\text{Pc}(K)))$, where $\text{Int}$ means two dimensional interior. Suppose that $z_0 \in \partial \Omega$ and for some open disk $D$ with center at $z_0$ the intersection $D \cap K$ is a $C^2$ Jordan arc $J$, on which $\mu$ is absolutely continuous with respect to $s_J$ and its Radon-Nikodym derivative $d\mu(t)/ds_J$ is continuous at $z_0$. Then

$$
\lim_{n \to \infty} n \lambda_n(\mu, z_0) = \frac{d\mu(z_0)}{d\omega_K}.
$$

If the conditions are uniformly satisfied on $J$, then (1.5) uniformly holds on compact subsets of $J$.

Since $\text{cap}(K) = \text{cap}(\text{Pc}(K))$, the condition of $K$ in the theorem says that $\text{Pc}(K)$ is sufficiently thick in the sense that even its interior has the same capacity.

In what follows we shall often write $g_{C\setminus K}(z, \infty)$ for the Green’s function $g_{\Omega}(z, \infty)$, where $\Omega$ is the unbounded component of $C \setminus K$. We shall prove Theorem 1.2 in the following equivalent form (see (3.3)):

$$
\lim_{n \to \infty} n \lambda_n(\mu, z_0) = 2\pi \frac{d\mu(z_0)}{ds_J} \left( \frac{\partial g_{C\setminus K}(z_0, \infty)}{\partial n} \right)^{-1}.
$$

Theorem 1.2 gives asymptotics on arc-like measures under quite general conditions. The method that we shall use also gives asymptotics for Christoffel functions with respect to area-like measures. Orthogonal polynomials with respect to area measures go back to Carleman [1], who gave strong asymptotics for them in the case of a Jordan domain with analytic boundary curve. In this case one can read practically everything from the analytic extension of the external conformal map. For less smooth domains or for regions consisting of several components the situation is more difficult. There has been a recent burst of interest in this direction due partly to its relevance to planar region reconstruction ([9], [7], [15], [19]), but asymptotics of Christoffel functions on the boundary of the region have not been known or investigated except for the paper [10], where lower and upper bounds were given for them.

Let $A$ denote area measure. A new feature in this case is that on the boundary the order of the Christoffel function will be $1/n^2$ (as opposed to the order $1/n$ above), which is quite natural, since typically a minimizing polynomial for $\lambda_n(\mu, z)$ is “small outside a $1/n$-neighborhood of $z$”, and with respect to area measure the square integral of it will be of the order $1/n^2$. For example, for a set $K$ enclosed by finitely many $C^2$ Jordan curves the Christoffel functions with respect to area...
measure $dA$ have asymptotics

\[
\lim_{n \to \infty} n^2 \lambda_n(dA, z) = 2\pi \left( \frac{\partial g(z, \infty)}{\partial n} \right)^{-2}
\]

uniformly on the boundary of $K$. A more precise result is

**Theorem 1.3.** Suppose that $K$ is a compact set and $\mu$ is a measure on $K$ of the form $d\mu = WdA$ with some continuous $W$ such that

$$\text{cap}\{z \mid W(z) > 0\} \cap \text{Int}(K) = \text{cap}(K).$$

Suppose that $z_0 \in \partial \Omega$, and for some open disk $D$ with center at $z_0$ the intersection $D \cap \partial K$ is a $C^2$ Jordan arc $J$. Then

\[
\lim_{n \to \infty} n^2 \lambda_n(\mu, z_0) = 2\pi W(z_0) \left( \frac{\partial g_{\partial K}(z_0, \infty)}{\partial n} \right)^{-2}.
\]

If the conditions are uniformly satisfied on $J$, then (1.8) uniformly holds on compact subsets of $J$.

This is again a special case of

**Theorem 1.4.** Let $\mu$ be a Borel measure in the Reg class such that $K = \text{supp}(\mu)$ is a compact set with $\text{cap}(K) = \text{cap}(\text{Int}(\text{Pc}(K)))$. Suppose that $z_0 \in \partial \Omega$, and for some open disk $D$ with center at $z_0$ the intersection $D \cap \partial K$ is a $C^2$ Jordan arc $J$. Assume that in $K \cap D \mu$ is of the form $d\mu = WdA$ with some $W$ that is continuous at $z_0$. Then (1.8) holds. If $W$ is continuous on $J$, then (1.8) holds uniformly on compact subsets of $J$.

We mention that (1.7) was also announced in [10] by B. Gustafsson, M. Putinar, E. B. Saff and N. Stylianopoulos in the case where $K$ is a Jordan domain with analytic boundary. For more than one component lower and upper bounds for $n^2 \lambda_n(dA, z)$ were also given there (see also the manuscript [11]). The emphasis in [10] was on the general theory of orthogonal polynomials with respect to area measure (Bergman polynomials) on the union of finitely many Jordan domains, and the method of that paper is totally different from what we use below.

The idea of our proofs is to verify the results for lemniscate sets (level sets of polynomials) using polynomial mappings. We shall see that we can well approximate our sets (supports) by lemniscates, and that will allow us to prove the theorems from their lemniscate special case. This will be achieved by a delicate extension of Hilbert’s lemniscate theorem proved in [20] which roughly claims that one can insert a lemniscate in between touching Jordan curves in such a way that the normal derivative of the corresponding Green’s functions is also close (see Theorem 2.3). Thus, in a sense, the basis of the proof is the application of polynomial mappings, so it resembles the reasonings in [37] and [93].

The proof for area-like measures is technically much simpler than for measures on curves. Therefore we shall prove the former ones first. The reason for the area case being simple is that inner and outer exhaustions using lemniscate domains are sufficient to derive lower and upper bounds, respectively. However, in the curve case there is no lemniscate which precisely matches the curve, and this adds another level of difficulty. Also, although Theorem 1.3 is a special case of Theorem 1.4 that is not easy to see; hence we shall prove both of them (skipping, of course, the common parts in the second proof).
The paper is organized as follows. First we prove some facts on lemniscates and lemniscate domains. Then we verify some elementary results on Green’s functions and equilibrium measures. In Section 1 we present the construction of some fast decreasing polynomials that will be used throughout the proofs. The proof of Theorems 1.3–1.4 will be presented in Section 5, and that of Theorems 1.1–1.2 in Section 6. Finally, we establish some simple Markov and Bernstein type inequalities that also play an essential role.

In conclusion, we mention that the case when \( \mu \) is supported on Jordan arcs (even a single smooth arc) is still open.

2. A FEW ELEMENTARY FACTS ABOUT LEMNISCATES AND THEIR DOMAINS

Let \( \mathcal{C} = \{ w \mid |w| = 1 \} \) and \( \Delta = \{ w \mid |w| < 1 \} \) be the unit circle and unit disk, respectively.

A lemniscate \( \sigma \) is the level line of a polynomial, i.e.,

\[
\sigma = T_N^{-1}(\mathcal{C}) = \{ z \mid |T_N(z)| = 1 \},
\]

where \( T_N \) is a polynomial of exact degree \( N \). Although \( \sigma \) may have several \((\leq N)\) components, we shall call the set \( \sigma = T_N^{-1}(\overline{\Delta}) = \text{Pc}(\sigma) \) that \( \sigma \) encloses a closed lemniscate domain. In what follows we shall always assume that \( \sigma \) consists of disjoint Jordan curves (homeomorphic images of the unit circle). Then \( T'_N(z) \neq 0 \) on \( \sigma \), and \( \sigma \) consists of finitely many analytic Jordan curves.

The Green’s function of \( \overline{\mathcal{C}} \setminus L \) with pole at infinity is

\[
g_{\mathcal{C} \setminus L}(z, \infty) = \frac{1}{N} \log |T_N(z)|
\]

(just check the defining properties of the Green’s function for the right hand side; see [26, Definition 4.4.1]), and its normal derivative at \( z \in \partial L \) with respect to the inner normal of \( \mathcal{C} \setminus L \) (outer normal to \( L \)) is

\[
\frac{\partial g_{\mathcal{C} \setminus L}(z, \infty)}{\partial \mathbf{n}} \bigg|_{z = \partial L} = \frac{1}{N} |T'_N(z)|.
\]

Indeed, in verifying this we may assume that \( z = 0, T_N(0) = 1 \) and \( \mathbf{n} \) is pointing in the direction of the positive \( x \) axis. Then the boundary of \( L \) has a vertical tangent line at 0, which is mapped by \( T_N \) into the boundary of \( \Delta \) with vertical tangent line at \( T_N(0) = 1 \). Hence the conformality of \( T_N \) gives \( T'_N(0) > 0 \), and

\[
\frac{\partial g_{\mathcal{C} \setminus L}(0, \infty)}{\partial \mathbf{n}} = \left. \frac{d g_{\mathcal{C} \setminus L}(x, \infty)}{dx} \right|_{x = 0} = \frac{1}{N} \left. \frac{d \log |T_N(x)|}{dx} \right|_{x = 0} = \Re \frac{1}{N} \left. \frac{d T_N(x)}{dx} \right|_{x = 0} = \Re \frac{1}{N} \frac{T'_N(0)}{T_N(0)} = \frac{1}{N} T'_N(0),
\]

since \( T_N(0) = 1 \).

In what follows we write \( dA = dA(z) = dx dy \) \((z = x + iy)\), so that

\[
\int \cdots dA = \int \int \cdots dx dy.
\]

Define for some \( \rho < 1 \) close to 1 the sets

\[
\Delta_{\rho} = \{ w \mid |w| < \rho \}, \quad \Delta^*_{\rho} = \{ w \mid \rho < |w| < 1 \}, \quad \mathcal{L}_\rho = T^{-1}(\Delta_{\rho})
\]
and
\[ L_\rho^* = T^{-1}(\Delta_\rho^*), \]

of which \( L_\rho^* \) will be our first concern. For \( \rho < 1 \) lying close to 1 this \( L_\rho^* \) lies close to the boundary \( \partial L \), and we assume \( \rho < 1 \) so large that in \( L_\rho^* \) we have \( T_N'(z) \neq 0 \), i.e. in \( L_\rho^* \) the mapping \( w = T_N(z) \) is locally 1–1. Of course, on \( L_\rho^* \) it is globally \( N–1 \). The Jacobian of this mapping is \( |T_N'(z)|^2 \), i.e. \( dA(w) = |T_N'(z)|^2 dA(z) \), and hence (say for continuous \( f \))

\[ \int_L g(T_N(z)) |T_N'(z)|^2 dA(z) = N \int g(w) dA(w). \]

The set \( T_N^{-1}([-1, -1 + \rho]) \) cuts \( L_\rho^* \) into \( N \) connected components \( G_1, \ldots, G_N \), each of which is mapped by \( T_N \) into \( \Delta_\rho^* \setminus [-1, -1 + \rho] \) in a 1-to-1 fashion. As we have just mentioned, the Jacobian of the mapping \( w = T_N(z) \) is \( |T_N'(z)|^2 \), hence

\[ \int_{G_j} g(T_N(z)) |T_N'(z)|^2 dA(z) = \int_{\Delta_\rho^*} g(w) dA(w). \]

Let \( T_{N,j}^{-1} \) be the inverse of the restriction of \( T_N \) to \( G_j \), i.e. \( T_{N,j}^{-1} \) is the branch of \( T^{-1} \) that maps \( \Delta_\rho^* \setminus [-1, -1 + \rho] \) onto \( G_j \). The Jacobian of \( h_{i,j}(z) = T_{N,j}^{-1}(T_N(z)) \) mapping \( G_i \) onto \( G_j \) is

\[ \left| \frac{1}{T_N \left( T_{N,j}^{-1}(T_N(z)) \right)} \cdot T_N'(z) \right|^2 = \left| \frac{T_N'(z)}{T_N'(h_{i,j}(z))} \right|^2. \]

For a \( z \in L_\rho^* \) (say for \( T_N(z) \notin [-1, -1 + \rho] \)) let \( z_j = T_{N,j}^{-1}(T_N(z)) \). Then this \( z_j \) belongs to \( G_j \), and each \( z_j \) is a function of any other \( z_i \): \( z_j = h_{i,j}(z_i) \). Hence, from what we have just said about the Jacobian, it follows that

\[ dA(z_j) = \left| \frac{T_N'(z_i)}{T_N'(h_{i,j}(z_i))} \right|^2 dA(z_i) = \left| \frac{T_N'(z_i)}{T_N'(z_j)} \right|^2 dA(z_i), \]

and so (say for a continuous \( f \))

\[ \int_{G_j} f(z_j) |T_N'(z_j)|^2 dA(z_j) = \int_{G_i} f(z_i) |T_N'(h_{i,j}(z_i))|^2 \left| \frac{T_N'(z_i)}{T_N'(h_{i,j}(z_i))} \right|^2 dA(z_i) \]

\[ = \int_{G_i} f(z_i) |T_N'(z_i)|^2 dA(z_i). \]

Therefore,

\[ \int_{G_j} \left( \sum_{i=1}^{N} f(z_i) \right) |T_N'(z_j)|^2 dA(z_j) = \int_{L_\rho^*} f(z) |T_N'(z)|^2 dA(z), \]

and finally

\[ \int_{L_\rho^*} \left( \sum_{i=1}^{N} f(z_i) \right) |T_N'(z)|^2 dA(z) = N \int_{L_\rho^*} f(z) |T_N'(z)|^2 dA(z). \]

Next let \( s_\sigma \) denote the arc length measure on the lemniscate \( \sigma \). In what follows we consider \( T_N \) only on \( \sigma \). The set \( T_N^{-1}(-1) \) cuts \( \sigma \) into \( N \) arcs \( \sigma_1, \ldots, \sigma_N \). Since
along the curve $\sigma$ the Jacobian of the mapping $w = T_N(t)$ ($t \in \sigma$) is $|T_N'(t)|$, the formula (2.7) now takes the form

$$ds_\sigma(t_j) = \left| \frac{T_N'(t_j)}{T_N(h_{ij}(t_i))} \right| ds_\sigma(t_i) = \left| \frac{T_N'(t_i)}{T_N'(t_j)} \right| ds_\sigma(t_i),$$

and the analogue of (2.7) is

$$(2.10) \int_{\sigma_j} f(t_i)|T_N(t_j)|ds_\sigma(t_j) = \int_{\sigma_i} f(t_i)|T_N'(t_i)|ds_\sigma(t_i).$$

Hence

$$(2.11) \int_{\sigma_j} \left( \sum_{i=1}^{N} f(t_i) \right) |T_N(t_j)|ds_\sigma(t_j) = \int_{\sigma} f(t)T_N(t)|ds_\sigma(t)$$

and

$$(2.12) \int_{\sigma} \left( \sum_{i=1}^{N} f(t_i) \right) |T_N'(t)|ds_\sigma(t) = N \int_{\sigma} f(t)|T_N'(t)|ds_\sigma(t).$$

Since $T_N$ maps $\sigma$ into the unit circle $C$ in an $N$–to–$1$ fashion and the Jacobian of the mapping $\theta = T_N(t)$ is $|T_N'(t)|$, it follows that

$$(2.13) \int_{\sigma} g(T_N(t))|T_N'(t)|ds_\sigma(t) = \int_{C} g(\theta)ds_C(\theta) = \int_{0}^{2\pi} g(e^{i\tau})d\tau,$$

and therefore

$$(2.14) \int_{\sigma} g(T_N(t)|T_N'(t)|ds_\sigma(t) = N \int_{C} g(\theta)ds_C(\theta) = N \int_{0}^{2\pi} g(e^{i\tau})d\tau.$$

Next we show that lemniscate domains can well approximate quite general sets. Hilbert’s lemniscate theorem [20, Theorem 5.5.8] says the following. Let $\gamma_j, \Gamma_j, j = 1, \ldots, m$, be Jordan curves, $\gamma_j$ lying interior to $\Gamma_j$ and the $\Gamma_j$’s lying exterior to one another, and set $\gamma^* = \bigcup_{j} \gamma_j$, $\Gamma^* = \bigcup_{j} \Gamma_j$. Then there is a lemniscate $\sigma$ contained in the interior of $\Gamma^*$ that contains $\gamma^*$ in its interior, i.e. $\sigma$ separates $\gamma^*$ and $\Gamma^*$ in the sense that it separates each $\gamma_j$ from the corresponding $\Gamma_j$. This is not enough for us; we need the following sharpening from [20, Theorem 1.1].

**Theorem 2.1.** Let $\gamma^* = \bigcup_{j=1}^{m} \gamma_j$ and $\Gamma^* = \bigcup_{j=1}^{m} \Gamma_j$ be as above, and let $\gamma^*$ and $\Gamma^*$ touch each other at a point $P$ in a neighborhood of which both curves are twice continuously differentiable and the curvatures of $\gamma^*$ and $\Gamma^*$ are different at $P$. Then there is a lemniscate $\sigma$ that separates $\gamma^*$ and $\Gamma^*$ and touches both $\gamma^*$ and $\Gamma^*$ at $P$. Furthermore, $\sigma$ lies strictly in between $\gamma^*$ and $\Gamma^*$ except for the point $P$ and has precisely one connected component in between each $\gamma_j$ and $\Gamma_j$, $j = 1, \ldots, m$; these $m$ components are Jordan curves. The curvature of $\sigma$ at $P$ is different from the curvatures of $\gamma$ and $\Gamma$ at $P$.

Actually, this result is true for finitely many touching points, in which case there is still a separating lemniscate (see [20, Theorem 1.1]).

We are going to use this in the following form (see [20, Theorem 1.2]).

**Theorem 2.2.** Let $\gamma$ consist of finitely many Jordan curves lying exterior to one another, let $K = K_\gamma = Pc(\gamma)$ be the “closed domain” enclosed by $\gamma$, let $P \in \gamma$, and assume that in a neighborhood of $P$ the curve $\gamma$ is $C^2$ smooth. Then for every $\varepsilon > 0$ there is a lemniscate $\sigma$ consisting of Jordan curves such that $\sigma$ touches $\gamma$ at $P$, $\sigma$
contains $K$ in its interior except for the point $P$, every component of $\sigma$ contains precisely one component of $\gamma$ and (with $L = L_\sigma$)

\[
\frac{\partial g_{\sigma, K}(P, \infty)}{\partial n} \leq \frac{\partial g_{\sigma, L}(P, \infty)}{\partial n} + \varepsilon,
\]

where $\partial(\cdot)/\partial n$ denotes (outward) normal derivative.

In a similar manner, for every $\varepsilon > 0$ there is a lemniscate $\sigma$ consisting of Jordan curves such that $\sigma$ touches $\gamma$ at $P$, $\sigma$ lies strictly inside $K$ except for the point $P$, $\sigma$ has precisely one component lying inside every component of $\gamma$, and

\[
\frac{\partial g_{\gamma, L}(P, \infty)}{\partial n} \leq \frac{\partial g_{\gamma, K}(P, \infty)}{\partial n} + \varepsilon.
\]

Furthermore, this is also true if $K$ is not the whole “closed domain” $K_\gamma = \text{Pe}(\gamma)$ enclosed by $\gamma$, but for some $\delta > 0$ we have that

\[
K_\gamma \cap \{ z | \text{dist}(z, \gamma) < \delta \} \subseteq K.
\]

Note that in (2.15) we have

\[
\frac{\partial g_{\sigma, L}(P, \infty)}{\partial n} \leq \frac{\partial g_{\sigma, K}(P, \infty)}{\partial n}
\]

because $K \subset L$, while in (2.16) we have

\[
\frac{\partial g_{\gamma, K}(P, \infty)}{\partial n} \leq \frac{\partial g_{\gamma, L}(P, \infty)}{\partial n}
\]

because $L \subset K$.

Indeed, this was a consequence of Theorem 2.3 by appropriately choosing $\Gamma^*$ for $\gamma^* = \gamma$ (respectively $\gamma^* = \gamma$). We shall also need the following sharper form.

**Theorem 2.3.** Let $\gamma$ consist of finitely many Jordan curves lying exterior to one another, let $Z \in \gamma$ and assume that for some disk $D$ with center at $Z$ the intersection $D \cap \gamma$ is a $C^2$ arc. Then for $P \in \gamma$ lying sufficiently close to $Z$ the $\sigma = \sigma_P$ in (2.15) (or 2.16) can be a translated-rotated copy of a fixed lemniscate, say of $\sigma_Z$.

**Proof.** Denote the open disk of radius $r$ about the point $P$ by $\Delta_r(P)$. Choose a $\Gamma^*$ as in Theorem 2.1 that touches $\gamma^* = \gamma$ at $Z$, has $C^2$ boundary near $Z$ and its curvature at $P$ is different from the curvature of $\gamma$. Then there is a separating lemniscate $\sigma = \sigma_Z$ as in Theorem 2.1 for which (2.15) is also true at $P = Z$ with $\varepsilon/2$ instead of $\varepsilon$. Choose a small radius $r$ such that in $\Delta_r(Z)$ the curvature of $\gamma$ (more precisely, the signed curvature seen from the outside) is larger than the curvature of $\Gamma$ (it must be larger, since $\gamma$ lies inside $\Gamma$), and the curvature of $\sigma$ lies in between these curvatures. Thus, there are $a < A$ such that the curvature of $\gamma$ is larger than $A$ and the curvature of $\Gamma$ is smaller than $a$, while the curvature of $\sigma$ lies in the interval $(a, A)$ at every point of $\Delta_r(Z) \cap \gamma$. Let $\sigma_P$ be the translated/rotated copy of $\sigma$ where the point $Z$ is moved to $P$ and $\sigma_P$ touches $\gamma$ at $P$ (actually, there are two such copies, but it is obvious which one we take). Since $K$ lies strictly inside $\sigma$ except for the point $Z$, if $\delta < r/6$ is small and $|P - Z| < \delta$, then $K \setminus \Delta_{r/3}(P)$ lies strictly inside $\sigma_P$. At $P$ the two curves $\gamma$ and $\sigma_P$ touch each other, and the curvature of $\sigma_P$ ($< A$) is strictly smaller than the curvature of $\gamma$ ($> A$) in $\Delta_{r/3}(P)$. Hence, by Blaschke’s rolling theorem ([3] Ch. 4., Section 24, subsection II) or see [20] Lemma 6.3 for a local version) $\gamma \cap \Delta_{r/3}(P)$ lies inside $\sigma_P$; more precisely $K \cap \Delta_{r/3}(P) \subset L_{\sigma_P} \cap \Delta_{r/3}(P)$ (here, as before, $L_{\sigma_P} = \text{Pe}(\sigma_P)$
is the closed lemniscate domain enclosed by $\sigma_P$). These together show that $K$ lies interior to $\sigma_P$ (except for the point $P$).

Finally, since the normal derivative of the Green’s function $g_{\mathbb{C}\setminus K}(z, \infty)$ is continuous in a neighborhood of $Z$ (see the last statement in Theorem 3.2), we may choose $r$ so small that in $\Delta_r(Z)$ the normal derivative does not change more than $\varepsilon/2$. Then (2.15) also holds true for $\sigma = \sigma_P$ when $P \in \Delta_r(Z)$, since it was true for $\sigma = \sigma_Z$ with $\varepsilon/2$ instead of $\varepsilon$, and the normal derivatives at $P$ and at $Z$ differ by at most $\varepsilon/2$.

The proof for inner lemniscate and for (2.16) is the same; just set $\Gamma^* = \gamma$ and select an appropriate $\gamma^*$ inside. □

3. Equilibrium measures and Green’s functions

In this section we prove some simple results concerning equilibrium measures and Green’s functions that are more or less folklore, but we need them in the localized form stated below.

Let $K$ be a compact set on the plane with positive logarithmic capacity $\text{cap}(K)$, $g_{\mathbb{C}\setminus K}(z, \infty)$ the Green’s function with pole at infinity of the unbounded component $\Omega$ of $\mathbb{C}\setminus K$, and $\omega_K$ the equilibrium measure of $K$. For all these concepts see [26]. We shall also use the logarithmic potential

$$U^\omega(z) = \int \log \frac{1}{|z - t|} d\omega(t)$$

of a measure $\omega$ with compact support on $\mathbb{C}$. With this we have the representation (see e.g. [26] p. 107)

$$g_{\mathbb{C}\setminus K}(z, \infty) = -U^{\omega_K}(z) - \log \text{cap}(K).$$

**Theorem 3.1.** If $\gamma$ is a Jordan curve, $K$ is the closed domain enclosed by $\gamma$ and $\Phi$ is the conformal map from $\mathbb{C}\setminus K$ onto the exterior of the unit disk, then $\Phi$ extends to a homeomorphism of $\gamma$ onto the unit circle $\mathbb{C}$ and $\omega_K$ is the pull-back of the normalized arc measure on $\mathbb{C}$ under $\Phi$; i.e. for any Borel set $E$ we have $\omega_K(E) = |\Phi(E)|/2\pi$, where $|\cdot|$ indicates arc length on $\mathbb{C}$.

**Proof.** That $\Phi$ extends to a homeomorphism of the boundaries is the classical result of Caratheodory; see [30] II, Theorem VII, (10.9)) or [25] Theorem 2.6.

Let $\omega(E) = |\Phi(E)|/2\pi$ be the pull-back measure in question, and consider its logarithmic potential at $z = \Phi^{-1}(w) \in \mathbb{C}\setminus K$:

$$U^\omega(z) = \int_\gamma \log \frac{1}{|z - t|} d\omega(t) = \frac{1}{2\pi} \int_0^{2\pi} \log \frac{1}{|\Phi^{-1}(w) - \Phi^{-1}(e^{i\tau})|} d\tau$$

$$= \frac{1}{2\pi} \int_0^{2\pi} \log \frac{|w - e^{i\tau}|}{|\Phi^{-1}(w) - \Phi^{-1}(e^{i\tau})|} d\tau + \frac{1}{2\pi} \int_0^{2\pi} \log \frac{1}{|w - e^{i\tau}|} d\tau.$$

The last term is $-\log |w| = -\log |\Phi(z)|$, which is equal to the logarithmic potential of $\omega_K$ modulo a constant (see the formula (3.2) and use the fact that $\log |\Phi(z)|$ is the Green’s function of $\mathbb{C}\setminus K$ with pole at infinity). The function

$$\log \frac{|w - z|}{|\Phi^{-1}(w) - \Phi^{-1}(z)|}$$
is harmonic in $z$ on the exterior of the unit disk (including the point infinity) and is continuous on the boundary. Hence its average over the unit circle is equal to its value at infinity, i.e. the first term on the right in (3.3) is \( \log |z/\Phi^{-1}(z)| \big|_{z = \infty} \). All in all, it follows from these facts and from (3.2) that \( U^\omega(z) - U^{\omega_K}(z) \) is constant on \( \mathbb{C} \setminus K \). Then this constant has to be 0, since \( U^\omega(z) - U^{\omega_K}(z) \) tends to 0 as \( |z| \to \infty \) (note that both \( \omega \) and \( \omega_K \) are probability measures on \( \gamma \)). Hence, \( U^\omega(z) \equiv U^{\omega_K}(z) \) in \( \mathbb{C} \setminus K \), and \( \omega = \omega_K \) follows from Carleson’s unicity theorem [28, Theorem II.4.3]. \( \square \)

**Theorem 3.2.** Let \( K \) be a compact set on the plane, \( \Omega \) the unbounded component of \( \mathbb{C} \setminus K \), and \( J \) a \( C^2 \) arc on the boundary of \( \Omega \) such that \( J = \partial \Omega \cap O \) with some open set \( O \). Then on \( J \)

\[ \frac{d\omega_K(t)}{ds} = \frac{1}{2\pi} \frac{\partial g_{\mathbb{C}\setminus K}(t, \omega)}{\partial n} ds_J(t), \]

where \( \partial(\cdot)/\partial n \) denotes the normal derivative with respect to the inner normal to \( \Omega \) on \( J \), and \( ds_J(t) \) denotes integration with respect to the arc measure on \( J \).

Furthermore, \( \partial g_{\mathbb{C}\setminus K}(t, \omega)/\partial n \) is continuous on \( J \).

In particular, we get the identity

\[ \frac{d\omega_K(t)}{ds} = \frac{1}{2\pi} \frac{\partial g_{\mathbb{C}\setminus K}(t, \omega)}{\partial n} \]

for the Radon-Nikodym derivative of \( \omega_K \) with respect to arc length.

**Proof.** For \( \Omega \) with a \( C^2 \) boundary, this is [28, Theorem 4.10] if we note that the balayage \( \delta_\infty \) of the Dirac mass \( \delta_\infty \) at infinity out of \( \Omega \) is the equilibrium measure \( \omega_K \) (26, Theorem 4.3.14)).

To obtain the general case, let us exhaust \( \Omega \) by an increasing sequence \( \{\omega_n\} \) of (connected) domains with \( C^2 \) boundary such that some given closed subarc \( J_1 \) of \( J \) lies on each \( \partial \omega_n \), and for some neighborhood \( O_1 \) of \( J_1 \) we also have \( O_1 \cap \Omega \supset \omega_n \) for all \( n \). Then \( g_{\omega_n}(z, \infty) \to g_{\Omega}(z, \infty) \) as \( n \to \infty \) for all \( z \in \Omega \) (see 26, Theorem 4.4.6)). Now we can invoke Lemma 3.3 below to conclude that

\[ \frac{\partial g_{\omega_n}(t, \omega)}{\partial n} \to \frac{\partial g_{\Omega}(t, \omega)}{\partial n} \]

uniformly in \( t \in J_2 \), where \( J_2 \subset J_1 \) is a any closed subarc of \( J_1 \) not having common endpoints with \( J_1 \).

On the other hand, if \( K_n = \mathbb{C}\setminus \Omega_n \), then by Helly’s theorem we can select a weak* convergent subsequence \( \{\omega_{K_n}\}_{n \in N} \) from \( \omega_{K_n} \); say it converges to some measure \( \rho \). It is clear that \( \rho \) is a unit Borel measure on \( \partial \Omega \) such that its logarithmic potential at a point \( z \in \Omega \) is the limit of the logarithmic potentials

\[ U^{\rho^{K_n}}(z) = -g_{\omega_n}(z, \infty) - \log \text{cap}(K_n), \quad n \in N. \]

We have just seen that the limit of \( g_{\omega_n}(z, \infty) \) is \( g_{\Omega}(z, \infty) \), and, since \( K_n \) is a nested sequence, we also have by [26, Theorem 5.1.3,a] the relation \( \text{cap}(K_n) \to \text{cap}(\mathbb{C}\setminus \Omega) = \text{cap}(K) \). Thus,

\[ U^{\rho}(z) = -g_{\Omega}(z, \infty) - \log \text{cap}(K) = U^{\omega_K}(z), \quad z \in \Omega, \]

and we can deduce \( \rho = \omega_K \) from Carleson’s unicity theorem [28, Theorem II.4.3]. Since this can be said for any convergent subsequence selected from any subsequence of \( \{\omega_{K_n}\} \), we can conclude that \( \omega_{K_n} \to \omega_K \) in the weak* sense.
Now since on \( J_1 \) we have
\[
(3.6) \quad d\omega_{K_n}(t) = \frac{1}{2\pi} \frac{\partial g_{C\setminus K_n}(t, \infty)}{\partial n} ds_{\partial \omega_n}(t),
\]
where the left hand side converges in the weak* topology to the left hand side in (3.4) and the right hand side converges uniformly on \( J_1 \) to the right hand side of (3.4), we get the equality (3.4) inside \( J_1 \). In fact, let \( \varphi \) be an arbitrary continuous test function with compact support inside \( \Omega_1 \) (see the beginning of the proof) such that \( \text{supp}(\varphi) \cap \partial \Omega \subset J_1 \). Then
\[
\int \varphi \, d\omega_K = \lim_{n \to \infty} \int \varphi \, d\omega_{K_n}
\]
because of weak* convergence, and
\[
\int \varphi(t) \frac{\partial g_{C\setminus K}(t, \infty)}{\partial n} ds_J(t) = \lim_{n \to \infty} \int \varphi(t) \frac{\partial g_{C\setminus K_n}(t, \infty)}{\partial n} ds_J(t)
\]
because of uniform convergence on \( J_1 \). Thus, (3.6) and
\[
s_J|O_1 = s_{\partial \Omega_n}|O_1
\]
give
\[
\int \varphi \, d\omega_K = \int \varphi(t) \frac{\partial g_{C\setminus K}(t, \infty)}{\partial n} ds(t),
\]
and since this is true for all \( \varphi \) as above, we can conclude (3.4) inside \( J_1 \).

To prove the last statement, let \( J_1 \) be a closed subarc of \( J \) and select a bounded \( C^2 \)-domain \( G \) inside \( \Omega \) such that it contains on its boundary \( J_1 \). A \( C^2 \) conformal map \( \Phi \) takes \( G \) onto the unit disk, and \( g_{C\setminus K}(\Phi^{-1}(w), \infty) \) is harmonic on the unit disk with identically 0 boundary value inside \( \Phi(J_1) \). A simple inspection based on Poisson’s formula then shows the continuity of the normal derivative (first on the unit disk and then carry this back to \( G \)). \( \square \)

We shall frequently use the following

**Lemma 3.3.** Let \( \Omega \) be a domain with compact boundary, \( \infty \in \Omega \), \( D \) an open disk with center on \( \partial \Omega \) and assume that \( \partial \Omega \cap \overline{D} \) is a \( C^2 \) arc. Suppose also that \( \{ \Omega_n \} \) are domains such that \( D \cap \Omega = D \cap \Omega_n \) for all \( n \) and one of the following conditions holds:

(i) \( \Omega_n \subset \Omega_{n+1} \) for all \( n \), and \( \bigcup \Omega_n = \Omega \),

(ii) \( \Omega_{n+1} \subset \Omega_n \) for all \( n \), and \( \bigcap \Omega_n = \Omega \),

(iii) \( \Omega \subset \Omega_n \) for all \( n \), and \( \text{cap}(\overline{\Omega} \setminus \Omega_n) \to \text{cap}(\overline{\Omega} \setminus \Omega) \) as \( n \to \infty \).

Then
\[
(3.7) \quad \frac{\partial g_{\Omega_n}(z, \infty)}{\partial n} \rightarrow \frac{\partial g_{\Omega}(z, \infty)}{\partial n}
\]
uniformly on compact subsets of \( D \cap \partial \Omega \), where \( \partial(\cdot)/\partial n \) denotes normal derivative with respect to the inner normal to \( \Omega \).

**Proof.** Note that by [26, Theorem 5.1.3] we have in either case \( \text{cap}(\overline{\Omega} \setminus \Omega_n) \to \text{cap}(\overline{\Omega} \setminus \Omega) \).
Assume, for example, (ii). Let $\overline{D_1} \subset D$ be a closed disk with the same center as $D$, and choose a bounded simply connected domain $G$ in $\Omega$ with $C^2$ boundary such that $G$ contains $\Omega \cap \overline{D_1}$ and $\partial G \setminus \overline{D_1} \subseteq \Omega$. Since

$$g_{\Omega_n}(z, \infty) - g_{\Omega}(z, \infty) \geq 0$$

and

$$g_{\Omega_n}(z, \infty) - g_{\Omega}(z, \infty) \big|_{z = \infty} = \log \text{cap}(\overline{\Omega}) - \log \text{cap}(\overline{\Omega_n}) \to 0$$

as $n \to \infty$, it follows from Harnack’s theorem that $g_{\Omega_n}(z, \infty) - g_{\Omega}(z, \infty)$ tends to zero uniformly on compact subsets of $\Omega$. In particular, these functions are harmonic in $G$, they are uniformly bounded on $G$, they are identically 0 on $\partial \Omega \cap D_1$ and they tend to zero on compact subsets of $\partial G \setminus D_1$. Then, by [20, Lemma 7.1] their normal derivatives at $z$ tend to 0 on $\partial \Omega \cap D_1$, and this is exactly (3.7). That the convergence is uniform on compact subsets of $\partial \Omega \cap D_1$ follows from the proof in [20, Lemma 7.1].

The proof for cases (i) or (iii) is similar. \(\square\)

4. Fast decreasing polynomials

We shall need polynomials that take the value 1 at a given (outer) boundary point of a compact set and decrease very fast on the set as we move away from that point. In this section we do this construction.

**Theorem 4.1.** Let $K$ be a compact subset of the plane, $\Omega$ the unbounded component of its complement, and $Z \in \partial \Omega$ a point on the outer boundary of $K$. Assume that there is a disk in $\Omega$ that contains $Z$ on its boundary. Then for every $\beta > 0$ there are constants $d_\beta, D_\beta > 0$, and for every $n = 1, 2, \ldots$ polynomials $P_n$ of degree at most $n$ such that $P_n(Z) = 1$, $|P_n(z)| \leq 1$ for $z \in K$ and

$$|P_n(z)| \leq D_\beta e^{-n d_\beta |z - Z|^\beta}, \quad z \in K. \quad (4.1)$$

If $Z$ lies inside a $C^2$ boundary open arc $J$ of $\partial \Omega$ such that $J = \partial \Omega \cap O$ with some open set $O$, then the constants $D_\beta, d_\beta$ for which (4.1) is true for $P_n = P_{n,Z,K}$ can be chosen to be independent of $Z$ lying in any closed subarc of $J$.

We also mention that this theorem is optimal in the sense that $\beta = 1$ is not possible in it. We shall often use Theorem 4.1 in the following form.

**Corollary 4.2.** With the assumptions of Theorem 4.1 there are constants $C_0, c_0 > 0$, and for every $n$ polynomial $S_n = S_{n,Z,K}$ of degree at most $n^{109/110}$ such that $S_n(Z) = 1$, $|S_n(z)| \leq 1$ for $z \in K$, and for $|z - Z| \geq n^{-9/10}$, $z \in K$, we have

$$|S_n(z)| \leq C_0 e^{-c_0 n^{1/10}}. \quad (4.2)$$

If $Z$ lies inside a $C^2$ boundary open arc $J$ of $\partial \Omega$ such that $J = \partial \Omega \cap O$ with some open set $O$, then the constants $C_0, c_0$ for which (4.2) is true for $S_n = S_{n,Z,K}$ can be chosen to be independent of $Z$ lying in any closed subarc of $J$.

The polynomials $S_n$ will be frequently used below. For notational convenience we wrote $n$ in the index, but one should always remember that their degree is at most $n^{109/110} = o(n)$.
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Proof. First we prove the theorem for the closed unit disk, thus first let \( K = \Delta \). It was proved in [12] that for every \( \beta > 1 \) there are constants \( c_\beta, C_\beta > 0 \) and for every \( n = 1, 2, \ldots \) polynomials \( R_n \) of degree at most \( n \) such that \( R_n(0) = 1, |R_n(x)| \leq 1 \) for \( x \in [-1, 1] \) and

\[
|R_n(x)| \leq C_\beta e^{-nc_\beta|x|^\beta}, \quad x \in [-1, 1].
\]  

By replacing \( R_n(x) \) with \( (R_n(x) + R_n(-x))/2 \) if necessary, we may assume that \( R_n \) is even. Then \( R_n(\sin(t/2)) \) is a trigonometric polynomial of degree at most \( n/2 \). Hence \( e^{in/2|t|}R_n(\sin(t/2)) \) coincides with some \( P_n^*(e^{it}) \), where \( P_n^* \) is an algebraic polynomial of degree at most \( n \). It is clear from (4.3) that \( P_n^*(1) = 1, |P_n^*(e^{it})| \leq 1 \), and for \( t \in [-\pi, \pi] \)

\[
|P_n^*(e^{it})| \leq C_\beta e^{-nc_\beta|\sin(t/2)|^\beta} \leq C_\beta e^{-nc_\beta|t|^\beta/\pi^\beta},
\]

where we used the fact that \( |\sin(t/2)| \geq |t|/\pi \) for \( t \in [-\pi, \pi] \). We claim that this is enough to prove the statement for the unit disk, i.e. \( P_n^* \) also satisfies (4.1). By the maximum principle we certainly have \( |P_n^*(z)| \leq 1 \) in the unit disk.

Let

\[ J_z = \{ e^{it} \mid t \in [-\pi, -1 + |1 - z|] \cup [1 - z, \pi] \} \]

be the arc of the unit circle consisting of points with arc length distance \( \geq |1 - z| \) from the point \( 1 \). Let \( \omega(z; J, G) \) denote the harmonic measure of \( J \subset \partial G \) at \( z \) with respect to a domain \( G \). It is clear (apply conformal map onto the upper half plane and note that on the upper half plane the harmonic measure is nothing other (see [2] or [20] Table 4.1) than \( 1/\pi \)-times the angle that the set \( J \) is seen from the point \( z \) that there is a constant \( \alpha \) such that \( \omega(z; J_z, \Delta) \geq \alpha \) for all \( z \in \Delta \). Since on \( J_z \) we have by (4.3) the estimate

\[ |P_n^*(e^{it})| \leq C_\beta e^{-nc_\beta|1 - z|^{\beta}/\pi^\beta} \]

and otherwise \( |P_n^*(z)| \leq 1 \) on the complementary boundary arc, it follows from a comparison of the subharmonic function \( \log |P_n^*(w)| \) with the harmonic function

\[ \omega(w; J_z, \Delta) \left( \log C_\beta - nc_\beta|1 - z|^{\beta}/\pi^\beta \right) \]

that

\[
|P_n^*(z)| \leq C_\beta e^{-nc_\beta|1 - z|^{\beta}/\pi^\beta},
\]

as was claimed.

After these we complete the proof for arbitrary sets. Since it is assumed that there is a disk in \( \Omega \) that contains \( Z \) on its boundary, it is easy to construct a simply connected domain \( G \) with \( C^2 \) boundary containing \( K \setminus Z \) in its interior such that \( Z \in \partial G \). Choose a lemniscate \( \sigma \) such that \( \sigma \) is a Jordan curve, its interior contains \( G \setminus Z \) and \( Z \subset \sigma \). The existence of \( \sigma \) immediately follows from Theorem 2.3. Let \( T_N \) be the polynomial for which \( \sigma = \{ z \mid |T_N(z)| = 1 \} \), and without loss of generality we may assume that \( T_N(Z) = 1 \). We claim that if \( P_n^* \) are the polynomials from (4.1) for the closed unit disk (see (4.3)), then \( P_n(z) = P_n^*_{|n/N|(T_N(z))} \) satisfy (4.1) with some constants. In fact, if \( z \in K \) is in a small neighborhood of \( Z \), then \( T_N(z) \) is in a small neighborhood of 1, and \( |z - Z| \sim |T_N(z) - 1| \), so (4.1) follows from (4.3) (applied to \( T_N(z) \) rather than to \( z \)), for, say, \( |z - Z| \leq \delta \). On the other hand, if \( z \in K \) and \( |z - Z| \geq \delta \), then \( |T_N(z) - 1| \geq \delta_1 \) for some \( \delta_1 \); hence (4.1) follows again from (4.5). This latter statement regarding \( |T_N(z) - 1| \geq \delta_1 \) would not be true for \( z \) lying on \( \sigma \) since on \( \sigma \) there are \( N \) points that are mapped by \( T_N \) into 1.
However, since \( K \) is contained strictly inside \( \sigma \) except for the point \( Z \), the existence of \( \sigma_1 \) follows.

The uniformity of the constants \( D_\beta, d_\beta \) follows from the construction. In fact, Theorem 4.2 shows that a rotated-translated copy of \( \sigma \) can serve as the \( \sigma_{Z'} \) for all \( Z' \) lying sufficiently close to \( Z \), and by compactness we can infer that the degree of \( T_N \) that gives \( \sigma_Z \) can be chosen to be bounded when \( Z \) lies in a closed subarc of \( J \) (and actually, the \( T_N \)'s themselves form a compact family). Now the uniformity in question follows from the proof.

**Proof of Corollary 4.2.** The corollary follows by setting \( \beta = 12/11 \) if we apply (4.1) with \( n^{109/110} \) replacing \( n \) and with \( |z - Z| \geq n^{-9/10} \).

### 5. Proof of Theorems 1.3 and 1.4

In what follows \( \Delta_\delta(z) = \{ w \mid |w - z| < \delta \} \) is the disk of radius \( \delta \) with its center at \( z \).

First we shall prove Theorem 1.4 for lemniscate domains, and those will be general enough to yield the full theorem. For simpler notation, if \( W \) is a weight function and \( d\mu = WdA \), then we shall write \( \lambda_n(W, z) \) instead of \( \lambda_n(\mu, z) = \lambda_n(WdA, z) \).

#### 5.1. Proof of Theorem 1.3 for the unit disk and identically 1 weight.

We need the special case of Theorem 1.3 for the unit disk \( K = \mathbb{D} \), resp. for the ring \( K = \mathbb{D}_\rho = \{ 1 - \rho \leq |z| \leq 1 \} \) and for \( W \equiv 1 \). Since in this case we have circular symmetry, we shall consider the Christoffel functions at \( z_0 = 1 \). Thus, let \( Q_n(w) = \sum_{j=1}^n a_j w^j \) be a polynomial of degree at most \( n \) with \( Q_n(1) = 1 \). Then \( \sum_{j=1}^n a_j = 1 \), and

\[
\int_{\mathbb{D}} |Q_n(w)|^2 dA(w) = \int_0^1 r \int_0^{2\pi} |Q_n(re^{it})|^2 dr dt = 2\pi \int_0^1 \left( \sum_{j=0}^n |a_j|^2 r^{2j+1} \right) dr
\]

\[
= 2\pi \sum_{j=0}^n \frac{|a_j|^2}{2j + 2}.
\]

But by the Cauchy-Schwarz inequality

\[
1 = \sum_{j=0}^n a_n \leq \sum_{j=0}^n |a_j| \leq \left( \sum_{j=0}^n \frac{|a_j|^2}{2j + 2} \right)^{1/2} \left( \sum_{j=0}^n (2j + 2) \right)^{1/2}
\]

\[
= \left( \sum_{j=0}^n \frac{|a_j|^2}{2j + 2} \right)^{1/2} \left( (n+1)(n+2) \right)^{1/2},
\]

i.e.

\[
\sum_{j=0}^n \frac{|a_j|^2}{2j + 2} \geq \frac{1}{(n+1)(n+2)},
\]

and we have equality if \( a_j = (2j + 2)/(n+1)(n+2) \), i.e. for

\[
Q_n(w) = \sum_{j=0}^n \frac{(2j + 2)w^j}{(n+1)(n+2)}.
\]
These give
\begin{equation}
\lambda_n(1|\Delta, 1) = \frac{2\pi}{(n+1)(n+2)} = (1 + o(1)) \frac{2\pi}{n^2},
\end{equation}
where $1|\Delta$ is the weight that is identically 1 on $\Delta$. Here, and everywhere below, $o(1)$ denotes a quantity that tends to 0 as $n$ (or $m$ if that is the running index) tends to $\infty$.

In a similar manner, if $1|\Delta_\rho$ is the weight that is identically 1 on the ring $\Delta_\rho = \{ \rho \leq |z| \leq 1 \}$, then the above calculation gives
\begin{equation}
\int_{\Delta_\rho} |Q_n(w)|^2dA(w) = 2\pi \sum_{j=0}^{n} |a_j|^2 \frac{1-\rho^{2j+2}}{2j+2},
\end{equation}
and since
\begin{equation}
\sum_{j=0}^{n} \frac{2j+2}{1-\rho^{2j+2}} = (1 + o(1))n^2,
\end{equation}
we have, as before,
\begin{equation}
\lambda_n(1|\Delta_\rho, 1) = (1 + o(1)) \frac{2\pi}{n^2}.
\end{equation}

### 5.2. Proof of Theorem 1.3 for lemniscate domains and for positive weights.

In this subsection we prove Theorem 1.3 for lemniscate domains $K = L$ and for weights $W$ that are strictly positive on the boundary $\partial L$.

Thus, let $L = T_N^{-1}(\Delta)$ be as explained in Section 2. We keep the notation from there; see in particular the definitions of the sets $G_i$. Assume that $z_0 \in \partial G_1$ and $T_N(z_0) = 1$.

First we prove the lower estimate for the special weight $W_0$ that is defined to be $W_0(z) = |T_N(z)|^2$ for $z \in L_\rho^*$ and $W_0(z) = 0$ otherwise (i.e. on the set $L_\rho$, which is the inverse image of $\{ |z| < \rho \}$, we set $W_0$ to be 0). Let $P_m$ be an optimal polynomial for $\lambda_m(W_0, z_0)$, i.e. $P_m(z_0) = 1$ and
\begin{equation}
\int_{L_\rho^*} |P_m(z)|^2 |T_N(z)|^2dA(z) = \lambda_m(W_0, z_0).
\end{equation}

As in Section 2 for $z \in L_\rho^*$ let $z_j$, $j = 1, \ldots, N$, be the $N$ distinct points with $T_N(z_j) = T_N(z)$, and with the polynomials $S_m = S_{m, z_0, L}$ from Corollary 1.2 (which are of degree at most $m^{109/110}$) consider the polynomial
\begin{equation}
R_m(z) = P_m(z)S_m(z) \prod_{j=2}^{N} \frac{z - (z_j)}{z_0 - (z_j)}
\end{equation}
of degree at most $m + m^{109/110} + N$. This satisfies $R_m(z_0) = 1$, $R_m((z_0)j) = 0$ for all $j = 2, \ldots, m$,
\begin{equation}
|R_m(z)| \leq (1 + o(1))|P_m(z)|, \quad z \in G_1,
\end{equation}
and for all $i = 2, \ldots, N$ we have with $\eta_m = C_0 \exp\left(-c_0/2m^{1/110}\right)$ (see Corollary 1.2) $|R_m(z)| \leq \eta_m |P_m(z)|$ for all large $m$ (we write $c_0/2$ in the definition of $\eta_m$.)
instead \( c_0 \) as in Corollary 4.2 in order to take care of the third polynomial on the right of (5.4). Hence, from (2.7) it follows that for \( i \neq 1 \) and all \( j \)

\[
\int_{G_j} |R_m(z_i)|^2|T'_N(z_j)|^2dA(z_j) = \int_{G_i} |R_m(z_i)|^2|T'_N(z_i)|^2dA(z_i)
\]

\[
\leq \eta_m \int |P_m(z)|^2W_0(z)dA(z)
\]

\[
= \eta_m \lambda_m(W_0, z_0),
\]

while

\[
(5.6) \quad \int_{G_j} |R_m(z_1)|^2|T'_N(z_j)|^2dA(z_j) = \int_{G_i} |R_m(z_1)|^2|T'_N(z_1)|^2dA(z_1)
\]

\[
\leq (1 + o(1)) \int |P_m(z)|^2W_0(z)dA(z)
\]

\[
= (1 + o(1)) \lambda_m(W_0, z_0).
\]

Hence, by Hölder’s inequality,

\[
\int_{G_j} |R_m(z_1)||R_m(z_k)||T'_N(z_j)|^2dA(z_j) \leq \sqrt{(1 + o(1)) \lambda_m(W_0, z_0) \eta_m \lambda_m(W_0, z_0)}
\]

\[
= (1 + o(1)) \sqrt{\eta_m \lambda_m(W_0, z_0)}
\]

except when \( i = k = 1 \), in which case the left hand side is the same as in (5.6). These give

\[
\int_{G_j} \left| \sum_{i=1}^N R_m(z_i) \right|^2 |T'_N(z_j)|^2dA(z_j) \leq (1 + o(1)) \left( \lambda_m(W_0, z_0) + N^2 \sqrt{\eta_m \lambda_m(W_0, z_0)} \right)
\]

\[
= (1 + o(1)) \lambda_m(W_0, z_0),
\]

and so

\[
(5.7) \quad \int_{L^*_N} \left| \sum_{i=1}^N R_m(z_i) \right|^2 |T'_N(z_j)|^2dA(z_j) = \sum_{j=1}^N \int_{G_j} \leq N(1 + o(1)) \lambda_m(W_0, z_0).
\]

Now we utilize an idea from [37]. The expression \( \sum_{i=1}^N R_m(z_i) \) is a symmetric polynomial in the zeros of the equation \( T_N(t) = T_N(z) \) (in the equation \( t \) is the unknown). Hence it can be expressed as a polynomial of the elementary symmetric polynomials in \( z_1, \ldots, z_n \) and hence (by Viète’s formulae) as a polynomial in the coefficients of \( T_N(t) - T_N(z) \). Thus,

\[
\sum_{i=1}^N R_m(z_i) = Q_m(T_N(z))
\]

with some polynomial \( Q_m \) of degree at most

\[
\text{deg}(R_m)/N = (m + m^{109/110} + N)/N
\]

(as for the degree of \( R_m \), consider that for any \( k \), if we write \( z_1^k + \cdots + z_N^k \) in terms of elementary symmetric polynomials, then the expression has to be homogeneous of degree \( k \); hence the degree of

\[
z_1z_2 \cdots z_N = (-1)^N(T_N(0) - T_N(z))
\]

in the expression is at most \( k/N \).
Now (6.7), in conjunction with (2.4) (more precisely, with its analogue for $L^*_\rho$), yields
\[
\int_{\Delta}\lvert Q_m(w)\rvert^2 dA(w) \leq (1 + o(1))\lambda_m(W_0, z_0).
\]
Since
\[
Q_m(1) = Q_m(T_N(z_0)) = \sum_{j=1}^N R_m((z_0)j) = 1,
\]
it follows from (5.3) that the left hand side in the preceding inequality is at least
\[
(1 + o(1))\frac{2\pi}{(\deg(Q_m))^2} \geq (1 + o(1))\frac{2\pi N^2}{m^2}.
\]
Thus, finally we obtain
\[
\lambda_m(W_0, z_0) \geq (1 + o(1))\frac{2\pi N^2}{m^2}.
\]

Next we prove the matching upper estimate, but for the weight that is identically 1 on all of $L$ (recall that $W_0$ was 0 on the inner domain $L_\rho$). This time let $Q_n$ be the polynomial defined in (5.1) for which $Q_n(1) = 1$ and
\[
\int_{\Delta}\lvert Q_n(w)\rvert^2 dA(w) = \lambda_n(1|\Delta, 1).
\]
Set $R_n(z) = Q_n(T_N(z))$, which is a polynomial of degree $nN$ with $R_n(z_0) = 1$ and (see (2.5))
\[
\int_{G_j}\lvert R_n(z)\rvert^2|T_N'(z)|^2 dA(z) = \int_{\Delta}\lvert Q_n(w)\rvert^2 dA(w) \leq \lambda_n(1|\Delta, 1)
\]
for all $j$, while by (2.4)
\[
\int_{L_\rho}\lvert R_n(z)\rvert^2|T_N'(z)|^2 dA(z) = N\int_{\Delta}\lvert Q_n(w)\rvert^2 dA(w) \leq N\lambda_n(1|\Delta, 1),
\]
where, as in (2.3), $L_\rho = T_N^{-1}(\Delta_\rho) = T_N^{-1}\{|w| \leq \rho\}$ is the inner region surrounded by the $G_j$’s. If we multiply $R_n$ by the polynomial $S_n = S_{n, z_0, L}$ from Corollary 4.2 then the previous formulae give with $\eta_n = C_0 \exp(-(c_0/2)n^{1/110})$
\[
\int_{G_j}\lvert R_n(z)S_n(z)\rvert^2|T_N'(z)|^2 dA(z) \leq \eta_n\lambda_n(1|\Delta, 1),
\]
for all $j = 2, \ldots, N$,
\[
\int_{G_i}\lvert R_n(z)S_n(z)\rvert^2|T_N'(z)|^2 dA(z) \leq \int_{G_i}\lvert R_n(z)\rvert^2|T_N'(z)|^2 dA(z) \leq \lambda_n(1|\Delta, 1),
\]
and
\[
\int_{L_\rho}\lvert R_n(z)S_n(z)\rvert^2|T_N'(z)|^2 dA(z) \leq \eta_n N\lambda_n(1|\Delta, 1).
\]
Note now that $R_n(z)S_n(z)T_N'(z)/T_N'(z_0)$ is a polynomial of degree at most $nN + n^{109/110} + N - 1$ that takes the value 1 at $z_0$. Hence the preceding inequalities when we sum them up give for $m \geq nN + n^{109/110} + N - 1 \geq \deg(R_nS_nT_N')$
\[
\lambda_m(1|L, z_0) \leq (1 + o(1))\frac{1}{|T_N'(z_0)|^2}\lambda_n(1|\Delta, 1).
\]
For a given $m$ select the largest $n$ with $m \geq nN + n^{109/110} + N - 1$, and then we can infer from (5.2) the inequality

\begin{equation}
\lambda_m(1_{L^\ast}^\ast, z_0) \leq (1 + o(1)) \frac{N^2}{|T_N(z_0)|^2} \frac{2\pi}{m^2}.
\end{equation}

Now it is easy to complete the proof for lemniscates and for weights that are strictly positive on the boundary. Indeed, this is the same as replacing the weight $W_0$ in (5.8) and the weight $1_{L^\ast}^\ast$ in (5.9) by an arbitrary continuous weight that is positive on (and hence around) the boundary. In fact, first let $W(z_0) > 0$ and let $P_m$ be a polynomial that verifies (5.9), i.e. $P_m(z_0) = 1$ and

\[
\int_L |P_m(z)|^2 dA(z) \leq (1 + o(1)) \frac{N^2}{|T_N(z_0)|^2} \frac{2\pi}{m^2}.
\]

Since for the polynomials $S_m$ from (1.2) we have $W(z)|S_m(z)|^2 \leq (1 + o(1))W(z_0)$, we get (note that the degree of $S_m$ is at most $m^{109/110}$)

\[
\lambda_{m+m^{109/110}}(W, z_0) \leq \int_L |P_m(z)S_m(z)|^2 W(z) dA(z) \leq (1 + o(1))W(z_0) \int_L |P_m(z)|^2 dA(z) \leq (1 + o(1))W(z_0) \frac{N^2}{|T_N(z_0)|^2} \frac{2\pi}{m^2}
\]

(see (5.9)), and hence

\begin{equation}
\limsup_{m \to \infty} m^2 \lambda_m(W, z_0) \leq 2\pi W(z_0) \frac{N^2}{|T_N(z_0)|^2}.
\end{equation}

This proof used only $W(z_0) > 0$.

We have to show a matching lower bound for the case when $W$ is strictly positive in $L^\ast_\rho$ for some $\rho < 1$ (see the definition (2.3)). Then

\[
\frac{W(z_0)}{|T_N(z_0)|^2} |T_N(z)|^2 |S_n(z)|^2 \leq (1 + o(1))W(z)
\]

uniformly on $L^\ast_\rho$, so if $P_m$ are the polynomials that are optimal for $\lambda_m(W, z_0)$, i.e. $P_m(z_0) = 1$, and

\[
\int_L |P_m(z)|^2 W(z) dA(z) = \lambda_m(W, z_0),
\]

then

\[
\frac{W(z_0)}{|T_N(z_0)|^2} \int_{L^\ast_\rho} |P_m(z)S_m(z)|^2 |T_N(z)|^2 dA(z) \leq (1 + o(1)) \int_L |P_m(z)|^2 W(z) dA(z)
\]

(5.11)

Note that since $P_m(z_0)S_m(z_0) = 1$, the left hand side is at least

\[
\frac{W(z_0)}{|T_N(z_0)|^2} \lambda_{m+m^{109/110}}(W_0, z_0);
\]

hence (5.8) yields

\[
\lambda_m(W, z_0) \geq (1 + o(1))W(z_0) \frac{N^2}{|T_N(z_0)|^2} \frac{2\pi}{m^2}.
\]
i.e.

\begin{equation}
\liminf_{m \to \infty} m^2 \lambda_m(W, z_0) \geq 2\pi W(z_0) \frac{N^2}{|T_N(z_0)|^2}.
\end{equation}

This is derived under the assumption $W > 0$ on some $L_N^{\ast}$ in view of (2.2) formulas (5.10) and (5.12) constitute a proof of Theorem 1.3 for the lemniscate set $L$ and for weights $W$ that are strictly positive on $\partial L$.

5.3. **Proof of Theorem 1.3 in its full generality.** First we prove a lower estimate on $\lambda_m(W, z_0)$ under the condition $W(z_0) > 0$. Thus, let $z_0 \in \partial W$, $W(z_0) > 0$, and assume, as in the theorem, that $\partial K$ is a $C^2$ Jordan arc in a neighborhood of $z_0$, and with $U = \{z \in W(z) > 0\} \cap \text{Int}(K)$ we have $\text{cap}(U) = \text{cap}(K)$. We choose a small $\delta$ such that $\Delta_{\delta}(z_0) \cap \partial K$ is a $C^2$ arc and $W > 0$ in $\Delta_{\delta}(z_0) \cap \partial K$.

For $k = 1, 2, \ldots$ let $U_k^l = \{z \in W(z) > 1/k \} \cap \text{Int}(K)$, and let $U_k$ be the union of all those connected components of $U_k^l$ which contain a ball of radius $1/k$. Then $U_k$ has finitely many components, $U_k \subseteq U_{k+1}$, $\bigcup_k U_k = U$, hence $\text{cap}(U_k) \to \text{cap}(U) = \text{cap}(K)$. Also, since $W > 0$ in $\Delta_{\delta}(z_0) \cap K$ and $W$ is continuous, we have $\Delta_{\delta}(z_0) \cap K \subseteq \overline{U_k}$ for all sufficiently large $k$. For each $l = 1, 2, \ldots$ consider the dyadic squares

$$\{(x, y) \mid u2^{-l} \leq x \leq (u + 1)2^{-l}, \ v2^{-l} \leq y \leq (v + 1)2^{-l}\},$$

where $u, v$ run through the integers, and let $V_k^l$ be the union of those dyadic squares that lie inside $U_k$ together with the eight neighboring dyadic squares. Then $V_k^l$ is closed, its boundary consists of finitely many curves (indeed, broken lines, but they may not be simple, i.e. they may have self-intersection) and any two components of $V_k$ are of distance $\geq 1/2^l$ (note that two dyadic squares either intersect or their distance is $\geq 1/2^l$). Therefore, if $U_k^l$ is the $1/(3 \cdot 2^l)$-neighborhood of $V_k^l$, then $U_k^l$ is an open subset of $U_k$ such that its boundary consists of finitely many Jordan curves. Easy inspection shows that $U_k^l \subseteq U_{k+1}^l$, $\bigcup_k U_k^l = U$, and hence $\text{cap}(U_k^l) \to \text{cap}(U_k)$ as $l \to \infty$. Select an increasing sequence $\{l_k\}$ such that $\text{cap}(U_{l_k}^l) \to \text{cap}(K)$ (this is possible since $\text{cap}(U_k) \to \text{cap}(K)$, and set

$$H_k = \overline{U_{l_k}^l} \cup (\Delta_{\delta}(z_0) \cap \text{Int}(K)).$$

This is a closed set, and for large $k$ its boundary consists of finitely many Jordan curves. Furthermore, $H_k \subseteq H_{k+1}$ for all $k$ and $\text{cap}(H_k) \to \text{cap}(K)$ as $k \to \infty$. Note that in a neighborhood of $z_0$ the boundaries of $H_k$ and $K$ are the same, and hence we can conclude from Lemma 3.3 for the corresponding normal derivatives the convergence

\begin{equation}
\frac{\partial g_{\mathbb{C} \setminus H_k}(z_0, \infty)}{\partial n} \to \frac{\partial g_{\mathbb{C} \setminus K}(z_0, \infty)}{\partial n}
\end{equation}

as $k \to \infty$. For given $\varepsilon > 0$ fix $k$ so that

\begin{equation}
\frac{\partial g_{\mathbb{C} \setminus H_k}(z_0, \infty)}{\partial n} \leq \frac{\partial g_{\mathbb{C} \setminus K}(z_0, \infty)}{\partial n} + \varepsilon.
\end{equation}

By Theorem 2.2 (see the last sentence in it) there is a lemniscate $\sigma = T^{-1}(C)$ such that $\sigma \subset H_k$, $z_0 \in \sigma$ and if $L = T^{-1}(\Delta)$ denotes the lemniscate domain enclosed by $\sigma$, then

\begin{equation}
\frac{\partial g_{\mathbb{C} \setminus L}(z_0, \infty)}{\partial n} \leq \frac{\partial g_{\mathbb{C} \setminus H_k}(z, \infty)}{\partial n} + \varepsilon.
\end{equation}
Note that $L$ may not be part of $H_k$, since the components of $\text{Int}(H_k)$ may not be simply connected. However, since $\sigma \subset H_k \subset U_k$, the weight $W$ is strictly positive ($\geq 1/k$) on $\sigma$. Therefore we can apply (5.12) to $L$ to conclude
\[
 n^2 \lambda_n(W, z_0) \geq n^2 \lambda_n \left( L \cap H_k, z_0 \right) \\
 \geq (1 + o(1))2\pi W(z_0) \left( \frac{\partial g}{\partial n} \right)^{-2} \\
 \geq (1 + o(1))2\pi W(z_0) \left( \frac{\partial g_{\partial K}(z_0, \infty)}{\partial n} + 2\varepsilon \right)^{-2}.
\]
For $\varepsilon \to 0$ this yields
\[
(5.16) \quad \liminf_{n \to \infty} n^2 \lambda_n(W, z_0) \geq 2\pi W(z_0) \left( \frac{\partial g_{\partial K}(z_0, \infty)}{\partial n} \right)^{-2}.
\]
Note that (5.16) was derived under the assumption $W(z_0) > 0$.

The matching upper estimate on $\lambda_n(W)$ is obtained in a similar manner. Since we are now establishing an upper bound, we can work with $W(z) + \varepsilon$ rather than $W(z)$. Let $K \subset K_k$ be such that $\text{Int}(K_k)$ is the union of finitely many Jordan domains, $K_{k+1} \subseteq K_k$, $\emptyset = K_k$, with some small $\delta > 0$ we have $\Delta_{\delta}(z_0) \cap K_k = \Delta_{\delta}(z_0) \cap K$ for all $k$, and $\Delta_{\delta}(z_0) \cap \partial K$ (which is a $C^2$ curve) lies on the outer boundary of each $K_k$. It is easy to construct such a family. Lemma 3.3 gives
\[
(5.17) \quad \frac{\partial g_{\partial K_k}}{\partial n}(z_0, \infty) \to \frac{\partial g_{\partial K_k}}{\partial n}(z_0, \infty) \quad \text{as} \quad k \to \infty.
\]
For given $\varepsilon > 0$ fix $k$ so that
\[
(5.18) \quad \frac{\partial g_{\partial K_k}}{\partial n}(z_0, \infty) \geq \frac{\partial g_{\partial K_k}}{\partial n}(z_0, \infty) - \varepsilon.
\]
According to Theorem 2.4 there is a closed lemniscate domain $L = T^{-1}(\Sigma)$ such that $K_k \subset L$, $z_0 \in \partial L$ and
\[
(5.19) \quad \frac{\partial g_{\partial L}}{\partial n}(z_0, \infty) \geq \frac{\partial g_{\partial L}}{\partial n}(z, \infty) - \varepsilon.
\]
Extend $W + \varepsilon$ to a strictly positive continuous function $W^*$ on $L$. We can apply (5.10) to $L$ to conclude
\[
 n^2 \lambda_n(W, z_0) \leq n^2 \lambda_n(W^*, z_0) \leq (1 + o(1))2\pi W^*(z_0) \left( \frac{\partial g_{\partial L}}{\partial n}(z_0, \infty) \right)^{-2} \\
 \leq (1 + o(1))2\pi W(z_0) \left( \frac{\partial g_{\partial L}}{\partial n}(z_0, \infty) - 2\varepsilon \right)^{-2},
\]
where we used that $W^*(z_0) = W(z_0) + \varepsilon$. Now for $\varepsilon \to 0$ this yields
\[
(5.20) \quad \limsup_{n \to \infty} n^2 \lambda_n(W, z_0) \leq 2\pi W(z_0) \left( \frac{\partial g_{\partial K}(z_0, \infty)}{\partial n} \right)^{-2}.
\]
Note that in this derivation we did not use $W(z_0) > 0$. 

Finally, (5.10) and (5.20) prove the theorem when \( W(z_0) > 0 \). When \( W(z_0) = 0 \), the theorem follows from (5.20). \( \square \)

5.4. **Proof of Theorem 1.4.** We can be brief, for most of the time we just follow the preceding proof. We keep the notation from the preceding subsections.

**Upper estimate.** First of all, the analogue of (5.10) (for lemniscates) is

\[
\limsup_{m \to \infty} m^2 \lambda_m(\mu, z_0) \leq 2\pi W(z_0) \frac{N^2}{|T_N'(z_0)|^2}.
\]

This is true, because the \(|P_m|\) in the proof of (5.10) attained its maximum value (=1) at \( z_0 \); hence \( P_m S_m \) is very small (\( \leq C_0 \exp(-c_0 m^{1/110}) \)) on \( L \) outside any neighborhood \( U \) of \( z_0 \) for all large \( n \). Therefore, the formula before (5.10) now takes the form

\[
\lambda_{m+100/110}(\mu, z_0) \leq \int_{L \setminus U} |P_m(z)S_m(z)|^2 W(z) dA(z)
+ \int_{L \setminus U} |P_m(z)S_m(z)|^2 d\mu(z)
\leq (1 + o(1))W(z_0) \int_{L \setminus U} |P_m(z)|^2 dA(z) + C e^{-c_0 m^{1/110}}
\leq (1 + o(1))W(z_0) \frac{N^2}{|T_N'(z_0)|^2} \frac{2\pi}{m^2},
\]

and so (5.21) follows. Note that this works for any finite measure \( \mu \) which is of the form \( W(z)dA(z) \) in a neighborhood of \( z_0 \) with a \( W \) that is continuous at \( z_0 \).

Now we can repeat the reasoning of (5.17)–(5.20) to conclude

\[
\limsup_{n \to \infty} n^2 \lambda_n(\mu, z_0) \leq 2\pi W(z_0) \left( \frac{\partial g_{\mathcal{C}K}(z_0, \infty)}{\partial n} \right)^{-2}
\]

exactly as there. \( \square \)

**Lower estimate.** Let \( P_m \) be an optimal polynomial for \( \lambda_m(\mu, z_0) \). \( \mu \) being in the **Reg** class [see (33) Theorem 3.2.3)] that if \( \{Q_m\} \) is a sequence of polynomials of corresponding degree \( m = 1, 2, \ldots \) and if

\[
\limsup_{m \to \infty} \|Q_m\|_{L^2(\mu)}^{1/m} \leq 1,
\]

then

\[
\limsup_{m \to \infty} \|Q_m\|_K^{1/m} \leq 1,
\]

where the norm \( \| \cdot \|_K \) on the left hand side is the supremum norm on \( K \). In particular, for \( P_m \) we get the relation

\[
\|P_m\|_K \leq e^{\varepsilon_m n^m}
\]

with some \( \varepsilon_m \to 0 \). We may assume \( \varepsilon_m \geq 1/\sqrt{m} \).

As in (5.13)–(5.15), for given \( \varepsilon > 0 \) we can find a lemniscate \( \sigma = T_N^{-1}(\mathcal{C}) \) such that \( \sigma \) lies inside \( \text{Pc}(K) \) except for the point \( z_0 \) which belongs to \( \sigma \) (hence \( \sigma \) touches the boundary of \( K \) at \( z_0 \)), and with \( L = T_N^{-1}(\mathcal{X}) = \text{Pc}(\sigma) \)

\[
\frac{\partial g_{\mathcal{C}L}(z_0, \infty)}{\partial n} \leq \frac{\partial g_{\mathcal{C}K}(z, \infty)}{\partial n} + \varepsilon.
\]
Indeed, for this we can copy the argument before (5.13) relying on the condition cap\((K) = \text{cap}(\text{Int}(\text{Pc}(K)))\) (set there in that proof \(W \equiv 1 \text{ on } \text{Pc}(K)\)). Let \(U = \Delta_\varepsilon(z_0)\) be a neighborhood of \(z_0\) such that in \(U \cap K\) we have \(d\mu(z) = W(z)\,dA(z)\) with a \(W\) that is continuous at \(z_0\). We may also assume \(W(z_0) > 0\), for otherwise the trivial lower bound 0 suffices. We may then assume \(\delta\) so small that \(W(z_0)/2 \leq W(z) \leq 2W(z_0)\) for \(z \in U \cap K\).

Choose \(\beta = 3/2\), \(Z = z_0\) in Theorem 4.1; consider the polynomials in that theorem of degree \(m\varepsilon_m^{1/2}\), and denote them by \(H_m\); i.e., \(H_m\) is of degree at most \(m\varepsilon_m^{1/2}\), \(H_m(z_0) = 1\), \(|H_m(z)| \leq 1\) for \(z \in K\) and

\[
|H_m(z)| \leq D_\varepsilon e^{-(m\varepsilon_m^{1/2})d_\beta|z-z_0|^\beta}.
\]

Then for \(z \not\in U\), \(z \in \text{Pc}(K)\) we have (see (5.23))

\[
|P_m(z)H_m(z)| \leq D_\varepsilon \exp(e_m m - m\varepsilon_m^{1/2}d_\beta|z-z_0|^\beta)
\]

(5.25)

for all large \(m\), where we used the fact that \(e_m \geq 1/\sqrt{m}\).

Now instead of (5.11) we only state the weaker

\[
\frac{W(z_0)}{|T_N(z_0)|^2} \int_{L^* \cap U} |P_m(z)S_m(z)||T_N(z)|^2\,dA(z) \leq (1 + o(1)) \int_L |P_m(z)|^2\,d\mu(z)
\]

(5.26)

which follows precisely as (5.11). On the set \(L^*_m \setminus U\) we use (5.25) to conclude that the integral

\[
\frac{W(z_0)}{|T_N(z_0)|^2} \int_{L^*_m} |P_m(z)S_m(z)||T_N(z)|^2\,dA(z)
\]

is

\[
\leq (1 + o(1)) \int_L |P_m(z)|^2\,d\mu(z) + C \exp(-m^{1/2})
\]

\[
= (1 + o(1))\lambda_m(\mu, z_0) + C \exp(-m^{1/2}).
\]

Now if the right hand sides are \((1 + o(1))\lambda_m(\mu, z_0),\) then this is the complete analogue of (5.11), and from here the argument that led to (5.12) (and then to (5.19)) gives

\[
\liminf_{m \to \infty} m^2\lambda_m(\mu, z_0) \geq 2\pi W(z_0) \frac{N^2}{|T_N(z_0)|^2} = 2\pi W(z_0) \left(\frac{\partial g_{\partial \Delta}(z_0, \infty)}{\partial n}\right)^{-2}
\]

\[
\geq 2\pi W(z_0) \left(\frac{\partial g_{\partial \Delta}(z_0, \infty)}{\partial n} + \varepsilon\right)^{-2},
\]

and upon \(\varepsilon \to 0\) we get the desired lower estimate.

Thus, all we have to show is that

\[
\exp(-m^{1/2}) = o(\lambda_m(\mu, z_0)),
\]

which certainly follows, since

\[
\lambda_m(\mu, z_0) \geq \lambda_m(W|_{U \cap K}, z_0).
\]

Here the right hand side is \(\geq c/m^2\) for some \(c > 0\), since we can apply Theorem 1.3 to the weight \(W\) on the set \(U \cap K = \Delta_\varepsilon(z_0) \cap K\), the boundary of which consists of
two $C^2$ arcs: one is a subarc of $\partial K$, and the other is a subarc of the boundary circle of $\overline{\Delta}(z_0)$ (note also that $W$ lies in between $W(z_0)/2$ and $2W(z_0)$ on $\overline{U} \cap K$).

6. Proof of Theorems 1.1 and 1.2

6.1. Lower estimate for arc length measure. In this section we consider Theorem 1.1 for $\mu = \sigma$, the arc measure on $\gamma$. In what follows we set $K = \text{Pc}(\gamma)$ (this is the union of the closed domains that the different components of $\gamma$ enclose).

Let $P_n$ be the polynomial of degree at most $n$ that takes the value 1 at $z_0 \in \gamma$ and has minimal $L^2(\text{d}s_\gamma)$-norm (equal to $\lambda_n(\text{d}s_\gamma, z_0)^{1/2}$). Consider the polynomials $S_n = S_{n,z_0,K}$ of degree at most $n^{109/110}$ from Corollary 1.2. We claim that $|P_n S_n|$ takes its maximum on $\gamma$ only in $\Delta_n^{-9/10}(z_0)$. Note that $P_n(z_0) S_n(z_0) = 1$, so the maximum in question is at least 1. If the claim is not true, then there is a $z^* \in \gamma \setminus \Delta_n^{-9/10}(z_0)$ with $|P_n(z^*) S_n(z^*)| \geq 1$, and then by the choice of $S_n$ we have

\[(6.1) \quad |P_n(z^*)| \geq \exp(c_0 n^{1/110})/C_0.\]

Let $z^{**}$ be a point on $\gamma$ where $|P_n|$ takes its maximum $M \geq \exp(c_0 n^{1/110})/C_0$. By Corollary 1.2 from Section 4 we have $|P_n'(z)| \leq C n^2 M$ for $\text{dist}(z, \gamma) \leq 1/n^2$. Hence for $z \in \Delta_{1/2Cn^2}(z^{**})$, $z \in \gamma$ we have (with integration along the straight segment)

\[|P_n(z)| \geq |P_n(z^{**})| - \left| \int_{z^{**}}^z P_n'(t) \text{d}t \right| \geq M - C n^2 M \frac{2}{2C n^2} = M/2.\]

But $\Delta_{1/2Cn^2}(z^{**}) \cap \gamma$ has $\sigma_\gamma$ measure $\geq 1/2C n^2$ (just consider that the center $z^{**}$ of the disk $\Delta_{1/2Cn^2}(z^{**})$ lies on $\gamma$, and $\gamma$ has to reach the boundary of that disk as we follow it from $z^{**}$ in either direction). Therefore,

\[(6.2) \quad \int_{\gamma} |P_n|^2 \text{d}s_\gamma \geq \int_{\gamma \cap \Delta_{1/2Cn^2}(z^{**})} |P_n|^2 \text{d}s_\gamma \geq (M/2)^2/2C n^2 \geq \exp(2c_0 n^{1/110})/8CC_0 n^2 \to \infty,\]

which is impossible. This contradiction proves the claim.

Thus, if $z_1$ denotes a point on $\gamma$ where $|P_n S_n|$ takes its maximum, then $|z_1 - z_0| \leq n^{-9/10}$. Next we mention that $\partial g_{\text{car}}(\gamma)/\partial n$ is continuous around $z_0$ by the last sentence in Theorem 1.2. Therefore,

\[(6.3) \quad \frac{\partial g_{\text{car}}}{\partial n}(z_1, \infty) = (1 + o(1)) \frac{\partial g_{\text{car}}}{\partial n}(z_0, \infty).\]

For $\varepsilon > 0$ let $\sigma = \sigma_{z_1}$ be a lemniscate inside $\gamma$ such that $\sigma$ touches $\gamma$ at $z_1$, and if $L$ is the closed lemniscate domain that $\sigma$ encloses, then

\[(6.4) \quad \frac{\partial g_{\text{car}}}{\partial n}(z_1, \infty) \leq \frac{\partial g_{\text{car}}}{\partial n}(z_1, \infty) + \varepsilon.\]

The existence of $\sigma$ was stated in Theorem 2.2 where it was also shown (and this is absolutely crucial in the proof below) that for $z_1$ lying sufficiently close to $z_0$ this $\sigma_{z_1}$ can be chosen to be a translated and rotated copy of a fixed lemniscate, say of $\sigma_{z_0}$. Set

\[R_n(z) = \frac{P_n(z) S_n, z_0, K(z) S_n, z_1, K(z)}{P_n(z_1) S_n, z_0, K(z_1)}\]

with the polynomials $S_n, z, K$ from Corollary 1.2. Then $\deg(R_n) \leq n + 2n^{109/110}$, $R_n(z_1) = 1$ and $|R_n(z)| \leq |P_n(z)|$ on $\gamma$ (recall that the denominator in the definition of $R_n$ is at least 1 in absolute value, for $z_1$ was a maximum point for $|P_n S_n, z_0, K|$).
Let $\sigma = \{ z \mid T_N(z) = 1 \}$ with some polynomial $T_N$ of degree $N$, where $N$ depends only on $z_0$ and not on $z_1$ (which also depends on $n$). We may assume that $T_N(z_1) = 1$. Then $T^{-1}(-1)$ cuts $\sigma$ into $N$ arcs $\sigma_1, \ldots, \sigma_N$ numbered so that $z_1 \in \sigma_1$. Since $z_1$ was a maximum point for $|P_n S_{n, z_0, K}|$, it follows that

\[(6.5) \quad |R_n(z)| \leq C_0 e^{-c_0 n^{1/10}}, \quad z \in \sigma_2 \cup \cdots \cup \sigma_N,\]

$|R_n(z)| \leq 1$ on $\sigma_1$ and $|R_n(z)| \leq |P_n(z)|$ on $\gamma$. Now $\sigma_{z_1}$ and $\gamma$ are uniformly $C^2$ in a neighborhood of $z_1$ (recall that $\sigma_{z_1}$ is a rotated and translated copy of $\sigma_{z_0}$), and they touch each other at $z_1$. Therefore in their parametric representation with respect to arc length, corresponding points are quadratically close to each other around $z_1$: if for $t \in \gamma, |t - z_1| \leq 3n^{-9/10}$ the point $t^* \in \sigma$ is determined by $s_\gamma([z_1, t^*]) = s_\gamma([z_1, t])$ (actually, there are two such points; take the one lying closer to $t$), then the mapping $q(t) = t^*$ is 1–to–1 and $|q(t) - t| \leq C|t - z_1|^2$ with some constant $C$. By the definition of $t^* = q(t)$ we have $ds_\sigma(t^*) = ds_\gamma(t)$. Therefore, if $I_n$ denotes the arc of $\sigma$ consisting of the points $t^*$ with $|t^* - z_1| \leq n^{-9/10}$, then

\[
\int_{t^* \in I_n} |R_n(t^*)|^2 ds_\sigma(t^*) = \int_{t^* \in I_n} |R_n(q(t))|^2 ds_\gamma(t),
\]

and certainly $|t - z_1| \leq 2n^{-9/10}$ if $|t^* - z_1| \leq n^{-9/10}$. Corollary 7.4 in Section 7 gives with some constant $D$ (recall that $\|R_n\|_\gamma \leq 1$)

\[(6.6) \quad |R_n(q(t)) - R_n(t)| \leq Dn \cdot |q(t) - t| \leq Dn \cdot C|t - z_1|^2 \leq 4DCn \cdot n^{-18/10} = Dn^{-4/5}\]

for $|t^* - z_1| \leq n^{-9/10}$. Now

\[
\left| \int_{t^* \in I_n} |R_n(t^*)|^2 ds_\sigma(t^*) - \int_{t^* \in I_n} |R_n(t)|^2 ds_\gamma(t) \right|
\]

and if the right hand side is written symbolically as

\[
\left| \int (|A|^2 - |B|^2) \right|,
\]

then by Hölder’s and Minkowski’s inequalities we can continue this as

\[
\left| \int (|A| - |B|) (|A| + |B|) \right| \leq \left( \int |A - B|^2 \right)^{1/2} \left( \int |A|^2 \right)^{1/2} + \left( \int |B|^2 \right)^{1/2},
\]

where in the last step we used (6.6). But the integrands in the last two integrals on the right hand side are at most 1, and the integration is done over a set of $s_\gamma$-measure $\leq D_2 n^{-9/10}$ (recall that we are working inside $J$, which is a $C^2$ arc). Therefore the last two integrals are at most $D_2^{1/2} n^{-9/20}$, and hence

\[(6.7) \quad \left| \int_{t^* \in I_n} |R_n(t^*)|^2 ds_\sigma(t^*) - \int_{t^* \in I_n} |R_n(t)|^2 ds_\gamma(t) \right| \leq D_3 n^{-4/5} n^{-9/20} = D_3 n^{-5/4}.
\]
Note that here on the left hand side the first integral is on a part of \( \sigma \), while the second integral is on the corresponding part of \( \gamma \). In any case
\[
\int_{t^* \in I_n} |R_n(t^*)|^2 ds_\sigma(t^*) \leq \int_\gamma |R_n(t)|^2 ds_\gamma(t) + D_3 n^{-5/4} \leq \lambda_n(s_\gamma, z_0) + D_3 n^{-5/4}.
\]
For \(|t^* - z_0| \geq n^{-9/10} \) we have, by the definition of \( R_n \) and of \( S_{n, z_1, K} \) (recall that \( z_1 \) was a maximum point for \( |P_n S_{n, z_0, K}| \)), the inequality
\[
|R_n(t^*)| \leq C_0 e^{-cn^{1/110}}, \quad |t^* - z_0| \geq n^{-9/10},
\]
and we obtain from \((6.8)\)
\[
\int_\sigma |R_n(t^*)|^2 ds_\sigma(t^*) \leq \lambda_n(s_\gamma, z_0) + D_3 n^{-5/4}.
\]
The same proof gives
\[
\int_\sigma |R_n(t^*)|^2 |T'_N(t^*)| ds_\sigma(t^*) \leq (1 + o(1))|T'_N(z_0)| \lambda_n(s_\gamma, z_0) + D_5 n^{-5/4}
\]
because
\[
|R_n(t^*)|^2 |T'_N(t^*)| = (1 + o(1))|T'_N(z_0)||R_n(t^*)|^2
\]
for \(|t - z_1| \leq n^{-9/10} \), and the left hand side is very small otherwise (see \((6.9)\)).

For a \( t^* \in \sigma \) recall the points \( t^*_j \) from Section \( 5 \) defined as \( T_N(t^*_j) = T_N(t) \), and as in Section \( 2 \) we have
\[
\sum_{j=1}^N R_n(t^*_j) = Q_n(T_N(t^*))
\]
with some polynomial \( Q_n \) of degree at most \( \deg(R_n)/N \leq (n + 2n^{9/10})/N \). Because of \((6.5)\), in the defining sum of \( Q_n(T_N(t^*)) \) all but one term is very small; hence
\[
|Q_n(T_N(t^*))|^2 = \sum_{j=1}^N |R_n(t^*_j)|^2 = \sum_{j=1}^N |R_n(t^*_j)|^2 + C_0 N^2 e^{-cn^{1/110}}.
\]
We get from \((2.12)\)
\[
\int_\sigma \left( \sum_{i=1}^N |R_n(t^*_i)|^2 \right) |T'_N(t^*)| ds_\sigma(t^*) = N \int_\sigma |R_n(t^*)|^2 |T'_N(t^*)| ds_\sigma(t^*).
\]
From here and from \((6.10) - (6.11)\) it follows that the integral
\[
\int_\sigma |Q_n(T_N(t^*))|^2 |T'_N(t^*)| ds_\sigma(t^*)
\]
is at most
\[
(1 + o(1)) N |T'_N(z_0)| \lambda_n(s_\gamma, z_0) + D_5 N^3 n^{-5/4}.
\]
By \((2.14)\) the integral in \((6.13)\) is nothing other than
\[
N \int_\mathcal{C} |Q_n(\theta)|^2 d\sigma(\theta),
\]
where \( \mathcal{C} \) denotes the unit circle, and so this is less than \((6.14)\). Since
\[
Q_n(1) = Q_n(T_N(z_1)) = \sum_{j=1}^N R_n((z_1), j) = 1 + o(1),
\]
this immediately implies with \( m = \deg(Q_n) \) the inequality
\[
\lambda_n(s_C, 1) \leq (1 + o(1))|T'_N(z_0)|\lambda_n(s_\gamma, z_0) + D_5 N^2 n^{-5/4}.
\]

To complete the proof of the lower estimate we need to compute the left hand side. This will be done in (6.19) below, and from it and from the previous formula we obtain
\[
\frac{2\pi}{m + 1} \leq (1 + o(1))|T'_N(z_0)|\lambda_n(s_\gamma, z_0) + D_5 N^2 n^{-5/4}.
\]

Now since \( m \leq \left( n + 2n^{9/10} \right)/N \), the estimate
\[
\lambda_n(s_\gamma, z_0) + D_6 N^2 n^{-5/4} \leq (1 + o(1)) \frac{2\pi}{m + 1}
\]
follows. Hence
\[
\liminf_{n \to \infty} n\lambda_n(s_\gamma, z_0) \geq \frac{2\pi N}{|T'_N(z_0)|} \geq 2\pi \left( \frac{\partial g_{\gamma \gamma}(z_0, \infty)}{\partial n} \right)^{-1},
\]
where we used (2.2). Finally, (6.4) shows, upon letting \( \varepsilon \to 0 \),
\[
\liminf_{n \to \infty} n\lambda_n(s_\gamma, z_0) \geq 2\pi \left( \frac{\partial g_{\gamma \gamma}(z_0, \infty)}{\partial n} \right)^{-1}.
\]

In this proof we have used (6.19) below, which we now verify. Let
\[
\tilde{Q}_m(\theta) = \sum_{j=1}^{m} a_j \theta^j
\]
be a polynomial of degree at most \( m \) with \( Q_m(1) = 1 \). Then \( \sum_{j=1}^{m} a_j = 1 \) and
\[
\int_{C} |\tilde{Q}_m(\theta)|^2 ds_C(\theta) = \int_{0}^{2\pi} |\tilde{Q}_m(e^{it})|^2 dt = 2\pi \sum_{j=0}^{m} |a_j|^2.
\]

By the Cauchy-Schwarz inequality
\[
1 = \sum_{j=0}^{m} a_j \leq \left( \sum_{j=0}^{m} |a_j|^2 \right)^{1/2} \left( (m + 1) \right)^{1/2},
\]
i.e.
\[
\sum_{j=0}^{m} |a_j|^2 \geq \frac{1}{m + 1},
\]
and we have equality if \( a_j = 1/(m + 1) \), i.e. if
\[
\tilde{Q}_m(\theta) = \frac{1}{m + 1} \sum_{j=0}^{m} \theta^j.
\]

This verifies
\[
\lambda_m(s_C, 1) = \frac{2\pi}{m + 1},
\]
and the proof of the lower estimate is complete.
6.2. **Proof of Theorem 1.2** the lower estimate for all measures. Let $J$ be the arc from the theorem, $z_0 \in J$. The assumption is that in a neighborhood of $z_0$ the measure $\mu$ is of the form $d\mu(t) = w(t)ds_\gamma(t)$ with some $w$ that is continuous at $z_0$. We may assume that this representation holds true on $J$. Since we want to prove a lower estimate in this subsection, we may assume that $w(z_0) > 0$ (otherwise the lower estimate is the trivial 0).

Let $P_n$ be a polynomial of degree at most $n$ such that $P_n(z_0) = 1$ and \( \int |P_n|^2 d\mu = \lambda_n(\mu, z_0) \). We shall closely follow the proof from the previous subsection, and for that purpose we are going to denote $J$ by $\gamma$.

For a given $\varepsilon > 0$ let $\sigma$ be a lemniscate inside $Pc(K)$ such that $\sigma$ touches $J = \gamma$ at $z_0$, and for the closed lemniscate domain $L = L_\sigma$ that it encloses, we have

\[
(6.20) \quad \frac{\partial g_{\gamma,L}(z_0, \infty)}{\partial n} \leq \frac{\partial g_{\gamma,K}(z_0, \infty)}{\partial n} + \varepsilon.
\]

Since $\text{cap}(K) = \text{cap}(\text{Int}(Pc(K)))$, the existence of $\sigma$ follows exactly as in subsection 5.3 (in that proof set $W \equiv 1$ on $Pc(K)$).

The previous proof in subsection 6.1 was based on the fact that

\[
(6.21) \quad |P_nS_n| \text{ takes its maximum on } K \text{ only in } \Delta_{n-9/10}(z_0).
\]

First we show that in the general case (6.21) is enough to deduce the proper lower estimate for $\lambda_n(\mu, z_0)$. We follow the proof from subsection 6.1. In fact, (6.21) leads to (6.7), which implies

\[
(6.22) \quad \int_{t^* \in I_n} |R_n(t^*)|^2 ds_\sigma(t^*) \leq \int_{t^* \in I_n} |R_n(t)|^2 ds_\gamma(t) + D_3n^{-5/4}
\]

and we used this in the form (6.3). Now the weight $w$ (certainly defined on $\gamma \cap \Delta_{3n-9/10}(z_0)$) is positive and continuous at $z_0$, so (6.22) implies

\[
(6.23) \quad \int_{t^* \in I_n} |R_n(t^*)|^2 |T_N'(t^*)|ds_\sigma(t^*) \\
\leq (1 + o(1)) \frac{|T_N'(z_0)|}{w(z_0)} \int_{t^* \in I_n} |P_n(t)|^2 w(t)ds_\gamma(t) + D_3n^{-5/4},
\]

with a possibly larger constant $D_3$ than previously noted. This, combined with (6.30), yields

\[
(6.24) \quad \int_{t^* \in \sigma} |R_n(t^*)|^2 |T_N'(t^*)|ds_\sigma(t^*) \leq (1 + o(1)) \frac{|T_N'(z_0)|}{w(z_0)} \int_{t^* \in I_n} |P_n(t)|^2 w(t)ds_\gamma(t) + D_3n^{-5/4},
\]

and hence

\[
(6.25) \quad \int_{t^* \in \sigma} |R_n(t^*)|^2 |T_N'(t^*)|ds_\sigma(t^*) \leq (1 + o(1)) \frac{|T_N'(z_0)|}{w(z_0)} \int_\gamma |P_n(t)|^2 d\mu(t) + D_3n^{-5/4}
\]

\[= (1 + o(1)) \frac{|T_N'(z_0)|}{w(z_0)} \lambda_n(\mu, z_0) + D_3n^{-5/4}.\]
From here the rest of the proof in the previous subsection leads to (see (6.10) -- (6.16))

$$(6.26) \quad \liminf_{n \to \infty} n \lambda_n(\mu, z_0) \geq w(z_0) \frac{2\pi N}{T_N'(z_0)} = 2\pi w(z_0) \left( \frac{\partial g_{\lambda, \mu}(z_0, \infty)}{\partial n} \right)^{-1},$$

and finally to (see (6.17) and (6.20))

$$(6.27) \quad \liminf_{n \to \infty} n \lambda_n(\mu, z_0) \geq 2\pi w(z_0) \left( \frac{\partial g_{\lambda, K}(z_0, \infty)}{\partial n} \right)^{-1}.$$ 

This is precisely the lower estimate that gives one half of Theorem 1.2.

Let $H_n$ be a polynomial of degree $o(n)$ such that $H_n(z_0) = 1$ and $|H_n(z)| \leq 1$ for $z \in K$. Then in the proof we have just given, $P_n$ (and then $R_n$) can be replaced by $P_n H_n (P_n H_n S_n)$ without affecting the proof. Thus, if we can show that for some $H_n$

$$(6.28) \quad |P_n H_n S_n| \text{ takes its maximum on } K \text{ only in } \Delta_{n - 0/10}(z_0),$$

then the proof goes through word for word.

In subsection 6.1 the polynomial $P_n$ for which (6.24) was proved was a minimal polynomial for $\lambda_n(s, z_0)$, but now our $P_n$ is a minimal polynomial for $\lambda_n(\mu, z_0)$. The proof of (6.21) in subsection 6.1 was based on two facts (see the beginning of the proof in subsection 6.1):

1) Markov’s inequality (Theorem 7.1).

2) The $s_\gamma$-measure of $\Delta_{1/2Cn^2}(Z) \cap \gamma$ is at least $1/2Cn^2$ for $Z \in \gamma$ (there we had $Z = z^\ast$).

Of these two, Markov’s inequality is general and does not depend on $\mu$, so it is certainly at our disposal. However, the analogue of 2) is not true for some measures $\mu$, for the $\mu$-measure of $\Delta_{1/2Cn^2}(Z) \cap \gamma$ can be much smaller than $1/n^2$. Note that this cannot happen when $Z$ lies close to $z_0$, for $\mu$ is absolutely continuous with respect to $s_\gamma$ around $z_0$ and it has positive and continuous derivative $d\mu/ds_\gamma$ there. Therefore, we shall select $H_n$ so that $P_n H_n$ is small on $\gamma$ outside a given neighborhood of $z_0$; the rest of the proof remains the same.

To achieve this we repeat the argument leading to (5.25): $\mu$ being in the Reg class implies (see [33, Theorem 3.2.3]) that

$$(6.29) \quad \limsup_{n \to \infty} \frac{\|Q_n\|^{1/n}}{\|Q_n\|^{1/n}_L(\mu)} \leq 1.$$ 

In particular, for $P_n$ (the extremal polynomials for $\lambda_n(\mu, z_0)$) we get the relation

$$(6.30) \quad \|P_n\|_\gamma \leq e^{c n^\frac{1}{2}}$$

with some $c_n \to 0$. We may assume $c_n \geq 1/n^{1/2}$. Now let $U = \Delta_{\beta}(z_0)$ be a neighborhood of $z_0$ such that $w > w(z_0)/2 > 0$ on $\Delta_{2\beta}(z_0) \cap \gamma$. Choose $\beta = 3/2$, $Z = z_0$ in Theorem 7.1 consider the polynomials in that theorem of degree $n_{\varepsilon_n}^{1/2}$, and denote them by $H_n$; i.e. $H_n$ is of degree at most $n_{\varepsilon_n}^{1/2}$, $H_n(z_0) = 1$, $|H_n(z)| \leq 1$ for $z \in K$ and

$$|H_n(z)| \leq D_\beta e^{-\left(n_{\varepsilon_n}^{1/2}/d\beta \right) |z - z_0|^\beta}.$$
Then for $z \notin U$, $z \in \gamma$ we have (see (6.30))

$$|P_n(z)H_n(z)| \leq D_3 \exp(\varepsilon_n - n^{-1/2}d_3|z - z_0|^2)$$

$$\leq D_3 \exp(\varepsilon_n - n^{-1/2}d_3\beta) < 1/2 < P_n(z_0)H_n(z_0)$$

for all large $n$. Hence, if $z_1$ is a maximum point for $|P_nH_nS_{n,z_0,K}|$ on $K$, then necessarily $z_1 \in U$, and then the proof in between (6.1) and (6.2) from subsection 6.1 can be applied: use Markov’s inequality (see 1 above) and then note that since $z^{**}$ must belong to $U$, the $\mu$-measure of the set $\Delta_{1/2CN^2}(Z) \cap \gamma$ is at least $w(z_0)/2$-times its $s_\gamma$-measure, i.e. it is at least $w(z_0)/4CN^2$. This way we get the statement (6.28), and, as we have already seen, it is enough to prove (6.27).

6.3. **Proof of Theorem 1.2, upper estimate.** We can be brief, for the argument should be familiar by now.

Recall that in a neighborhood of $z_0$ the set $K = \text{supp}(\mu)$ is a $C^2$ arc $J$ and $d\mu(t) = w(t)ds(t)$ there, and, as in the previous subsection, we set $\gamma = J$.

Now let $\sigma = T_{N}^{-1}(\mathcal{L})$ be a lemniscate such that it touches $\gamma$ at $z_0$, the closed domain $L = T_{N}^{-1}(\Delta)$ it encloses contains $K$ in its interior (except for the point $z_0$ which must be on the boundary of $L$) and (for a given $\varepsilon > 0$)

$$\frac{\partial g_{\mathcal{L}}(z_0, \infty)}{\partial n} \geq \frac{\partial g_{\mathcal{L}}(z_0, \infty)}{\partial n} - \varepsilon$$

(see Theorem 2.23). We may assume $T_N(z_0) = 1$. Let

$$R_n(z) = \tilde{Q}_n(T_N(z))S_{n,z_0,L}(z)$$

with the $\tilde{Q}_n$ from (6.18) and the $S_{n,z_0,L}$ from Corollary 1.2. Then $R_n$ has degree at most $nN_n^{19/110}$. Exactly as before, the set $T_{N}^{-1}(-1)$ divides $\sigma$ into the subarcs $\sigma_1, \ldots, \sigma_N$, $z_0 \in \sigma_1$. From (2.13) it follows that

$$\int_{\sigma_1} |R_n(t^*)|^2|T_N(t^*)|ds(\sigma) = \frac{2\pi}{n+1}$$

Now $\sigma$ and $J$ touch each other at $z_0$, so the reasoning that leads to (6.7) remains valid, and we get from (6.7) that

$$\int_{t^* \in I_n \cap \sigma} |R_n(t)|^2|T_N(t)|ds_\gamma(t) \leq \int_{t^* \in I_n \cap \sigma} |R_n(t^*)|^2|T_N(t^*)|ds_\sigma(t^*) + D_3n^{-5/4} \leq \frac{2\pi}{n+1} + D_3n^{-5/4}.$$

At the same time, since $|\tilde{Q}_n|$ takes its maximum on the unit circle at 1, we get from the definition of $S_n$ that

$$|R_n(t)| \leq C_0e^{-c_0n^{1/10}}, \quad |t - z_0| \geq n^{-9/10}, \quad t \in \gamma.$$

Now these last two formulae give

$$\int_{|t - z_0| \geq n^{-9/10}} |R_n(t)|^2d\mu(t) + \int_{|t - z_0| \leq n^{-9/10}} |R_n(t)|^2|T_N(t)|ds_\gamma(t) \leq (1 + o(1)) \frac{2\pi}{n}.$$
The same proof shows that if $H$ is continuous at $z_0$ and integrable with respect to $s_\gamma$, then
\[
\int_{|t-z_0| \geq n^{-9/10}} |R_n(t)|^2 d\mu(t) + \int_{|t-z_0| \leq n^{-9/10}} |R_n(t)|^2 |T_N'(t)| H(t) ds_\gamma(t) \leq (1 + o(1)) H(z_0) \frac{2\pi}{n},
\]
and finally with $H(t) = w(t)/|T_N'(t)|$ we get
\[
\int_{|t-z_0| \geq n^{-9/10}} |R_n(t)|^2 d\mu(t) + \int_{|t-z_0| \leq n^{-9/10}} |R_n(t)|^2 w(t) ds_\gamma(t) \leq (1 + o(1)) w(z_0) \frac{2\pi}{n |T_N'(z_0)|}.
\]
For $m = \deg(R_n) \leq nN + n^{109/110}$ this gives
\[
\lambda_m(\mu, z_0) \leq (1 + o(1)) 2\pi w(z_0) \frac{N}{|T_N'(z_0)|} \frac{1}{m},
\]
and in view of the monotonicity of $\lambda_m$ in $m$ this remains true for all $m$. This proves (see (2.2)) that
\[
\limsup_{m \to \infty} m \lambda_m(\mu, z_0) \leq 2\pi w(z_0) \frac{N}{|T_N'(z_0)|} = 2\pi w(z_0) \left( \frac{\partial \theta_{\gamma L}(z_0, \infty)}{\partial n} \right)^{-1},
\]
and finally, in view of (6.31) we obtain
\[
(6.35) \quad \limsup_{m \to \infty} m \lambda_m(\mu, z_0) \leq 2\pi w(z_0) \left( \frac{\partial \theta_{\gamma K}(z_0, \infty)}{\partial n} \right)^{-1}.
\]

6.4. **Proof of Theorem 1.1.** In view of Theorem 1.2 it is enough to show that the condition “$d\mu(t)/ds_\gamma > 0$ $s_\gamma$-almost everywhere” implies that the measure $\mu$ is in the Reg class 1.1. Let $\gamma_1, \ldots, \gamma_k$ be the components of $\gamma$ (each of them is a Jordan curve). By the localization theorem [33, Theorem 5.3.3] the regularity of $\mu$ is equivalent to the regularity of each $\mu|_{\gamma_j}$. Hence we may assume that $\gamma$ consists of a single component, i.e. it is a rectifiable Jordan curve with outer domain $\Omega$.

Let $\omega_\gamma$ denote the equilibrium measure of $\gamma$. Theorem [33, Theorem 4.1.1] states that $\mu$ is regular if $d\mu(t)/d\omega_\gamma(t) > 0 \omega_\gamma$-almost everywhere, so it is enough to show that $s_\gamma$ and $\omega_\gamma$ are mutually absolutely continuous with respect to each other. Let $\Phi : \Omega \to \mathbb{C} \setminus \overline{\gamma}$ be the conformal map from the exterior of $\gamma$ onto the exterior of the unit disk. Then (see Theorem 3.1) $\Phi$ extends to a homeomorphism in between $\gamma$ and the unit circle $C$, and by the theorem of F. and M. Riesz and I.I. Privalov (see [27, 40, II, Theorem VII,(10.17)] or [24, Theorem 6.8]) the rectifiability of $\gamma$ implies that $\Phi$ maps zero arc-measure sets into zero arc-measure sets and vice versa, i.e. a Borel set $E \subset \gamma$ has zero $s_\gamma$-measure if and only if $\Phi(\gamma)$ has zero Lebesgue measure (on the unit circle). On the other hand, $\omega_\gamma$ is the pull-back measure of the normalized arc measure on $C$: $\omega_\gamma(E) = |\Phi(E)|/2\pi$, where $| \cdot |$ indicates arc length on $C$ (see Theorem 3.11). Thus, again, $E$ has zero $\omega_\gamma$-measure if and only if $\Phi(E)$ has zero Lebesgue measure (on the unit circle). These prove the mutual absolute continuity of $s_\gamma$ and $\omega_\gamma$, and with this we have verified the regularity of $\mu$. 

7. Markov and Bernstein type inequalities

The following theorem is probably well known, but we have not found an exact reference, so for completeness we provide a proof. It has been an essential part of the proof of Theorem 1.2. Recall that a set on the plane is called a continuum if it is compact and connected and consists of more than one point.

**Theorem 7.1.** Let $K$ be a continuum. Then the Green’s function $g_{\mathbb{C}\setminus K}(z, \infty)$ is uniformly Hölder $1/2$ continuous on $K$, i.e. if $z_0 \in \Omega$, then

$$g_{\mathbb{C}\setminus K}(z_0, \infty) \leq C\text{dist}(z_0, K)^{1/2}. \tag{7.1}$$

Here $C$ can be chosen to depend only on the diameter of $K$.

**Proof.** In this proof let $C_r = \{ |z| = r \}$ and $\Delta_r = \{ |z| < r \}$, and denote by $\omega(z; J, G)$ the harmonic measure of $J \subset \partial G$ at $z$ with respect to a domain $G$. Let $d$ be the diameter of $K$, and suppose that $0 \in K$. Then $K$ lies in $\Delta_d$, and its logarithmic capacity is at least $d/4$ (see [20, Theorem 5.3.2,a]). Hence formula (3.2) shows that

$$g_{\mathbb{C}\setminus K}(z, \infty) \leq \log 4d + \log \frac{4}{d} = \log 16, \quad |z| \leq 3d. \tag{7.2}$$

Without loss of generality we may assume in proving (7.1) that the closest point in $K$ to $z$ is the origin. Then, by (7.2),

$$g_{\mathbb{C}\setminus K}(z, \infty) \leq (\log 16)\omega(z, C_{3d}, \Delta_{3d} \setminus K),$$

and by the Beurling-Nevanlinna theorem about the solution of Milloux’s problem (see [22])

$$(\log 16)\omega(z, C_{3d}, \Delta_{3d} \setminus K) \leq (\log 16)\omega(|z|, C_{3d}, \Delta_{3d} \setminus [-d, 0]).$$

On the other hand, $\text{cap}(K) \leq \text{cap}(\Delta_d) = d$; hence (3.2) shows that

$$g_{\mathbb{C}\setminus [-d, 0]}(z, \infty) \geq \log 2d - \log d = \log 2, \quad |z| = 3d.$$

Therefore,

$$\omega(|z|, C_{3d}, \Delta_{3d} \setminus [-d, 0]) \leq \frac{1}{\log 2} g_{\mathbb{C}\setminus [-d, 0]}(|z|, \infty)$$

$$= \frac{1}{\log 2} \log \left( \sqrt{(2|z|/d + 1)^2 - 1} + (2|z|/d + 1) \right)$$

$$\leq C_d \sqrt{|z|},$$

where we used the fact that

$$g_{\mathbb{C}\setminus [-1, 1]}(w, \infty) = \log \sqrt{w^2 - 1 + w}$$

and that the Green’s function of $\mathbb{C}\setminus [-d, 0]$ is obtained from this via the substitution $w = 2z/d + 1$.

Now the theorem follows from the inequalities above. \hfill $\Box$

**Corollary 7.2.** With the assumptions of Theorem 7.1, for every $D$ there is a constant $C_D$ such that if $P_n$ is a polynomial of degree at most $n$, then

$$|P'_n(z)| \leq C_D n^2 \|P_n\|_K, \quad \text{dist}(z, K) \leq D/n^2. \tag{7.3}$$

A more precise estimate for $P'_n$ but only on $K$ is in [24].
Proof. By the Bernstein-Walsh lemma ([39, p. 77] or [26, Theorem 5.5.7])

|\(P_n(w)\) ≤ \(\exp(n \gamma_{\mathcal{C},K}(w, \infty))\|P_n\|_K\);

hence (7.1) gives for \(\text{dist}(w, K) \leq (D + 1)/n^2\) the inequality

|\(P_n(w)\) ≤ \(e^{C\sqrt{D+1}}\|P_n\|_K\).

Now if \(\text{dist}(z, K) \leq D/n^2\), then (7.3) follows if we apply Cauchy’s formula for \(P'_n\) for \(z\) and for the circle of radius 1/\(n^2\) about \(z\):

\[
|P'_n(z)| = \left|\frac{1}{2\pi} \int_{|\xi|=1/n^2} \frac{P_n(\xi)}{\xi - z} d\xi\right| \leq \frac{n^2}{\pi^2} \sup_{|\xi|=1/n^2} |P_n(\xi)| \leq n^2 e^{C\sqrt{D+1}}\|P_n\|_K.
\]

\[\Box\]

**Theorem 7.3.** Let \(K\) be a compact set on the plane, \(\Omega\) the unbounded component of \(\overline{\mathbb{C}} \setminus K\), \(J\) a closed \(C^2\) arc on the boundary of \(\Omega\) such that \(J = \partial \Omega \cap O\) with some open set \(O\), and let \(J_1\) be a subarc of \(J\) not having common endpoints with \(J\). Then \(\gamma_{\mathcal{C},K}(z, \infty)\) is uniformly Hölder 1 continuous on \(J_1\), i.e. if \(z_0 \in \Omega\), then

\[
\gamma_{\mathcal{C},K}(z_0, \infty) \leq C\text{dist}(z_0, J_1).
\]

**Proof.** Clearly

\(\gamma_{\mathcal{C},K}(z_0, \infty) \leq \gamma_{\mathcal{C},J}(z_0, \infty)\).

The conformal map \(\Phi\) from \(\overline{\mathbb{C}} \setminus J\) onto the exterior of the unit circle is \(C^1\) on \(J_1\), and

\(\gamma_{\mathcal{C},J}(z_0, \infty) = \log |\Phi(z)|\),

from which the statement follows. \(\Box\)

**Corollary 7.4.** With the assumptions and notation of Theorem 7.3, for every \(D\) there is a constant \(C_D\) such that if \(P_n\) is a polynomial of degree at most \(n\), then

\[
|P'_n(z)| \leq C_D n\|P_n\|_K, \quad \text{dist}(z, J_1) \leq D/n.
\]

**Proof.** The proof is just a repetition of the proof of Corollary 7.2 if we use (7.5) instead of (7.4), and this time we integrate over the circle \(|\xi - z| = 1/n\). \(\Box\)
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