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ABSTRACT. We obtain a characterization of theta functions of Jacobian varieties of curves with automorphisms among theta functions of principally polarized abelian varieties (p.p.a.v.). We first give a characterization in terms of finite dimensional orbits for a suitable action in the Sato Grassmannian. Secondly, the introduction of formal Baker-Akhiezer functions and formal $\tau$-functions attached to a p.p.a.v. (for the multipuncture case) allows us to characterize, in terms of bilinear identities, those Baker-Akhiezer functions that are Baker-Akhiezer functions of Jacobians of curves with automorphisms. Further, in the case of automorphisms with fixed points, we rewrite the previous result as a hierarchy of partial differential equations for the $\tau$-function of a p.p.a.v. Finally, since Baker-Akhiezer and $\tau$ functions are written in terms of theta functions, these results give rise to characterizations of p.p.a.v. in terms of their theta functions.

1. INTRODUCTION

The objective of the Schottky problem is to characterize the principally polarized abelian varieties (p.p.a.v.) that are Jacobians of smooth algebraic curves. This problem was solved by Shiota ([Sh]) in the framework of the theory of KP equations and by Krichever ([K3]) in terms of the existence of trisecant lines to their Kummer varieties. The analogous problem for Prym varieties was studied and solved by Shiota ([Sh2]) and by Grushevsky and Krichever ([GK]).

The Schottky problem for Prym varieties is also related to the characterization of Jacobians of algebraic curves that admit a non-trivial involution. The moduli space of curves with non-trivial automorphisms was studied in a previous paper ([GMP]), and the points of the Sato Grassmannian defined by those curves were characterized there. Moreover, an explicit set of algebraic equations defining the moduli space of curves with automorphisms as a subscheme of the Sato Grassmannian was obtained.

The present paper aims at obtaining characterizations of theta functions of Jacobian varieties of curves with automorphisms. More precisely, our first result consists of identifying those points of the Sato Grassmannian coming from curves with an automorphism. This characterization, inspired by that of Mulase for points coming...
from curves (Mul), is stated in terms of finite dimensional orbits of a suitable action in the Sato Grassmannian.

We also offer a second characterization that determines when a theta function of p.p.a.v. is a theta function of the Jacobian variety of a curve with an automorphism. In other words, it is a solution of the Schottky problem for curves with automorphisms in terms of bilinear identities. In order to obtain this result, we generalize, for the multipuncture case, the notions of Baker-Akhiezer (BA) functions and \( \tau \)-functions. Then, we attach formal BA-functions and a formal \( \tau \)-function to the theta function of a p.p.a.v. Theorem 5.6 characterizes the BA functions that are BA functions of Jacobians in terms of two bilinear identities. It is worth pointing out that the first of these identities (equation 2.a of Theorem 5.6) is essentially the multicomponent KP hierarchy and establishes the condition for an arbitrary theta function to be the theta function of a Jacobian. The second one (equation 2.b of Theorem 5.6) provides the condition for this Jacobian variety to be the Jacobian variety of a curve with automorphisms.

The techniques of BA-functions and bilinear identities used in this result are inspired by those of [KI, DJKM] and were used in the first part of Shiota’s paper ([Sh]) in order to solve the Schottky problem in terms of the KP hierarchy. Actually, for the multipuncture case we need generalizations of the KP hierarchy as well as of a result of Shiota ([Sh], Thm. 6). This is carried out in §2 and Theorem 5.3, respectively.

Finally, we write down a hierarchy of partial differential equations for the \( \tau \)-function of a p.p.a.v. that is satisfied precisely when it is a \( \tau \)-function of a Jacobian of a curve admitting an automorphism of order \( p \) with fixed points. It is shown that our hierarchy contains the KP hierarchy and yields the KdV for \( p = 2 \).

The authors thank the referee for his helpful suggestions concerning the presentation of this paper.

We would like to dedicate this paper to the memory of our friend Sevín Recillas. Professor Recillas, who passed away June 20, 2005, participated in a preliminary version of this paper presented at the Third Iberoamerican Congress on Geometry (Salamanca, 2004).

2. Preliminary results

2.A. Formal group schemes. In this section we establish the notation and recall results from the papers [MP1, MP2, GMP].

Throughout this section, we consider a natural number \( p \), the trivial \( \mathbb{C}((z)) \)-algebra \( V = \prod_{i=1}^{p} \mathbb{C}((z)) \), and its subspaces \( V^+ = \prod_{i=1}^{p} \mathbb{C}[z] \) and \( V^- = \prod_{i=1}^{p} z^{-1} \mathbb{C}[z^{-1}] \). In order to distinguish the position of the entries, subindices will be employed. Namely, we shall write

\[
V = \mathbb{C}((z_1)) \times \cdots \times \mathbb{C}((z_p)),
\]

where the \( \mathbb{C}((z)) \)-algebra structure, \( \mathbb{C}((z)) \rightarrow V \), maps \( z \) to \( (z_1, \ldots, z_p) \).

The formal base curve is \( \hat{C} := \text{Spf} \mathbb{C}[[z]] \), and the formal spectral cover is \( \hat{C}_V := \text{Spf} V^+ \). Let \( \Gamma_V \) be the formal group scheme representing the functor

\[
\{\text{category of formal } \mathbb{C}\text{-schemes}\} \twoheadrightarrow \{\text{category of groups}\},
\]

\[
S \twoheadrightarrow (V \otimes_\mathbb{C} H^0(S, \mathcal{O}_S))_0^*,
\]
where the subscript 0 denotes the connected component of the identity and the superscript * denotes the invertible elements. Replacing $V$ by $V^+$ (respectively by $1 + V^-$) we define the subgroup $\Gamma^+_V$ (respectively $\Gamma^-_V$) and thus obtain the decomposition

$$\Gamma_V = \Gamma^-_V \times \bar{\Gamma}^+_V.$$ 

The formal Jacobian of the formal spectral cover is the formal group scheme $J(\hat{C}_V) := \Gamma^-_V$. A straightforward calculation shows that $J(\hat{C}_V)$ is the formal spectrum of the ring

$$O(J(\hat{C}_V)) = C\{\{t_1^{(1)} , t_2^{(1)}, \ldots \} \hat{\otimes} \cdots \hat{\otimes} C\{\{t_1^{(p)} , t_2^{(p)}, \ldots \}\},$$

where the $t_i^{(j)}$ are indeterminates and $C\{\{t_1 , t_2, \ldots \}\}$ denotes the inverse limit $\varprojlim \mathbb{C}[t_1 , \ldots , t_n]$.

Replacing $V, V^+$ and $V^-$ by $\mathbb{C}(z)$, $\mathbb{C}[z]$ and $z^{-1}\mathbb{C}[z^{-1}]$, respectively, in the previous constructions, one obtains formal schemes $\Gamma, \bar{\Gamma}^+$ and $J(\hat{C}) := \Gamma^-$. It is straightforward that the canonical morphism $\mathbb{C}(z) \hookrightarrow V$ gives rise to $\Gamma \hookrightarrow \Gamma^+_V$ and that the trace and the norm yield corresponding morphisms $\Gamma^+_V \rightarrow \Gamma$.

Recall that the Abel map $\phi_V : \hat{C}_V \rightarrow J(\hat{C}_V)$ is the morphism corresponding to the $\hat{C}_V$-valued point of $\Gamma^+_V$ associated to the $p$-tuple of series

$$\left(\left(1 - \frac{z_1}{z_1}\right)^{-1}, \ldots , \left(1 - \frac{z_p}{z_p}\right)^{-1}\right),$$

where $\hat{C}_V \simeq \text{Spf} \left(\mathbb{C}[\{\hat{z}_1\}] \times \cdots \times \mathbb{C}[\{\hat{z}_p\}]\right)$.

2.B. Infinite Grassmannians. Sato’s infinite Grassmannian $(SS)$, the set of solutions of the KP hierarchy, was applied to the study of line bundles on curves by Mulase $(Mu1)$ and by Segal and Wilson $(SW)$. The analogues in the case of higher rank are the multicomponent KP hierarchy (e.g. $KvdL$) and the Grassmannian of $\mathbb{C}(z) \oplus n$ (e.g. $AB$ $LM$). Nevertheless, let us rewrite these objects from a scheme-theoretical point of view.

The infinite Grassmannian $\text{Gr}(V)$ of the pair $(V, V^+)$ is a $\mathbb{C}$-scheme, not of finite type, whose set of rational points is given as follows:

$$\left\{\text{subspaces } U \subset V \text{ such that } U \hookrightarrow V/V^+ \right\}.$$ 

This scheme is equipped with the determinant bundle $\text{Det}_V$, given by the determinant of the complex of $O_{\text{Gr}(V)}$-modules

$$\mathcal{L} \rightarrow V/V^+ \hat{\otimes}_\mathbb{C} O_{\text{Gr}(V)},$$

where $\mathcal{L}$ is the universal submodule of $\text{Gr}(V)$ and the morphism is the natural projection. The connected components of the Grassmannian are indexed by the Euler–Poincaré characteristic of the complex. The connected component of index $m$ will be denoted by $\text{Gr}^m(V)$.

The group $\Gamma_V$ acts by homotheties on $V$, and this action gives rise to a natural action on $\text{Gr}(V)$,

$$\Gamma_V \times \text{Gr}(V) \rightarrow \text{Gr}(V).$$

Furthermore, this action preserves the characteristic and the determinant bundle.

Henceforth, we shall restrict ourselves to $\text{Gr}^0(V)$, which will be denoted by $\text{Gr}(V)$ for the sake of simplicity.
These facts allow us to introduce $\tau$-functions and Baker-Akhiezer functions of points of $\text{Gr}(V)$ (BA-functions for short). Let us recall the definition and some properties of these functions (see [MP2, Section 3]).

The determinant of the morphism $\mathcal{L} \to V/V^+ \otimes \mathcal{O}_{\text{Gr}(V)}$ gives rise to a canonical global section

$$\Omega_+ \in H^0(\text{Gr}(V), \text{Det}_{\mathcal{L}}^+) .$$

The $\tau$-function $\tau_U(t)$ for $U \in \text{Gr}(V)$ is a function on $\mathcal{J}(\mathcal{C}_V)$, introduced as a suitable trivialization of the function $g \mapsto \Omega_+(g U)$ for $g \in \mathcal{J}(\mathcal{C}_V)$,

$$\tau_U(g) = \frac{\Omega_+(g U)}{g \delta_U} ,$$

where $\delta_U$ is a non-zero element in the fibre of $\text{Det}_{\mathcal{L}}^+$ over $U \in \text{Gr}(V)$.

Let $t$ be the set of variables $(t^{(1)}, \ldots, t^{(p)})$ (where $t^{(j)} = (t_1^{(j)}, t_2^{(j)}, \ldots)$) and let $z_i$ denote $(z_1, \ldots, z_p)$. For $1 \leq u, v \leq p$, let $[z_v] := (z_v, \frac{z_v^2}{2}, \frac{z_v^3}{3}, \ldots)$, $t + [z_v] := (t^{(1)}_1, \ldots, t^{(v)}_1 + [z_v], t^{(p)}_p), U_{uv} = U$ and, if $u \neq v$, $U_{uv} := (1, \ldots, z_u, \ldots, z_v^{-1}, \ldots, 1).$

Following [MP2] and [Ma], we consider the $u$-th Baker-Akhiezer function of a point $U \in \text{Gr}(V)$ as the $V$-valued function defined by

$$\psi_{u,U}(z_i, t) := \left( \epsilon_{uv} \exp \left( - \sum_{i \geq 1} \frac{t^{(v)}_i}{z_i^v} \tau_{uv}(t + [z_v]) \right) \right)_{v=1,\ldots,p} ,$$

where $\epsilon_{uv}$ is equal to $-1$ for $u > v$ and 1 otherwise.

The main property of these Baker-Akhiezer functions is that they can be understood as generating functions for $U$ as a subspace of $V$, as we recall next.

**Theorem 2.3** ([MP2, Thm. 3.6]). Let $U \in \text{Gr}(V)$. Then

$$\psi_{u,U}(z_i, t) = (1, \ldots, z_u, \ldots, 1) \sum_{i > 0} \left( \psi_{u,U}^{(i,1)}(z_1), \ldots, \psi_{u,U}^{(i,p)}(z_p) \right) p_{ai,U}(t) ,$$

where

$$\{(\psi_{u,U}^{(i,1)}(z_1), \ldots, \psi_{u,U}^{(i,p)}(z_p)) | i > 0, 1 \leq u \leq p\}$$

is a basis of $U$ and $p_{ai,U}(t)$ are functions in $t$.

Consider the pairing

$$V \times V \to \mathbb{C},$$

$$(a, b) \mapsto \text{Res}_{z=0} \text{Tr}(a, b) dz,$$

where $\text{Tr}: V \to \mathbb{C}(z)$ is the trace map. Let $U^\perp$ denote the orthogonal complement of a subspace $U$ with respect to this metric. Since the pairing is non-degenerate and the characteristic of $U^\perp$ is 0, there is an involution of $\text{Gr}(V)$ mapping every point $U$ to its orthogonal complement $U^\perp$.

Finally, the adjoint Baker-Akhiezer functions of $U$ are defined by

$$\psi_{u,U}^*(z_i, t) := \psi_{u,U}(z_i, -t),$$

and a $p$-tuple of formal functions $\psi_{u}(z, t)$ consists of the BA-functions of a point of $\text{Gr}(V)$ if and only if the $(1, \ldots, 1)$-KP hierarchy

$$\text{Res}_{s=0} \text{Tr} \left( \frac{\psi_u(z, t)}{(1, \ldots, z_u, \ldots, 1)} \cdot \frac{\psi_u^*(z, s)}{(1, \ldots, z_v, \ldots, 1)} \right) dz = 0$$

holds.
holds for all \(1 \leq v, u \leq p\) and all \(t, s\) (for notation and results see \([\text{MP2}] \S 3\)). This hierarchy is essentially equivalent to the \(p\)-multicomponent KP hierarchy (\([\text{KvdL}]\)).

To see this equivalence, it suffices to repeat the above construction for the \(\tau\)-functions of the points \((z_1^{\alpha_1}, \ldots, z_p^{\alpha_p}) U\) with \((\alpha_1, \ldots, \alpha_p) \in \mathbb{Z}^p\) and \(\sum_i \alpha_i = 0\).

2.C. Invariant subspaces. The automorphism \(\sigma : V \to V\) of order \(p\) defined by \(\sigma(z_i) = z_{i+1}\) for \(i < p\) and \(\sigma(z_p) = z_1\) induces an automorphism of \(\text{Gr}(V)\) that preserves the determinant line bundle; it will also be denoted by \(\sigma\). If \(\text{Gr}(V)^{\sigma}\) denotes the set of points in \(\text{Gr}(V)\) fixed under the action of \(\sigma\), then it is known that \(\text{Gr}(V)^{\sigma}\) is a closed subscheme.

The automorphism \(\sigma\) also gives rise to an automorphism of \(\mathcal{J}(\tilde{C}_V)\) whose expression in terms of its ring of functions is \(\sigma^*(t_j^{(i)}) = t_j^{(i-1)}\) for \(i > 1\) and \(\sigma^*(t_j^{(1)}) = t_j^{(p)}\).

Thus, the corresponding relations are as follows:

\[
\tau_{\sigma(U)}(t) = \tau_U(\sigma^*(t))
\]

(up to a constant) and

\[
\psi_{u,\sigma(U)}(z,t) = (\psi_{u+1,U}^{(2)}(z_1, \sigma^*(t)), \psi_{u+1,U}^{(3)}(z_2, \sigma^*(t)), \ldots, \psi_{u+1,U}^{(p)}(z_p, \sigma^*(t)))
\]

\[
= \sigma^{-1}(\psi_{u+1,U}(z, \sigma^*(t))),
\]

where the action of \(\sigma\) in the last term is the action on \(V\)-valued functions.

A point \(U \in \text{Gr}(V)\) lies in \(\text{Gr}(V)^{\sigma}\) if and only if its BA-functions satisfy the following identities:

\[
\text{Res}_{z=0} \text{Tr} \left( \frac{\psi_{u,\sigma(U)}(z,t)}{(1, \ldots, z_u, \ldots, 1)} \cdot \frac{\psi_{v,U}^*(z,s)}{(1, \ldots, z_v, \ldots, 1)} \right) dz = 0
\]

for all \(u, v \in \{1, \ldots, p\}\).

3. The Jacobian case

3.A. Geometrical meaning of “formal” objects. This section aims at exploring the relation between \(\tau\)-functions and theta functions of Jacobians. In particular, \(\tau\)-functions attached to a Riemann surface with marked points will be defined following the works of Dubrovin, Fay, Krichever, Shiota and Adler–Shiota–van Moerbeke (\([\text{D]} \text{ F1} \text{ K1} \text{ K2} \text{ SH} \text{ ASvM}]\)).

Throughout this section, \(C\) will be an integral complete curve of genus \(g\) over \(\mathbb{C}\), and \(J_{g-1}(C)\) will denote the scheme parametrizing invertible sheaves of degree \(g - 1\). For the sake of clarity, we shall assume \(C\) to be smooth, although most of the results established here hold in greater generality.

Let us fix data \((C, \bar{x}, t\bar{x})\), where \(\bar{x} = \{x_1, \ldots, x_p\}\) are \(p\) pairwise distinct points of \(C\) and \(t\bar{x}\) is a collection of formal parameters \(\{t_{x_1}, \ldots, t_{x_p}\}\) giving the corresponding isomorphisms \(t_{x_j} : \mathcal{O}_{C, x_j} \to \mathbb{C}[[z_j]]\).

**Proposition 3.1.** For each invertible sheaf \(L \in J_{g-1}(C)\), there is a canonical morphism \(\gamma : \mathcal{J}(%(\tilde{C}_V) \to J_{g-1}(C)\) such that the diagram

\[
\begin{array}{ccc}
\tilde{C}_V & \xrightarrow{\alpha} & C \\
\phi_V \downarrow & & \downarrow \phi_L \\
\mathcal{J}(\tilde{C}_V) & \xrightarrow{\gamma} & J_{g-1}(C)
\end{array}
\]
is commutative. Here \( \phi_V \) is the Abel map (subsection 2.A) and \( \phi_L \) sends a point \( x' \in C \) to \( L(p \cdot x' - \bar{x}) \).

**Proof.** The data \((C, \bar{x}, t_x)\) gives rise to a canonical morphism:

\[
\mathcal{O}_C \hookrightarrow \tilde{\mathcal{O}}_{C, \bar{x}} \twoheadrightarrow V^+.
\]

Then we define \( \alpha \) to be the induced morphism between the corresponding schemes.

Because the pair \((\mathcal{J}(\tilde{C}_V), \phi_V)\) satisfies the Albanese property for \( \tilde{C}_V \) (MPT), the composition \( \tilde{C}_V \to J_{g-1}(C) \) factors through \( \phi_V \), thus defining \( \gamma \).

Let \( J_{g-1}^\infty(C, \bar{x}) \) be the scheme parametrizing pairs \((L, \phi)\), where \( L \in J_{g-1}(C) \) and \( \phi : \tilde{L}_\bar{x} \to \tilde{\mathcal{O}}_{C, \bar{x}} \) (Mu1, SW). It carries a canonical action of \( \tilde{\Gamma}_V^+ \), since this group acts by homotheties on the trivialization of \( L \). Summing up, there is an exact sequence of group schemes,

\[
0 \to \tilde{\Gamma}_V^+ \to J_{g-1}^\infty(C, \bar{x}) \to J_{g-1}(C) \to 0.
\]

This sequence also has a formal counterpart,

\[
0 \to \tilde{\Gamma}_V^+ \to \Gamma_V \to \mathcal{J}(\tilde{C}_V) \to 0.
\]

Since this latter sequence splits, \( \Gamma_V \cong \mathcal{J}(\tilde{C}_V) \times \tilde{\Gamma}_V^+ \), and every element \( g \in \Gamma_V \) can be written as \((g_-, g_+)\) with \( g_- \in \mathcal{J}(\tilde{C}_V), g_+ \in \tilde{\Gamma}_V^+ \) and \( g = g_+ \cdot g_- \).

**Proposition 3.2.** Let \((L, \phi)\) be a point in \( J_{g-1}^\infty(C, \bar{x}) \). Then, the Abel maps \( \phi_V \) and \( \phi_L \) have canonical lifts to \( \Gamma_V \) and \( J_{g-1}^\infty(C, \bar{x}) \), respectively, and the map \( \gamma \) has a lift

\[
\Gamma_V \xrightarrow{\tilde{\gamma}} J_{g-1}^\infty(C, \bar{x}) \quad \text{and} \quad \mathcal{J}(\tilde{C}_V) \xrightarrow{\gamma} J_{g-1}(C)
\]

compatible with those of \( \phi_V \) and \( \phi_L \).

**Proof.** Let \( E(u, v) \) denote the prime form of \( C \) as a holomorphic section of the line bundle associated with the diagonal divisor of \( C \times C \). Thus the meromorphic function \( \frac{E(x, x_i)}{E(x, z)} \) has a zero at \( x = x_i \) and a pole at \( x = x' \). Moreover, if \( z_i \) is a coordinate at \( x_i \) such that \( z_i(x_i) = 0 \) and \( z_i := z_i(x') \), then the expansion of this function at \( x_i \) is the following series:

\[
t_{x_i} \left( \frac{E(x, x_i)}{E(x, x')} \right) \in \left( 1 - \frac{\bar{z}_i}{z_i} \right)^{-1} \cdot (1 + z_i C[[z_i]]).
\]

Therefore, the \( p \)-tuple consisting of the expansions of \( \prod_{i=1}^p \frac{E(x, x_i)}{E(x, x')} \) at \( x_1, \ldots, x_p \) corresponds to a morphism \( \tilde{C}_V \to \Gamma_V \), which lifts the Abel morphism \( \phi_V \) defined by the \( p \)-tuple (2.1).

To define the lift of \( \phi_L \), it suffices to observe that if the line bundle \( L \) carries a formal trivialization \( \phi : \tilde{L}_\bar{x} \to \tilde{\mathcal{O}}_{C, \bar{x}} \), then \( L(p \cdot x' - \bar{x}) \) is canonically endowed with the trivialization given by

\[
\phi \cdot \prod_{i=1}^p \frac{E(x, x_i)}{E(x, x')}.
\]
Finally, the lift of $\gamma$ is defined by

$$\hat{\gamma} : \Gamma_V \longrightarrow J_{g-1}^\infty(C, \bar{x}),$$

$$g \mapsto (L \otimes L_{g-}, \phi \cdot g),$$

where $L_{g-}$ is given as follows: let $D_i$ be a small disk around $x_i$ such that $z_i$ defines a coordinate in $D_i$; then $L_{g-}$ consists of gluing the trivial bundles on $C - \bar{x}$ and on $\overset{\circ}{D}_1, \ldots, \overset{\circ}{D}_p$ by the transition functions $(g_-)_1, \ldots, (g_-)_p$ (see [SW], Remark 6.8 and [Sh], Lemma 4). □

Since $(C, \bar{x}, t_{\bar{x}})$ has been fixed, the Krichever map is defined as follows:

$$\text{Kr} : J_{g-1}^\infty(C, \bar{x}) \longrightarrow \text{Gr}(V),$$

$$(L, \phi) \mapsto (t_{\bar{x}} \circ \phi)\left(H^0(C - \bar{x}, L)\right).$$

Thus, we obtain the following

Theorem 3.3. For $(L, \phi) \in J_{g-1}^\infty(C, \bar{x})$, let $U = \text{Kr}(L, \phi) \in \text{Gr}(V)$.

Then the composition

$$\Gamma_V \xrightarrow{\hat{\gamma}} J_{g-1}^\infty(C, \bar{x}) \xrightarrow{\text{Kr}} \text{Gr}(V)$$

coincides with the morphism $\mu_U : \Gamma_V \cong \Gamma_V \times \{U\} \rightarrow \text{Gr}(V)$ mapping $g$ to $g \cdot U$.

Proof. We need to check that $(\text{Kr} \circ \hat{\gamma})(g) = g \cdot U$, but this is an easy consequence of the definition of $\hat{\gamma}$. □

In particular, we have obtained morphisms

$$\Gamma_V \xrightarrow{\hat{\gamma}} J_{g-1}^\infty(C, \bar{x}) \xleftarrow{\text{Kr}} \text{Gr}(V) \xrightarrow{\pi} J_{g-1}(C).$$

As a straightforward consequence of the determinantal construction of the theta divisor in $J_{g-1}(C)$ and of the determinant bundle on $\text{Gr}(V)$, it follows that

$$\text{Kr}^* \text{Det}_V^* \simeq \pi^* \mathcal{O}_{J_{g-1}(\Theta)}.$$

In particular, the $\tau$-function of the point $\text{Kr}(L, \phi)$ almost coincides with the theta function at $L$. We clarify this issue in the following subsection.

3.B. $\tau$-function and Baker-Akhiezer functions. The relations just described between the determinant bundle and the theta line bundle induce an explicit relation between $\tau$-functions and theta functions, which we now study.

Let us choose a symplectic basis $\{\alpha_1, \ldots, \alpha_g, \beta_1, \ldots, \beta_g\}$ for $H_1(C, \mathbb{Z})$, and let $\{\omega_1, \ldots, \omega_g\}$ denote the corresponding canonical basis of holomorphic 1-forms on $C$; that is,

$$\int_{\alpha_i} \omega_j = \delta_{ij} \quad \text{and} \quad \int_{\beta_i} \omega_j = \Omega_{ij},$$

where $\Omega = (\Omega_{ij})$ is the period matrix for $C$. Then the Jacobian variety of $C$, as a complex torus, is defined by

$$J(C) := \mathbb{C}^g / \mathbb{Z}^g + \Omega \mathbb{Z}^g.$$
Since \( J(C) \) parametrizes the 0 degree line bundles on \( C \), the image of \( \xi \in \mathbb{C}^g \) by the natural quotient map \( \mathbb{C}^g \to J(C) \) will be considered as a line bundle of degree 0 and denoted by \( L_\xi \).

We also recall that the Riemann theta function associated with \( \Omega \) is the quasi-periodic function on \( \mathbb{C}^g \) (the universal cover of \( J(C) \)) given by

\[
\theta(z) = \sum_{m \in \mathbb{Z}^g} \exp\{2\pi i m^t z + \pi i m^t \Omega m\}.
\]

By the Riemann-Kempf Theorem (we follow [K1], Theorem 1.1), there is a theta characteristic \( \mathcal{O}_C(\Delta) \in J_{g-1}(C) \) inducing an identification of \( J(C) \) and \( J_{g-1}(C) \) such that the zero divisor of \( \theta \) corresponds to the theta divisor \( \Theta \subset J_{g-1}(C) \). In particular, with an element \( \xi \in \mathbb{C}^g \) we associate the line bundle \( L_\xi(\Delta) \in J_{g-1}(C) \).

Given these data, there is a canonical map

\[
H^0(C, \Omega_C) \longrightarrow \Omega_{\mathcal{O}_C} \simeq \mathbb{C}[[z_1]]dz_1 \times \cdots \times \mathbb{C}[[z_p]]dz_p,
\]

\[
\omega_i \mapsto \left( \ldots, (a^{(j)}_{11} + a^{(j)}_{12} z_j + a^{(j)}_{13} z_j^2 + \ldots)dz_j, \ldots \right)
\]

that maps each \( \omega_i \) to its local expansions at the points \( x_1, \ldots, x_p \). Since we have chosen bases on both sides, for each \( j \in \{1, \ldots, p\} \) we have a \( g \times \infty \) matrix \( A^{(j)} \) over \( \mathbb{C} \), associated with the map \( H^0(C, \Omega_C) \to \mathbb{C}[[z_j]]dz_j \). Moreover, rank \( A^{(j)} = g \) for each \( j \in \{1, \ldots, p\} \).

**Remark 3.4.** The transpose of the above map is related to the map induced by Proposition 3.1 at the level of tangent spaces.

For each \( j \in \{1, \ldots, p\} \) and each natural number \( n \), let \( \eta^{(j)}_n \) denote the normalized meromorphic 1-form on \( C \) with a unique pole of order \( n+1 \) at \( x_j \) of the form \( d(z_j^{-n+1}) + O(1) \) and such that

\[
\int_{x}^{x} \eta^{(j)}_n = z_j^{-n} + O(z_j) \quad \text{at } x = x_j.
\]

Observe that the vector of \( \beta \)-periods of \( \eta^{(k)}_n \) is precisely \(-2\pi \sqrt{-1}\) times the \( j \)-th column of \( A^{(k)} \).

We also consider the complex numbers \( q^{(j)}_{nm} \) defined by the following identities:

\[
\int_{x}^{x} \eta^{(j)}_n = z_j^{-n} - 2 \sum_{m=1}^{\infty} q^{(j)}_{nm} \frac{z_j^m}{m} \quad \text{at } x = x_j.
\]

If \( t \) is the \( p \)-tuple \((t^{(1)}, \ldots, t^{(p)})\), where each \( t^{(j)} \) is a family of variables \((t^{(j)}_1, t^{(j)}_2, \ldots)\), then we define the quadratic form

\[
Q(t) = \sum_{n,m \geq 1} q^{(1)}_{nm} t^{(1)}_n t^{(1)}_m + \cdots + \sum_{n,m \geq 1} q^{(p)}_{nm} t^{(p)}_n t^{(p)}_m
\]

and the point \( A(t) \) of \( J(C) \) with values in \( \mathbb{C} \{\{t^{(1)}, \ldots, t^{(p)}\}\} \) given by

\[
A(t) = A^{(1)} t^{(1)} + \cdots + A^{(p)} t^{(p)}.
\]

We are now ready to introduce the classical Baker-Akhiezer functions and to compare them to those given in §2. Let us recall Krichever’s approach to the multiplicature case, in particular, his Theorem 2.1 in [K2]. Let us fix a base point \( x_0 \in C \), and let \( x \mapsto \int_{x_0}^{x} \omega \) denote the Abel map with base point \( x_0 \) and \( \omega =
These functions form a basis of the vector space consisting of the functions each function given by (3.5), the vector of its germs at the points φ are two ways of constructing generating functions for the subspace Therefore, using these arguments and recalling Theorem 2.3, we conclude that there (3.8)

\[
\exp \left( \sum_{k,i} \int_{\phi_i}^{x} (t(i, k)) \right) \theta \left( \int_{\phi_i}^{x} \omega - W(D_u) + A(t) \right) \left( \int_{\phi_i}^{x} \omega - W(D_u) \right) 1 \leq u \leq p .
\]

These functions form a basis of the vector space consisting of the functions \( f(x) \) on \( C \) such that

- \( f \) is meromorphic on \( C - x \), and \( \text{div}(f) + D \geq 0 \) on \( C - x \);
- for each \( k \), \( f(x) \) has an essential singularity at \( x = x_k \) such that \( \exp(-\sum t(i, k) z_k) f(z_k) \) is holomorphic (recall that \( z_k \) is a formal parameter at \( x_k \)).

Now let us set a representative \( \xi \in \mathbb{C}^g \) of \( O_C(D - x) \in J(C) \). Note that, for each function given by (3.5), the vector of its germs at the points \( x_1, \ldots, x_p \) belongs to \( V = \mathbb{C}(\{z_k\}) \times \cdots \times \mathbb{C}(\{z_p\}) \). From the first condition it follows that if we allow the parameters \( t \) to vary, these vectors generate a subspace \( U_D \subset V \) isomorphic to \( H^0(C - x, O_C(D)) \). In particular, this isomorphism yields a formal trivialization, \( \phi_\xi \), of the line bundle \( L_\xi(\Delta) = O_C(D - x) \) such that

\[
U_D = z \cdot U_\xi, \quad \text{where} \quad U_\xi := (t_x \circ \phi_\xi)(H^0(C - x, L_\xi(\Delta))) .
\]

Therefore, using these arguments and recalling Theorem 2.3, we conclude that there are two ways of constructing generating functions for the subspace \( U_\xi \). The first one uses the BA-functions of \( U_\xi \) as a point of \( \text{Gr}(V) \) (see §2), while the second one is based on the classical BA-functions of the data \( (C, x, t_x, \{\alpha_1, \ldots, \beta_q\}) \) (see equation (3.8)).

Since the aim of this paper is a characterization of Jacobians among p.p.a.v., we introduce the following definition, which is well behaved for the case of abelian varieties (see §5).

**Definition 3.6.** For all \( u, v \in \{1, \ldots, p\} \), let \( \xi_{uv} \in \mathbb{C}^g \) denote a representative of \( O_C(x_u - x_v) = \int_{x_u}^{x_v} \omega \in J(C) \) such that \( \xi_{uv} + \bar{\xi}_{uv} = \xi_{uv} \) and \( \xi_{uu} = 0 \).

The \( u \)-th BA-function of

\[
(J(C), \Omega, \{A^{(1)}, \ldots, A^{(p)}\}, \{Q^{(1)}, \ldots, Q^{(p)}\}, \{\xi_{uv}\})_{1 \leq u, v \leq p} \}
\]

is the \( V \)-valued function, given as follows:

\[
\tilde{\psi}_{u, \xi}(z, t) := \left( \epsilon_{uv} \exp \left( - \sum_{i \geq 1} \frac{t(v)}{z_i} \right) \frac{\tau(\xi + \xi_{uv}, t + [z_i])}{\tau(\xi, t)} \right)_{t = 1, \ldots, p} ,
\]

where \( \epsilon_{uv} \) is equal to \(-1\) for \( u > v \) and \( 1 \) otherwise, and \( \tau(\xi, t) \) is the \( \tau \)-function

\[
\tau(\xi, t) := \exp(Q(t)) \theta(A(t) + \xi) .
\]

Furthermore, the \( u \)-th adjoint BA-function is given by

\[
\tilde{\psi}_{u, -\xi}(z, t) := \tilde{\psi}_{u, -\xi}(z, -t) .
\]
Now, comparing $\tilde{\psi}_{u,t}(z,t)$ defined by (3.7) with the function defined by (3.5), we have that they coincide up to a normalization at $t = 0$. Furthermore, recalling the results of §2, we may conclude that these functions yield a third generating system of $U_{\zeta}$. A fundamental consequence is that the bilinear identity holds for the BA-functions of §2 if and only if it holds for the functions defined by (3.7). These arguments are central for the proof of Theorem 5.3.

4. Characterization as finite dimensional orbits

In this section we characterize the points of the Sato Grassmannian that arise from geometric data over an algebraic curve with automorphisms via the Krichever construction. We prove that these points are those whose orbit under the action of $\Gamma_Y$ is finite dimensional (up to the action of $\tilde{\Gamma}_Y^+$). In the paper [GMP], a similar result has been established for a certain subgroup of $\Gamma_Y$. This type of characterization dates back to the approach of Mulase ([M11]).

Let us denote by $\overline{\text{Pic}}(C)$ the moduli space of rank 1 torsion free sheaves on $C$. Consider a curve $C$, an automorphism $\sigma$ of $C$ of order $p$, a divisor $\bar{x}$ composed by $p$ pairwise distinct smooth points $x_1, \ldots, x_p$ in $C$, and $L \in \overline{\text{Pic}}(C)$.

We say that $(C, \sigma, \bar{x}, L)$ is maximal if the following condition holds (see [SW, p. 38]):

- Let $(C', \sigma', \bar{x}', L')$ be another such quadruple, and let us assume that there exists a birational morphism $\psi : C' \to C$ such that $\sigma \circ \psi = \psi \circ \sigma'$, $\psi(\bar{x}') = \bar{x}$ and $\psi^*L' \simeq L$; then $\psi$ is an isomorphism.

**Definition 4.1.** Let $\overline{\text{Pic}}^\infty(p)$ denote the contravariant functor from the category of $\mathbb{C}$-schemes to the category of sets defined by

$$S \mapsto \{(C, \sigma_C, \bar{x}, t_{\bar{x}}, L, \phi_{\bar{x}})\},$$

where

1. $p_C : C \to S$ is a proper and flat morphism whose fibres are geometrically reduced curves.
2. $\sigma_C : C \to C$ is an order $p$ automorphism (over $S$).
3. $\bar{x} = \{x_1, \ldots, x_p\}$, where $x_i : S \to C$ are disjoint smooth sections of $p_S$ ($i = 1, \ldots, p$) such that $\sigma_C(x_i) = x_{i+1}$ for $i < p$ and $\sigma_C(x_p) = x_1$. Also, for every closed point $s \in S$ and each irreducible component of $C_s$, there is at least one $i$ such that $x_i(s)$ lies on that component.
4. $t_{\bar{x}}$ is an equivariant formal parameter along $\bar{x}(S)$, that is, an equivariant isomorphism of $\mathcal{O}_S$-modules $t_{\bar{x}} : \hat{O}_{C, \bar{x}(S)} \simeq \hat{V}_S^+.$
5. $L \in \overline{\text{Pic}}(C)$ satisfies the condition that $(C_s, \sigma_{C_s}, \bar{x}(s), L|_{C_s})$ is maximal for all closed point $s \in S$.
6. $\phi_{\bar{x}}$ is a formal trivialization of $L$ along $\bar{x}(S)$, that is, an isomorphism $\phi_{\bar{x}} : L_{\bar{x}(S)} \simeq \hat{O}_{C, \bar{x}(S)}$.
7. $(C, \sigma_C, \bar{x}, t_{\bar{x}}, L, \phi_{\bar{x}})$ and $(C', \sigma_C', \bar{x}', t_{\bar{x}'}, L', \phi_{\bar{x}'})$ are said to be equivalent when there is an isomorphism of $S$-schemes $C \simeq C'$ compatible with all the data.

The Krichever morphism for the functor $\overline{\text{Pic}}^\infty(p)$ is the morphism of functors

$$\text{Kr} : \overline{\text{Pic}}^\infty(p) \to \text{Gr}(V)$$
that sends the $S$-valued point $(C, \sigma_C, \bar{x}, t_\bar{x}, L, \phi_{\bar{x}})$ to the following submodule of $\hat{V}_S := V \hat{\otimes} O_S$:

$$(t_{\bar{x}} \circ \phi_{\bar{x}}) \left( \lim_m (p_C)_* L(m \cdot \bar{x}) \right) \subset \hat{V}_S.$$ 

**Theorem 4.2.** The functor $\overline{\text{Pic}}^\infty(p)$ is representable by a subscheme $\overline{\text{Pic}}^\infty(p)$ of $\text{Gr}(V)$.

**Proof.** Consider the morphism from $\overline{\text{Pic}}^\infty(p)$ to $\text{Gr}(V) \times \text{Gr}(V)$ which sends the $S$-valued point $(C, \sigma_C, \bar{x}, t_\bar{x}, L, \phi_{\bar{x}})$ to the following pair of submodules:

$$\left( t_\bar{x} \left( \lim_m (p_C)_* O_C(m \cdot \bar{x}) \right), (t_{\bar{x}} \circ \phi_{\bar{x}}) \left( \lim_m (p_C)_* L(m \cdot \bar{x}) \right) \right) \in \text{Gr}(V) \times \text{Gr}(V),$$

where $p_C : C \times S \to C$ is the projection.

From the inverse construction of the Krichever map ([K1, SW]), this map is injective and its image is contained in the set $Z$ of those pairs $(A, \mathcal{L})$ in $\text{Gr}(V) \times \text{Gr}(V)$ such that

$$O_S \subset A, \quad A \cdot \mathcal{A} \subset A, \quad A \cdot \mathcal{L} \subset \mathcal{L}, \quad \sigma(A) = A.$$

Let us examine the maximality condition. For $(A, \mathcal{L})$ satisfying the above conditions, let $A_\mathcal{L}$ denote the stabilizer of $\mathcal{L}$,

$$A_\mathcal{L} := \{ v \in \hat{V}_S \text{ such that } v \cdot \mathcal{L} \subset \mathcal{L} \},$$

and let $(C', \sigma_{C'}, \bar{x}', t_{\bar{x}'}, L', \phi_{\bar{x}'})$ be the geometric data defined by the pair $(A_\mathcal{L}, \mathcal{L})$. Then the inclusion $A \subset A_\mathcal{L}$ gives rise to an equivariant morphism of $S$-schemes $\psi : C' \to C$ such that $\psi(\bar{x}') = \bar{x}$ and $\psi_* L' \simeq L$. The maximality condition tells us that $\psi_s$ is an isomorphism for every closed point $s \in S$. That is, $A_\mathcal{L}$ is a finite $\mathcal{A}$-module such that $A_s = (A_\mathcal{A})_s$ for all $s$. Therefore, we have that $A = A_\mathcal{L}$. Summing up, we are interested in the subset $Z_0$ of $Z$ consisting of those pairs $(A, \mathcal{L})$ such that $A = A_\mathcal{L}$.

From the proof of Theorem 6.5 of [MP1] we know that the condition $A_\mathcal{L} \subset A$ is closed, and hence so is $Z_0$. The Krichever construction implies that $Z_0$ represents $\overline{\text{Pic}}^\infty(p)$. Finally, $p_2|_{Z_0} : Z_0 \to \text{Gr}(V)$ is a closed immersion (where $p_2$ denotes the projection onto the second factor), and the theorem is proved. \qed

Let $C \to \overline{\text{Pic}}^\infty(p)$ be the universal curve. Then the subscheme of $\overline{\text{Pic}}^\infty(p)$, consisting of the points $s$ such that $C_s$ is a smooth curve, is an open subscheme. Therefore, the subfunctor $\text{Pic}^\infty(p)$ of $\overline{\text{Pic}}^\infty(p)$, consisting of those data $(C, \sigma_C, \bar{x}, t_\bar{x}, L, \phi_{\bar{x}})$ such that the fibres $C_s$ are smooth curves for all closed points $s \in S$, is representable by an open subscheme $\overline{\text{Pic}}^\infty(p)$ of $\overline{\text{Pic}}^\infty(p)$.

Let us consider the action of $\Gamma_V$ on $\text{Gr}(V)^p := \text{Gr}(V) \times \cdots \times \text{Gr}(V)$:

$$\mu^p : \Gamma_V \times \text{Gr}(V)^p \to \text{Gr}(V)^p,$$

$$(g, (U_1, \ldots, U_p)) \mapsto (gU_1, \ldots, gU_p),$$

and the closed immersion

$$\text{Gr}(V) \hookrightarrow \text{Gr}(V)^p,$$

$$U \mapsto U_\sigma := (U, \sigma(U), \ldots, \sigma^{p-1}(U)).$$
Let $\Gamma_V(U_\sigma)$ denote the orbit of $U_\sigma$ under the action of $\Gamma_V$, that is, the schematic image of

$$\mu_{U_\sigma}: \Gamma_V \times \{U_\sigma\} \longrightarrow \Gr(V)^p.$$  

**Theorem 4.3.** Let $U$ be a closed point of $\Gr(V)$. Then the following conditions are equivalent:

1. $\dim_\mathbb{C} T_{U_\sigma}(\Gamma_V(U_\sigma)/\tilde{\Gamma}_V^+) < \infty$, and
2. there exists $(C, \sigma, x, t_\bar{x}, L, \phi_{\bar{x}}) \in \Pic^\infty(p)$ such that its image by the Kr¨ocher morphism is $U$.

**Proof.** Arguments similar to those given in the proof of [GMP, Theorem 4.12] show that $\Gamma_V(U_\sigma)/\tilde{\Gamma}_V^+$ is a formal scheme. Following [Mu1], we obtain a natural isomorphism

$$T_{U_\sigma}(\Gamma_V(U_\sigma)/\tilde{\Gamma}_V^+) \simeq T_{\Gamma_V}(\ker d\mu_{U_\sigma} + T_{\tilde{\Gamma}}^+) ,$$

where $d\mu_{U_\sigma}^p$ is the map induced by $\mu_{U_\sigma}$ on the respective tangent spaces.

Since $d\mu_{U_\sigma}^p$ is explicitly given by

$$V \simeq T_{\Gamma_V} \xrightarrow{d\mu_{U_\sigma}^p} T_{U_\sigma}\Gr(V)^p \simeq \prod_{\sigma^i(U)\neq V/\sigma^i(U)}^{p-1} \Hom(\sigma^i(U), V/\sigma^i(U)),$$

it follows that

$$A_U := \ker d\mu_{U_\sigma} = \cap_{\sigma^i(U)\neq V/\sigma^i(U)}^{p-1} \{ g \in V \mid \sigma^i(g)U \subseteq U \}$$

is the maximal C-subalgebra of $V$ carrying an action of $\sigma$ and such that $U$ is an $A_U$-module.

The claim now follows from the following well-known facts. First, the equivalence between the following three conditions: $\dim_\mathbb{C} T_{U_\sigma}(\Gamma_V(U_\sigma)/\tilde{\Gamma}_V^+) < \infty$, $A_U \in \Gr(V)$, and $A_U = \Kr(C, \sigma, x, t_\bar{x})$ for some $(C, \sigma, x, t_\bar{x})$.

Second, that if any one of the three previous conditions holds, then there exists a pair $(L, \phi_{\bar{x}})$ such that $(C, \sigma, x, t_\bar{x}, L, \phi_{\bar{x}}) \in \Pic^\infty(p)$ and $U = \Kr(C, \sigma, x, t_\bar{x}, L, \phi_{\bar{x}})$.

**Remark 4.4.** If the conditions of Theorem 4.3 hold, then the constructions in §3.A imply the existence of a canonical isomorphism,

$$\Gamma_V(U)/\tilde{\Gamma}_V^+ \simeq J_{g-1}(C)^*_L ,$$

where $J_{g-1}(C)^*_L$ denotes the formal completion of $J_{g-1}(C)$ at $L$.

5. CHARACTERIZATION IN TERMS OF BILINEAR EQUATIONS

In this section we give the conditions that a theta function of a p.p.a.v. must satisfy in order to be the theta function of the Jacobian of a smooth irreducible projective curve with non-trivial automorphism.

Inspired by the results of §3, we introduce the notion of BA- and $\tau$ functions for the case of any p.p.a.v.

Let $\Omega$ be a point in the Siegel upper half-space such that the principally polarized abelian variety $X_\Omega := \mathbb{C}^g/\mathbb{Z}^g + \Omega\mathbb{Z}^g$ is irreducible. Let $\theta(z) = \theta(z, \Omega)$ denote the Riemann theta function of $X_\Omega$. 


For a natural number \( p \), consider the following data:

- \( A^{(j)} = (a^{(j)}_1, a^{(j)}_2, \ldots) \in (\mathbb{C}^p)_{\infty} \), a \( g \times \infty \)-matrix of rank \( g \) for each \( j = 1, \ldots, p \);

\[
(5.1)
\]

- \( Q^{(j)}(t^{(j)}) = \sum_{i,k=1}^{\infty} q^{(j)}_{ik} t^{(j)}_i t^{(j)}_k \), where \( q^{(j)}_{ik} \in \mathbb{C} \), a quadratic form for each \( j = 1, \ldots, p \);

- \( \{\xi_{uv} \in \mathbb{C}^g\}_{1 \leq u,v \leq p} \) such that \( \xi_{uv} + \xi_{vw} = \xi_{uw} \) and \( \xi_{uu} = 0 \).

**Definition 5.2.** To each \( \xi \in \mathbb{C}^g \) and data

\[
(X_\Omega, \Omega, \{A^{(1)}, \ldots, A^{(p)}\}, \{Q^{(1)}, \ldots, Q^{(p)}\}, \{\xi_{uv}\}_{1 \leq u,v \leq p})
\]

satisfying (5.1), we associate its \( u \)-th BA-function as the \( V \)-valued function given as follows:

\[
\psi_{u,\xi}(z, t) := \left( \epsilon_{uv} \exp \left( -\sum_{i \geq 1} t^{(uv)}_i/z^*_i \right) \frac{\tau(\xi + \xi_{uv}, t + [z_i])}{\tau(\xi, t)} \right)_{v=1,\ldots,p},
\]

where \( \tau(\xi, t) \) is the \( \tau \)-function defined by

\[
\tau(\xi, t) := \exp(Q(t)) \theta(A(t) + \xi).
\]

Furthermore, its \( u \)-th adjoint BA-function is defined by

\[
\psi_{u,-\xi}(z, -t).
\]

We begin with the proof of a generalization of some of the results of Mulase (Mul) and Shiota (Sh) in terms of the Sato Grassmanian.

**Theorem 5.3.** Let \( X_\Omega \) be an irreducible p.p.a.v. of dimension \( g \) and let \( p \) be a natural number.

Then the following conditions are equivalent:

1. There exists a triple \((C, \bar{x}, t_\bar{x})\), where \( C \) is a projective irreducible smooth curve of genus \( g \), \( \bar{x} = (x_1, \ldots, x_p) \) is a \( p \)-tuple of distinct points in \( C \) and \( t_\bar{x} = (t_{x_1}, \ldots, t_{x_p}) \) is a \( p \)-tuple of local parameters at the corresponding \( x_j \), such that as a p.p.a.v. \( X_\Omega \) is isomorphic to the Jacobian of \( C \).

2. There exist data \( \{A^{(j)}\}, \{Q^{(j)}\}, \{\xi_{uv}\} \) such as in (5.1), where for every \( \xi \in \mathbb{C}^g \) the corresponding \( \tau \)-function \( \tau(\xi, t) \) is a \( \tau \)-function of the \( (1, \bar{p}., 1) \)-KP hierarchy (2.4).

**Proof.** (1) \( \Rightarrow \) (2) This follows from subsection 3.3.

(2) \( \Rightarrow \) (1) We denote

\[
A(t) = \sum_{j=1}^{p} A^{(j)}(t^{(j)}) \quad \text{and} \quad Q(t) = \sum_{j=1, k \geq 1}^{p} q^{(j)}_{ik} t^{(j)}_i t^{(j)}_k.
\]

Since \( \tau(\xi, t) \) is a \( \tau \)-function of the \( (1, \bar{p}., 1) \)-KP hierarchy for every \( \xi \in \mathbb{C}^g \), it follows that \( \tau(\xi, t) \) defines a point \( U_\xi \in \text{Gr}(V) \) such that \( \tau(\xi, t) = \tau_{U_\xi}(t) \) (up to a constant). From Theorem 2.3 we have that

\[
U_\xi = \left( \frac{1}{(1, \ldots, z_u, \ldots, 1)} \left( p_{i}(\bar{\theta}_{i}) \psi_{u,\xi}(z_1, t)_{i=0}, \ldots, p_{i}(\bar{\theta}_{i}) \psi_{u,\xi}(z_p, t)_{i=0} \right) \right)_{i \geq 0, 1 \leq u \leq p}.
\]

Therefore, we have obtained a morphism

\[
\varphi : \mathbb{C}^g \rightarrow \text{Gr}(V), \quad \xi \mapsto U_\xi.
\]
We claim that this morphism induces an injection
\[
X \hookrightarrow \text{Gr}(V).
\]
Indeed, given $\xi_1$ and $\xi_2$ in $\mathbb{C}^g$, the condition $U_{\xi_1} = U_{\xi_2}$ is equivalent to $\tau(\xi_1, t) = \tau(\xi_2, t)$ for all $t$ (up to a constant), which is in turn equivalent to $\theta(A(t) + \xi_1) = \theta(A(t) + \xi_2)$ for all $t$ (up to a constant), and therefore equivalent to $\xi_1 - \xi_2 \in \mathbb{Z}^g + \Omega \mathbb{Z}^g$, since $X$ is principally polarized.

Now, the function $A$ may be interpreted as a surjective linear map
\[
\mathbb{C}^\infty \times \cdots \times \mathbb{C}^\infty \xrightarrow{A} \mathbb{C}^g,
\]
and, with the identifications $\mathbb{C}^\infty \times \cdots \times \mathbb{C}^\infty = T_1 \Gamma_V$ and $T_\xi X = \mathbb{C}^g$, $A$ corresponds to a surjective morphism of formal group schemes
\[
\Gamma_V^- \xrightarrow{A_\xi} \hat{X}_\xi.
\]
We now claim that the surjective morphism
\[
\mu_\xi : \Gamma_V^- \to \Gamma(U_\xi)/\tilde{\Gamma}_V^+,
\]
\[
g \mapsto g \cdot U_\xi
\]
factorizes through $A_\xi : \Gamma_V^- \to \hat{X}_\xi$. Observe that if $s = (s^{(1)}, \ldots, s^{(p)}) \in \text{Ker } A$, then
\[
\tau_{U_\xi}(t + s) = \tau(\xi, t + s) = q_\xi(t, s) \exp(Q(t)) \theta(A(t) + \xi) = q_\xi(t, s) \tau(\xi, t).
\]
where $q_\xi(t, s)$ is an exponential of a linear function in $t$. Generalizing Lemma 3.8 of [SW] to the case of $\Gamma_V$, there exists $g \in \Gamma_V^+$ (which depends on $s$) such that
\[
\tau_{U_\xi}(t + s) = q_\xi(t, s) \tau(\xi, t) = \tau_{U_\xi}(t).
\]
Hence, there is a factorization
\[
\begin{array}{ccc}
\Gamma_V^- & \xrightarrow{\mu_\xi} & \Gamma(U_\xi)/\tilde{\Gamma}_V^+ \\
\downarrow A_\xi & & \downarrow \hat{X}_\xi \\
\hat{X}_\xi & & \\
\end{array}
\]
In particular, it follows that $\dim T_\xi \Gamma(U_\xi)/\tilde{\Gamma}_V^+$ is finite, and applying the results of [Mu1] one has that there exist data $(C_\xi, \tilde{x}_\xi, t_\xi, L_\xi, \phi_\xi)$ associated with $U_\xi$ under the Krichever map.

We claim that the subset of data $(C_\xi, \tilde{x}_\xi, t_\xi)$ does not depend on $\xi$. Indeed, for $\xi, \xi' \in X$ let $s \in \mathbb{C}^\infty \times \cdots \times \mathbb{C}^\infty$ be such that $A(s) = \xi' - \xi$. We thus have
\[
\tau_{\xi}(t + s) = \exp(Q(t + s)) \theta(A(t + s) + \xi)
\]
\[
= q_{\xi'}(t) \exp(Q(t)) \theta(A(t) + \xi') = q_{\xi'}(t) \tau_{\xi'}(t).
\]
A generalization of Lemma 3.8 in [SW] implies that there exists $g_{\xi'}(z) \in V$ such that $U_{\xi'} = g_{\xi'}(z)U_\xi$. It follows that $U_{\xi'}$ and $U_\xi$ have the same stabilizer, and hence $(C_\xi, \tilde{x}_\xi, t_\xi)$ does not depend on $\xi$; it will be denoted by $(C, \tilde{x}, t_\tilde{x})$.

The latter fact does have further consequences. It implies that the map (5.4) takes values into $\text{Pic}^\infty (C, \tilde{x})$ (the subscheme of $\text{Gr}(V)$ parameterizing torsion free
sheaves of rank 1 on $C$ with a formal trivialization along $\bar{x}$). Furthermore, it says that the composite map

$$X^C \longrightarrow \text{Pic}^\infty(C, \bar{x}) \longrightarrow \overline{\text{Pic}}(C),$$

$$\xi' \longmapsto U_{\xi'} \longrightarrow L_{\xi'}$$

takes values in $\text{Pic}^0(C) \cdot L_{\xi}$, the orbit of $L_{\xi} \in \overline{\text{Pic}}(C)$ under the action of $\text{Pic}^0(C)$. Using the surjectivity of $A$ we can show that the induced map

$$X \longrightarrow \text{Pic}^0(C) \cdot L_{\xi}$$

is surjective. Since $(C, \bar{x}, t_{\bar{x}}, L_{\xi}, \phi_{\xi})$ is maximal (see §4), the action of $\text{Pic}^0(C)$ on $\overline{\text{Pic}}(C)$ is free. Accordingly, $\text{Pic}^0(C)$ is a quotient of an abelian variety and, therefore, $C$ is a smooth complete curve of genus at most $g$.

To finish the implication $(2) \Rightarrow (1)$, it suffices to show that $X \to J(C) = \text{Pic}^0(C)$ is an isomorphism of p.p.a.v.’s. We do this below. Given $(X, \xi)$ and $(J(C), \xi)$ we consider the $\tau$-functions $\tau_X = \tau(\xi, t)$ associated with $X$ as in (5.2) and $\tau_J = \tau(\xi, t)$ associated with $J(C)$ as in (3.8). By construction of the data $(C_\xi, \bar{x}_\xi, t_\xi, L_{\xi}, \phi_{\xi})$, it follows that $\tau_X = \tau_J$ (up to a constant), and hence

$$\theta_X(A(t) + \xi) = \exp(q(t)) \theta_J(A_J(t) + \xi) \quad (\text{up to a constant}),$$

where $q(t)$ is a quadratic function. In particular, $(\theta_X)_0 = (\theta_J)_0$ and hence $X$ and $J(C)$ are isomorphic as p.p.a.v., and therefore the curve $C$ is irreducible and of genus $g$. □

**Remark 5.5.** Considering $p = 1$ in the previous theorem we obtain the characterization of Jacobian varieties given by Shiota (see [Sh, Theorem 6]).

We shall now apply this result to give a sufficient and necessary condition for a theta function of a p.p.a.v. to be the theta function of a curve with non-trivial automorphisms.

**Theorem 5.6** (Characterization). Let $X_\Omega$ be an irreducible p.p.a.v. of dimension $g > 1$.

Then the following conditions are equivalent:

1. There exists a projective irreducible smooth curve $C$ of genus $g$ with a non-trivial automorphism $\sigma_C : C \to C$ such that $X_\Omega$ is isomorphic as a p.p.a.v. to the Jacobian of $C$.
2. There exist a prime number $p$ and data $\{(A^{(j)}), \{Q^{(j)}\}, \{\xi_{uv}\}\}$ as in (5.1) such that
   a) for some $\xi_0 \in \mathbb{C}^g$, the corresponding BA-functions satisfy the $(1, \ldots, 1)$-KP hierarchy
   
   $$\text{Res} \left( \sum_{j=1}^{p} z^{-\delta_{j,v} - \delta_{j,v}} \psi_{u,\xi_0}^{(j)}(z,t) \psi_{v,\xi_0}^{*(j)}(z,s) \right) dz = 0,$$
   b) there exist $\xi_1 \in \mathbb{C}^g$ (depending on $\xi_0$) such that
   
   $$\text{Res} \left( \sum_{j=1}^{p} z^{-\delta_{j,v} - \delta_{j,v}} \psi_{v+1,\xi_0}^{(j+1)}(z, \sigma^*(t)) \psi_{u,\xi_1}^{*(j)}(z,s) \right) dz = 0,$$

where $\sigma^*(t) := (t^{(p)}, t^{(1)}, t^{(2)}, \ldots, t^{(p-1)})$. 

Proof: (1) ⇒ (2) Observe that any curve $C$ with a non-trivial automorphism group admits an automorphism $\sigma_C$ of prime order, say $p$, with an orbit $x = \{x_1, \ldots, x_p\}$ consisting of $p$ different points in $C$. Let $t_x = \{t_{x_1}, \ldots, t_{x_p}\}$ be a collection of local parameters, $t_{x_j}$, at each respective $x_j$. Now, by Theorem 5.3, there exist $A(t)$ and $Q(t)$ as in Section 3.3 such that their associated BA-functions $\psi_{u,\xi_0}(z, t)$ defined by (3.7) satisfy (2)a) of the statement for each $\xi_0$ in $\mathbb{C}^g$. That is, there exists a point $U_{\xi_0} \in \text{Gr}(V)$ such that $\psi_{u,\xi_0} = \psi_{u,\xi_0}$.

Furthermore, the induced embedding $J(\mathcal{E}) \rightarrow \text{Gr}(V)$ given by (3.4) is compatible with the actions of $\sigma_C$ on $J(\mathcal{E})$ and of $\sigma$ on $\text{Gr}(V)$; that is, $\sigma(U_{\xi}) = U_{\sigma_\xi, L_\xi}$. This fact, together with the relation (2.5) applied to the BA-functions $\psi_{u,\xi_0}$ for $U_{\xi_0}$ and $\psi_{e,\sigma(\xi_0)}$ for $U_{\xi_1} = \sigma(U_{\xi_0})$, prove (2)b).

(2) ⇒ (1) We know from Theorem 5.3 that (2)a) implies that there exists a triple $(C, \bar{\sigma}, t_{\bar{\sigma}})$ such that $X_{\Omega} \cong J(C)$ as p.p.a.v.’s.

The condition (2)b) implies that $U_{\xi_1} = \sigma(U_{\xi_0})$. In particular, $A_{\xi_1} = \sigma(A_{\xi_0})$, where $A_{\xi}$ denotes the stabilizer of $U_{\xi}$. Hence the orbit $\Gamma_V(U_{\xi_0}, \sigma(U_{\xi_0})/\Gamma_V^0$ is finite dimensional, and it follows from Theorem 5.3 that $\sigma$ induces an automorphism of $A_{\xi_0}$. Since $A_{\xi_0} = t_\xi(H^0(C - \bar{x}, \mathcal{O}_C))$, because of the Krichever construction, it follows that $C$ admits an automorphism $\sigma_C$.

Remark 5.7. Observe that if condition (2) in Theorem 5.3 holds for one $\xi \in \mathbb{C}^g$, then it holds for every $\xi$ (see [Sh, Theorem 6]). Therefore, if condition (2)a) in Theorem 5.3 holds for a given $\xi_0 \in \mathbb{C}^g$, then it holds for every $\xi_0$. Moreover, under the hypotheses for this theorem, assume further that there are $\xi_0$ and $\xi_1$ in $\mathbb{C}^g$ such that $\xi_0 - \xi_1 \in \mathbb{Z}^g + \Omega \mathbb{Z}^g$ and such that (2)a) and (2)b) are satisfied. Then there exists a line bundle $L$ on $C$ such that $\sigma^*(L) \cong L$.

6. Characterization in terms of differential equations

(Fixed-point case)

Although characterizing Jacobians of curves admitting automorphisms with fixed points is a particular case of the results proved in [K] we shall now show that in this case we can state a characterization theorem in terms of standard $\tau$-functions for the KP hierarchy.

Since in this case orbits consisting of a single point (counted $p$ times, where $p$ is a prime number) are required, we are forced to replace the previously considered vector space by $V = \mathbb{C}[[z_1]]$, where its $\mathbb{C}((z))$-algebra structure is given by mapping $z$ to $z_1^n$, and $\sigma \in \text{Aut}_{\mathbb{C}((z))}(V)$ is given by $\sigma(z_1) = \omega z_1$, with $\omega$ a primitive $p$-th root of 1 in $\mathbb{C}$. In this case, we set $V^+ = \mathbb{C}[[z_1]]$ and $V^- = z_1^{-1} \mathbb{C}[[z_1^{-1}]]$.

The formal base curve in this case is $\tilde{C} = \text{Spf} \mathbb{C}[[z]]$, and the formal spectral cover is $\tilde{C}_V := \text{Spf} V^+$. $\Gamma_V$ and $J(\tilde{C}_V)$ are defined as before, but this case is simpler. Now, $J(\tilde{C}_V)$ is the formal spectrum of the ring

$$\mathcal{O}(J(\tilde{C}_V)) = \mathbb{C} \{\{t_1, t_2, \ldots\}\}.$$ 

For any $\lambda$ in $\mathbb{C}$ and $t = (t_1, t_2, \ldots)$, we denote

$$\lambda t = (\lambda t_1, \lambda^2 t_2, \ldots);$$

with this notation, the action of $\sigma$ on $J(\tilde{C}_V)$ in this case is given by $\sigma^*(t) = w^{-1} t$. 

The automorphism $\sigma$ induces an automorphism on $\text{Gr}(V)$ (also denoted by $\sigma$), and $\text{Gr}(V)^\sigma$ will be the set of points of $\text{Gr}(V)$ invariant under the action of $\sigma$, which is a closed subscheme of $\text{Gr}(V)$.

The action of $\sigma$ on $\text{Gr}(V)$ may be described in terms of the $\tau$ and Baker functions as follows. Recall that the $\tau$-function of a point $U \in \text{Gr}(V)$ is given by equation (2.2), and hence it holds that

$$\tau_{\sigma(U)}(t) = \tau_U(\omega^{-1} t)$$

(up to a constant). The BA-function of $U$ has the following expression:

$$\psi_U(z_1, t) := \exp\left(-\sum_{i \geq 1} \frac{t_i}{z_1} \tau_U(t + [z_1]) \right),$$

and, consequently, one has that

$$(6.1)$$

$$\psi_{\sigma(U)}(z_1, t) = \psi_U(\omega^{-1} z_1, \omega^{-1} t) = \sigma^{-1}(\psi_U(z_1, \sigma^*(t))),$$

where the last expression corresponds to the action of $\sigma$ on $V$; that is, since $\psi_U(z_1, t)$ is $V$-valued, $\sigma$ acts on $z_1$ and acts trivially on $t$.

It is also known that a point $U \in \text{Gr}(V)$ lies in $\text{Gr}(V)^\sigma$ if and only if its BA-functions satisfy the following identities ([MP2, Theorem 3.11]):

$$\text{Res}_{z=0} \text{Tr} \left( \frac{1}{z_1} \psi_{\sigma(U)}(z_1, t) \psi_U^*(z_1, s) \right) \frac{dz}{z} = 0$$

or, equivalently, for all $0 \leq k \leq p - 1$,

$$(6.2)$$

$$\text{Res}_{z=0} \text{Tr} \left( \frac{1}{z_1} \psi_{\sigma^k(U)}(z_1, t) \psi_U^*(z_1, s) \right) \frac{dz}{z} = 0.$$

Remark 6.3. Using these explicit expressions, it is straightforward to repeat the arguments of §4 and obtain a characterization of Jacobians of curves admitting an automorphism with fixed points in terms of finite dimensional orbits.

In analogy with Theorem 5.6, we now give a necessary and sufficient condition for a theta function of a p.p.a.v. to be the theta function of the Jacobian of a curve admitting an order $p$ automorphism with fixed points.

**Theorem 6.4.** Let $X_\Omega$ be an irreducible p.p.a.v. of dimension $g$.

Then the following conditions are equivalent:

1. There exists a quadruple $(C, \sigma_C, x, t_x)$, where $C$ is a projective irreducible smooth curve of genus $g$, $\sigma_C$ is an automorphism of order $p$ of $C$, $x$ is a fixed point of $\sigma_C$ in $C$, and $t_x$ is a local parameter at $x$, such that $X_\Omega$ is isomorphic as a p.p.a.v. to the Jacobian of $C$.

2. There exists a $g \times \infty$-matrix $A$ of rank $g$ and a symmetric quadratic form $Q(t)$ such that for each $\xi_0$ in $C^g$ there exists $\xi_1$ in $C^g$ so that the corresponding BA-functions satisfy
   a) the KP hierarchy
   $$\text{Res}_{z=0} \psi_{\xi_0}(z, t) \psi_{\xi_1}^*(z, s) \frac{dz}{z^2} = 0 \text{ and}$$
   b) the identity
   $$\text{Res}_{z=0} \psi_{\xi_0}(\omega^{-1} z, \omega^{-1} t) \psi_{\xi_1}^*(z, s) \frac{dz}{z^2} = 0.$$

for all $t$ and $s$, where $\omega$ is a primitive $p$-th root of $1$. 
Proof. This is similar to the proof of Theorem 5.6.

We may translate this result into differential equations; indeed, it will suffice to apply the standard arguments in [F1] (see also [MP1]). We know that condition (2)a) in the theorem is equivalent to the KP hierarchy, and, thus, it remains for us to study condition (2)b).

**Theorem 6.5.** Let \( V = \mathbb{C}((z_1)) \) and let \( U \) be a closed point of \( \text{Gr}(V) \).

Then \( U \) is a point of \( \text{Gr}(V)^\sigma \) if and only if its \( \tau \)-function \( \tau_U \) satisfies the differential equations

\[
(6.6) \quad \sum_{\beta_1 + \beta_2 - \alpha_1 - \alpha_2 = 1 \atop \alpha_1 - \beta_1 = j} \left( D_{\lambda_1, \alpha_1}(-\hat{\partial}_x)p_{\beta_1}(\hat{\partial}_x)D_{\lambda_2, \alpha_2}(\hat{\partial}_x)p_{\beta_2}(-\hat{\partial}_x) \right) \tau_U(x) \tau_U(s) = 0
\]

for all Young diagrams \( \lambda_1, \lambda_2 \) and all integers \( j \in \{0, \ldots, p-1\} \), where the definition of \( D_{\lambda, \alpha} \) is

\[
D_{\lambda, \alpha}(\hat{\partial}_y)(f(y)) := \sum_{\lambda - \mu = (\alpha)} \lambda \mu(\hat{\partial}_y)(f(y))|_{y=0}.
\]

Proof. Let \( U \) be a closed point of \( \text{Gr}(V) \). Thus, we know that \( U \in \text{Gr}(V)^\sigma \) if and only if the identities (6.3) are fulfilled. These conditions are equivalent to the vanishing of the constant term of

\[
\sum_{j=1}^{p} \frac{1}{\omega^j z_1} \psi_{\sigma^j(U)}(\omega^j z_1, t) \psi_U(\omega^j z_1, s) = \sum_{j=1}^{p} \frac{1}{\omega^j z_1} \psi_U(\omega^{j-k} z_1, \omega^{-k} t) \psi_U(\omega^j z_1, s)
\]

for each \( 0 \leq k \leq p - 1 \).

Let \( p_a(t) \) be the Schur polynomials and \( \tilde{\partial}_{t(i)} = (\partial_{t(i)}, \frac{1}{2} \partial_{t(i)}, \frac{1}{3} \partial_{t(i)}, \ldots) \). Recall from [F1] (see also [MP1]) that

\[
\psi_U(z_1, t) = \exp \left( -\sum_{i \geq 1} \frac{t_i}{z_1^i} \right) \frac{\tau_U(t + [z_1])}{\tau_U(t)} = \left( \sum_{i \geq 0} p_{a}(t-i) \right) \left( \sum_{i \geq 0} p_{a}(\hat{\partial}_x z_1) \right) \frac{\tau_U(t)}{\tau_U(s)}
\]

and that

\[
\psi_U(z_1, s) = \exp \left( \sum_{i \geq 1} \frac{s_i}{z_1^i} \right) \frac{\tau_U(s - [z_1])}{\tau_U(s)} = \left( \sum_{i \geq 0} p_{s}(s-i) \right) \left( \sum_{i \geq 0} p_{s}(\hat{\partial}_s z_1) \right) \frac{\tau_U(t)}{\tau_U(s)}.
\]

Using both expressions above and equation (6.1), the coefficients we are looking for turn out to be

\[
\sum_{j=1}^{p} \beta_1 + \beta_2 - \alpha_1 - \alpha_2 = 1 \sum_{\alpha_1 - \beta_1 = j} \omega^{j(k + \hat{\partial}_{\omega^{-k} t})} \tau_U(\omega^{-k} t) \cdot p_{a}(\hat{\partial}_x) \tau_U(s) \cdot p_{a}(\hat{\partial}_x) \tau_U(s)
\]

\[
= p \sum_{\ell=0}^{p-1} (\omega^k \hat{\partial}_x)_{\beta_1 + \beta_2 - \alpha_1 - \alpha_2 = 1 \atop \alpha_1 - \beta_1 = \ell} \cdot p_{a}(\hat{\partial}_x) \tau_U(\omega^{-k} t) \cdot p_{a}(\hat{\partial}_x) \tau_U(s).
\]
Now let us note that by substituting $\omega^{-kt}$ by $x$ we have that
\[ \sum_{\beta_1 + \beta_2 - \alpha_1 - \alpha_2 = 1 \atop \alpha_1 - \beta_1 \equiv \ell \pmod{p}} p_{\alpha_1}(-\omega^{-kt})p_{\beta_1}(\hat{\partial}_x)(\omega^{-kt})p_{\alpha_2}(s)p_{\beta_2}(\hat{\partial}_s)\tau_U(s) \]
\[ = \sum_{\beta_1 + \beta_2 - \alpha_1 - \alpha_2 = 1 \atop \alpha_1 - \beta_1 \equiv \ell \pmod{p}} p_{\alpha_1}(-x)p_{\beta_1}(\hat{\partial}_x)\tau_U(x)p_{\alpha_2}(s)p_{\beta_2}(\hat{\partial}_s)\tau_U(s), \]
and hence the coefficients are
\[ p \sum_{\ell=0}^{p-1} (\omega^k)^\ell \sum_{\beta_1 + \beta_2 - \alpha_1 - \alpha_2 = 1 \atop \alpha_1 - \beta_1 \equiv \ell \pmod{p}} p_{\alpha_1}(-x)p_{\beta_1}(\hat{\partial}_x)\tau_U(x)p_{\alpha_2}(s)p_{\beta_2}(\hat{\partial}_s)\tau_U(s). \]

Since they must vanish for each $0 \leq k \leq p-1$ (note that the case $k = 0$ is precisely the KP hierarchy; see [MP1]), we obtain the equivalent conditions
\[ (6.7) \sum_{\beta_1 + \beta_2 - \alpha_1 - \alpha_2 = 1 \atop \alpha_1 - \beta_1 \equiv \ell \pmod{p}} p_{\alpha_1}(\chi(2,2))\tau_U(s)_s = 0 \]
for all values of $x$ and $s$, and for all $\ell \in \{0, \ldots, p-1\}$.

Since the vanishing of a function $f(x, s)$ (such as the left hand side of (6.7)) for all values of $x$ and $s$ is equivalent to the vanishing of $\chi_{\lambda_1}(\hat{\partial}_x)\chi_{\lambda_2}(\hat{\partial}_s)f(x, s)|_{x=0, s=0}$ for all Young diagrams $\lambda_1$ and $\lambda_2$, a calculation shows that (6.7) is equivalent to (6.6), thus proving the theorem. \qed

Remark 6.8. We now compute the first equations in the previous statement and relate them to the KP equations. Observe that if $E_j$ denotes the left hand side of (6.6) for $j \in \{0, \ldots, p-1\}$, then the KP hierarchy is $E_0 + \cdots + E_{p-1} = 0$. Let us make this explicit.

The first non-trivial equation in the KP hierarchy, which corresponds to the Young diagrams $\lambda_1 = (1,1,1)$ and $\lambda_2 = 0$, is the celebrated KP equation
\[ \tau_U(0) \chi_{(2,2)}(\hat{\partial}_x)\tau_U(s)|_{s=0} - p_1(\hat{\partial}_x)\tau_U(x)|_{x=0} \cdot \chi_{(2,1)}(\hat{\partial}_x)\tau_U(s)|_{s=0} \]
\[ + p_2(\hat{\partial}_x)\tau_U(x)|_{x=0} \chi_{(1,1)}(\hat{\partial}_x)\tau_U(s)|_{s=0} = 0. \]

On the other hand, equation (6.6) for the same Young diagrams are
\[ \left\{ \begin{array}{l} p_1(\hat{\partial}_x)\tau_U(x)|_{x=0} \cdot \chi_{(2,1)}(\hat{\partial}_x)\tau_U(s)|_{s=0} = 0, \\
\tau_U(0) \chi_{(2,2)}(\hat{\partial}_x)\tau_U(s)|_{s=0} + p_2(\hat{\partial}_x)\tau_U(x)|_{x=0} \chi_{(1,1)}(\hat{\partial}_x)\tau_U(s)|_{s=0} = 0 \end{array} \right. \]
for $p = 2$ and
\[ \left\{ \begin{array}{l} p_1(\hat{\partial}_x)\tau_U(x)|_{x=0} \cdot \chi_{(2,1)}(\hat{\partial}_x)\tau_U(s)|_{s=0} = 0, \\
\tau_U(0) \chi_{(2,2)}(\hat{\partial}_x)\tau_U(s)|_{s=0} = 0, \\
p_2(\hat{\partial}_x)\tau_U(x)|_{x=0} \chi_{(1,1)}(\hat{\partial}_x)\tau_U(s)|_{s=0} = 0 \end{array} \right. \]
for $p \neq 2$.

We are now ready to write a hierarchy of partial differential equations that characterizes those $\tau$-functions (and hence the theta functions) associated with Jacobian varieties of curves admitting a non-trivial automorphism with fixed points.
Theorem 6.9. Let $X_\Omega$ be an irreducible p.p.a.v. of dimension $g$. Then the following conditions are equivalent:

1. There exists a quadruple $(C_\sigma, x, t_x)$, where $C$ is a projective irreducible smooth curve of genus $g$, $\sigma_C$ is an automorphism of order $p$ of $C$, $x$ is a fixed point of $\sigma_C$ in $C$, and $t_x$ is a local parameter at $x$, such that $X_\Omega$ is isomorphic as a p.p.a.v. to the Jacobian of $C$.

2. There exists a $g \times \infty$-matrix $A$ of rank $g$, a symmetric quadratic form $Q(t)$, and $\xi_0$ in $X[2]$ (the subgroup of 2-torsion points in $X$) such that

$$\sum_{\alpha_1 - \beta_1 \equiv j \pmod{p}} (D_{\lambda_1, \alpha_1}(-\tilde{\partial}_x)p_{\beta_1}(\tilde{\partial}_x)D_{\lambda_2, \alpha_2}(\tilde{\partial}_s)p_{\beta_2}(\tilde{\partial}_s)) \tau(\xi_0, x) \tau(\xi_0, s) = 0$$

for all $j$ in $\{0, 1, \ldots, p-1\}$ and all $\lambda_1, \lambda_2$.

Proof. (1) $\Rightarrow$ (2) If (1) holds, then there exists a theta characteristic invariant under $\sigma$. Indeed, for the case $p=2$ this follows from [F2] (see page 87). For $p > 2$, note that $\sigma$ acts on $X[2]$ and that $\sigma$ has odd order while $X[2]$ has $2^{2g}$ points, hence there is a fixed point. This theta characteristic gives rise to $\xi_0$ in $X[2]$, and then $U_{\xi_0} \in \text{Gr}(V)^\sigma$.

It follows from Theorem 6.5 that equation (6.10) is satisfied by $\tau_{U_{\xi_0}}$.

(2) $\Rightarrow$ (1) It follows from Remark 6.8 that the KP hierarchy is satisfied. Now, Theorem 5.3 implies that there exists a triple $(C, x, t_x)$ such that $X_\Omega \simeq J(C)$ as a p.p.a.v. Further, let $U_{\xi_0} \in \text{Gr}(V)$ be the point whose $\tau$-function coincides with $\tau(\xi_0, t)$.

Since equation (6.10) holds, Theorem 6.5 implies that the point $U_{\xi_0}$ belongs to $\text{Gr}(V)^\sigma$. In particular, it follows that $\sigma(A_{U_{\xi_0}}) = A_{U_{\xi_0}}$, where $A_{U_{\xi_0}}$ denotes the stabilizer of $U_{\xi_0}$. Recalling that $A_{U_{\xi_0}} = t_x(H^0(C-x, O_C))$, we deduce that $C$ admits an order $p$ automorphism fixing $x$.

Remark 6.11. Observe that according to the previous theorem in order to know whether a $\tau$-function of a p.p.a.v. is a $\tau$-function of the Jacobian variety of a curve with an automorphism with a fixed point, one has only to check the hierarchy (6.10) a finite number of instances, namely, once for each $\xi_0 \in X[2]$. Note that, from Remark 6.8, the hierarchy (6.10) implies the KP hierarchy and hence the KP equation.

Example 6.12. As an example we give some more equations from (6.6) for other pairs of Young diagrams. Note that the corresponding equations in the KP hierarchy are all trivial.

1. Consider the Young diagrams $\lambda_1 = 0$ and $\lambda_2 = (1)$ and the corresponding $p$ equations given by (6.6).

   If $p=2$, both equations are trivial. However, if $p \neq 2$, then two of the equations (6.6) (the cases $\alpha_1 - \beta_1 \equiv 0$ (mod $p$) and $\alpha_1 - \beta_1 \equiv -2$ (mod $p$)) are equivalent to the equation

   $$\tau_U(0) \cdot p_2(\tilde{\partial}_x)\tau_U(x)_{|x=0} = 0.$$ 

   Similarly, the consideration of $\lambda_1 = (1)$ and $\lambda_2 = 0$ in (6.6) yields trivial equations for $p = 2$, whereas for $p \neq 2$ we obtain

   $$\tau_U(0) \cdot p_2(-\tilde{\partial}_x)\tau_U(x)_{|x=0} = 0.$$ 


(2) More generally, for \( n \geq 2 \) and not divisible by \( p \) we obtain
\[
\tau_U(0) \cdot p_n(\hat{\partial}_t)\tau_U(t)|_{t=0} = 0,
\]
\[
\tau_U(0) \cdot p_n(-\hat{\partial}_t)\tau_U(t)|_{t=0} = 0
\]
by considering \([6.6]\) with \( \lambda_i = (n - 1) \) and \( \lambda_j = 0 \).

(3) When \( n \geq 2 \) is not divisible by \( p \), we obtain
\[
p_1(\hat{\partial}_t)\tau_U(t)|_{t=0} \cdot p_{n+1}(\hat{\partial}_s)\tau_U(s)|_{s=0} = 0,
\]
\[
p_1(-\hat{\partial}_t)\tau_U(t)|_{t=0} \cdot p_{n+1}(-\hat{\partial}_s)\tau_U(s)|_{s=0} = 0
\]
by considering \( \lambda_i = (n - 1, 1) \) and \( \lambda_j = 0 \).

(4) When \( n \geq 1 \) is not divisible by \( p \), the equations become
\[
p_2(\hat{\partial}_t)\tau_U(t)|_{t=0} \cdot p_{n+2}(\hat{\partial}_s)\tau_U(s)|_{s=0} = 0,
\]
\[
p_2(-\hat{\partial}_t)\tau_U(t)|_{t=0} \cdot p_{n+2}(-\hat{\partial}_s)\tau_U(s)|_{s=0} = 0
\]
for \( \lambda_i = (n + 1, 2) \) and \( \lambda_j = 0 \).

Remark 6.13. Let us study the relation to the KdV hierarchy. Let us consider an invariant point \( U \in \text{Gr}(V)^\tau \). If we impose the condition that \( C[z^{-1}] \cdot U = C[z_1^{-p}] \cdot U = U \), then we obtain the \( p \)-KdV hierarchy. To see this, recall that the \( \tau \)-function \( \tau_U \) of \( U \) is (up to a constant) the pullback of the global section \( \Omega_+ \) to \( \Gamma_V \) by
\[
\Gamma_V \times \{U\} \longrightarrow \text{Gr}(V).
\]
Since the condition means that \( \Gamma^- \cdot U = U \), we obtain the following diagram:

\[
\begin{array}{ccc}
P & \longrightarrow & \Gamma_V^- \\
\updownarrow & & \downarrow \cong \\
\Gamma_V^- / \Gamma^- & \longrightarrow & \text{Gr}(V)
\end{array}
\]
where
\[
P := \{g \in \mathcal{J}(\hat{\partial}_V) \mid \text{Nm}(g) = 1\} = \left\{ \exp \left( \sum t_i z_i^{-1} \right) \in \Gamma_V \mid t_i = 0 \text{ for } i = \hat{p} \right\}
\]
and \( \text{Nm} \) is the norm of \( V \) as a \( C((z)) \)-algebra (GMP).

Therefore, for \( p = 2 \) with fixed points, it makes sense to write \( \tau_U = \tau_U(t_1, t_3, \ldots) \) as an element of \( \mathcal{O}(P) = C\{t_1, t_3, \ldots\} \) so that the \( \tau \)-function only depends on \( t_i \) with \( i \) odd. The resulting hierarchy is the classical KdV hierarchy (see also [SW, Proposition 5.11]).
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