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ABSTRACT. A classical result of Philipp (1975) states that for any sequence \((n_k)_{k \geq 1}\) of integers satisfying the Hadamard gap condition \(n_{k+1}/n_k \geq q > 1\) \((k = 1, 2, \ldots)\), the discrepancy \(D_N\) of the sequence \((n_k x)_{k \geq 1}\) mod 1 satisfies the law of the iterated logarithm (LIL), i.e.

\[
\frac{1}{4} \leq \limsup_{N \to \infty} N D_N(n_k x) (N \log \log N)^{-1/2} \leq C_q \text{ a.e.}
\]

The value of the lim sup is a long-standing open problem. Recently Fukuyama explicitly calculated the value of the lim sup for \(n_k = \theta^k\), \(\theta > 1\), not necessarily integer. We extend Fukuyama’s result to a large class of integer sequences \((n_k)\) characterized in terms of the number of solutions of a certain class of Diophantine equations and show that the value of the lim sup is the same as in the Chung-Smirnov LIL for i.i.d. random variables.

1. Introduction

Given a sequence \((x_1, \ldots, x_N)\) of real numbers, the value

\[
D_N = D_N(x_1, \ldots, x_N) = \sup_{0 \leq a < b \leq 1} \left| \frac{A(N, a, b)}{N} - (b - a) \right|
\]

is called the discrepancy of the sequence mod 1. Here \(A(N, a, b)\) denotes the number of indices \(k \leq N\) with \(a \leq \langle x_k \rangle < b\), and \(\langle \cdot \rangle\) denotes fractional part. An infinite sequence \((x_n)_{n \geq 1}\) is called uniformly distributed mod 1 if \(D_N(x_1, \ldots, x_N) \to 0\) as \(N \to \infty\). By a classical result of H. Weyl [20], for any increasing sequence \((n_k)_{k \geq 1}\) of integers, the sequence \(\langle n_k x \rangle\) is uniformly distributed for almost all real \(x\) in the sense of Lebesgue measure. There is an extensive literature dealing with the asymptotic properties of the sequence \(\langle n_k x \rangle\) (see Gaposkin [10] for a survey until 1966), but the precise order of magnitude of its discrepancy has been found only for a few special sequences \((n_k)\). R.C. Baker [2] proved, improving earlier results of Erdős and Koksma [3] and Cassels [7], that for any increasing sequence \((n_k)\) of integers the discrepancy of \(\langle n_k x \rangle\) satisfies

\[
D_N(n_k x) = O(N^{-\frac{1}{2}} (\log N)^{\frac{1}{2} + \varepsilon}) \quad \text{a.e.}
\]
for every $\varepsilon > 0$. (For simplicity, here and in the sequel we write $D_N(n_k x)$ instead of $D_N(n_1 x, \ldots, n_N x)$.) In the case $n_k = k$, Kesten [14] proved

$$D_N(n_k x) \sim \frac{2 \log N \log \log N}{N} \quad \text{in measure.}$$

The proof depends on the classical connection of the discrepancy of $\langle k x \rangle$ with the continued fraction expansion of $x$ and uses deep probabilistic ideas. Philipp [16] proved that if the sequence $(n_k)$ satisfies the Hadamard gap condition

$$(1.1) \quad n_{k+1}/n_k > q > 1, \quad k = 1, 2, \ldots,$$

then the discrepancy of $\langle n_k x \rangle$ obeys the law of the iterated logarithm, i.e.

$$\frac{1}{4\sqrt{2}} \leq \limsup_{N \to \infty} \frac{ND_N(n_k x)}{\sqrt{2N \log \log N}} \leq C_q \quad \text{a.e.,}$$

where $C_q$ is a constant depending on $q$. This result also has a probabilistic character: comparing with the Chung-Smirnov law of the iterated logarithm

$$(1.3) \quad \limsup_{N \to \infty} \frac{ND_N(\xi_1, \ldots, \xi_N)}{\sqrt{2N \log \log N}} = \frac{1}{2} \quad \text{a.s.}$$

(see e.g. [17], p. 504), valid for uniformly distributed i.i.d. sequences $(\xi_k)_{k \geq 1}$, Philipp’s result shows that the sequence $\langle n_k x \rangle$ behaves like a sequence of independent random variables. The probabilistic analogy is, however, not complete: the asymptotic properties of the sequence $\langle n_k x \rangle$ depend also on the number-theoretic properties of the sequence $(n_k)$ in an essential way. For example, Kac [12] showed that in the case $n_k = 2^k$ the sequence $f(n_k x)$ satisfies the central limit theorem for all “nice” periodic functions $f$, and Gaposhkin [10] showed that this remains valid if the fractions $n_{k+1}/n_k$ are integers or if $n_{k+1}/n_k \to \alpha$, where $\alpha^r$ is irrational for $r = 1, 2, \ldots$. On the other hand, Erdős and Fortet (see [13], p. 646) observed that the central limit theorem for $f(n_k x)$ fails if $n_k = 2^k - 1$. As a consequence of the arithmetic connection, the limsup in (1.2) can be different from 1/2, and it is still an open problem if the limsup is always a constant almost everywhere.

Very recently, Fukuyama [9] determined the limsup in (1.2) for the sequence $n_k = \theta^k$, $\theta > 1$ (not necessarily integer). He showed that the limsup $\Sigma_\theta$ equals 1/2 if $\theta^r$ is irrational for $r = 1, 2, \ldots$; i.e., in this case we get the same value as for an i.i.d. sequence. For other values of $\theta$, the dependence of the limsup on $\theta$ is very delicate. For example, Fukuyama showed that

$$\Sigma_\theta = \begin{cases} \sqrt{42}/9, & \text{if } \theta = 2, \\ \frac{\sqrt{(\theta + 1)\theta(\theta - 2)}}{2\sqrt{(\theta - 1)^3}} & \text{if } \theta \geq 4 \text{ is an even integer}, \\ \frac{\sqrt{\theta + 1}}{2\sqrt{\theta - 1}} & \text{if } \theta \geq 3 \text{ is an odd integer}. \end{cases}$$

It is worth observing that even though in the case $n_k = 2^k$ the sequence $\langle n_k x \rangle$ obeys the central limit theorem by Kac’s theorem, the lim sup in (1.2) differs from 1/2, revealing a further delicacy of the problem.
The purpose of our paper is to extend Fukuyama’s results and to compute the \( \limsup \) in (1.2) for a large class of integer sequences \((n_k)\). Noting that

\[
ND_N(n_kx) = \sup_{f \in A} \left| \sum_{k=1}^{N} f(n_kx) \right|,
\]

where \( A \) denotes the class of functions \( f = 1_{(a,b)} - (b-a) \), \( 0 \leq a < b \leq 1 \), extended with period 1, a natural first step in the study of the LIL for \( D_N(n_kx) \) is to investigate the asymptotic behavior of \( \sum_{k=1}^{N} f(n_kx) \). By the classical theory, the limiting behavior of such sums is intimately connected with the number of solutions of the Diophantine equations

\[
(1.4) \quad an_k - bn_l = \nu, \quad 1 \leq k, l \leq N.
\]

In particular, Gaposhkin [11] showed that \( f(n_kx) \) satisfies the CLT

\[
(1.5) \quad \lim_{N \to \infty} \mathbb{P} \left( x \in (0,1) : \sum_{k=1}^{N} f(n_kx) \leq t\sigma_N \right) = (2\pi)^{-1/2} \int_{-\infty}^{t} e^{-u^2/2} du
\]

with a suitable norming sequence \( \sigma_N \) provided the number of solutions \((k,\ell)\) of (1.4) for nonzero integers \( a, b, \nu \) is bounded by a constant \( C(a,b) \) independent of \( \nu \). Here, and in the sequel, \( \mathbb{P} \) denotes the Lebesgue measure. This criterion covers the examples \( n_{k+1}/n_k \to \infty \) and \( n_{k+1}/n_k \to \alpha_i \), where \( \alpha^r \notin \mathbb{Q}, \ r \geq 1 \), but it is unnecessarily restrictive. Define, for \((n_k)_{k \geq 1} \) and \( \nu \in \mathbb{Z} \),

\[
L(N,d,\nu) = \# \{1 \leq a, b \leq d, 1 \leq k, \ell \leq N : an_k - bn_l = \nu\}
\]

and

\[
L(N,d) = \sup_{\nu \geq 0} L(N,d,\nu), \quad L^*(N,d) = \sup_{\nu \geq 0} L(N,d,\nu).
\]

For \( \nu = 0 \) we do not count the trivial solutions \( a = b, k = l \) in \( L(N,d,\nu) \). In our recent paper [1] we showed that \( f(n_kx) \) satisfies the CLT for all “nice” periodic functions \( f \) provided for any \( d \geq 1 \),

\[
(1.6) \quad L(N,d) = o(N) \quad \text{as } N \to \infty,
\]

and this condition is optimal. Moreover, if we also assume that for any \( d \geq 1 \),

\[
(1.7) \quad L^*(N,d) = o(N) \quad \text{as } N \to \infty,
\]

then the CLT [12] holds with the norming sequence \( \sigma_N = \|f\|_2 \sqrt{N} \). In view of this precise characterization result, it is natural to expect that the value of the \( \limsup \) in (1.2) is also connected with the behavior of the Diophantine functions \( L(N,d) \), \( L^*(N,d) \). Our main result below shows that this is indeed the case and provides a near optimal criterion for the validity of the exact LIL for the discrepancy \( D_N(n_kx) \) and the similar quantity \( D_N^*(n_kx) \) ("star discrepancy"), where

\[
D_N^* = D_N(x_1, \ldots, x_N) = \sup_{0 < a < 1} \left| \frac{A(N,0,a)}{N} - a \right|.
\]

**Theorem 1.1.** Let \((n_k)_{k \geq 1}\) be a sequence of positive integers satisfying the Hadamard gap condition [14], and assume that for any \( d \geq 1 \) we have

\[
(1.8) \quad L^*(N,d) = O\left( \frac{N}{(\log N)^{1+\varepsilon}} \right) \quad \text{for some } \varepsilon > 0.
\]
Then
\[ \limsup_{N \to \infty} \frac{ND_N(n_k x)}{\sqrt{2N \log \log N}} = \frac{1}{2} \quad \text{a.e.} \]
and
\[ \limsup_{N \to \infty} \frac{ND_N^*(n_k x)}{\sqrt{2N \log \log N}} = \frac{1}{2} \quad \text{a.e.} \]

Clearly \( L(N, d, \nu) \leq d^2 N \) for all \( N, d, \nu \), and therefore condition (1.8) is not far from optimal. We note that \( \varepsilon \) in (1.8) is allowed to depend on \( d \). It is possible that the conclusion of Theorem 1.1 remains valid if instead of (1.8) we assume only \( L^*(N, d) = o(N) \), but on the basis of the difference between the conditions of the CLT and LIL for partial sums of independent random variables, it is more natural to expect that for the exact LIL for \( D_N(n_k x) \) one needs a condition with at least a \( \log \log N \) factor stronger than \( L^*(N, d) = o(N) \). Note also that replacing \( L^*(N, d) \) by \( L(N, d) \) in (1.8), Theorem 1.1 becomes false: the modified condition is easily seen to hold for \( n_k = 2^k \), but by Fukuyama’s result, the lim sup in (1.2) is \( \sqrt{2}/9 \) in this case.

It is easy to see that condition (1.8) and thus the exact LIL for \( D_N(n_k x) \) is satisfied if \( n_k + 1/n_k \to \alpha \), where \( \alpha \) is irrational for \( r = 1, 2, \ldots \) or if \( (n_k) \) satisfies the “large gap condition”

\[ n_k + 1/n_k \to \infty \quad \text{as} \quad k \to \infty. \]

As the following theorem shows, the exact LIL breaks down continuously if we weaken the growth condition (1.9). For \( (n_k) \) satisfying the growth condition (1.1) for a “large” value of \( q \), the lim sup in the LIL for the discrepancy of \( (n_k x) \) will be “almost” \( 1/2 \). This falls in place with a result of Berkes [3], who found a similar phenomenon for sums \( \sum f(n_k x) \) for “nice” periodic functions \( f \). Writing

\[ \|f\|_2 = \left( \int_0^1 f(x)^2 \, dx \right)^{1/2}, \]

he proved that for \( (n_k) \) satisfying (1.1) for a “large” value of \( q \) the lim sup of

\[ \left| \sum_{k=1}^N f(n_k x) \right| \]

will be “almost” \( \|f\|_2 \) a.e.

**Theorem 1.2.** Let \( (n_k)_{k \geq 1} \) be a sequence of positive integers satisfying

\[ n_{k+1}/n_k > q \geq 2, \quad k = 1, 2, \ldots. \]

Then

\[ \limsup_{N \to \infty} \frac{ND_N(n_k x)}{\sqrt{2N \log \log N}} - \frac{1}{2} \leq 8q^{-1/4} \quad \text{a.e.} \]

and

\[ \limsup_{N \to \infty} \frac{ND_N^*(n_k x)}{\sqrt{2N \log \log N}} - \frac{1}{2} \leq 8q^{-1/4} \quad \text{a.e.} \]

Our next theorem, which is a by-product of the proof of Theorem 1.1, provides the law of the iterated logarithm for sums \( \sum_{k=1}^N f(n_k x) \) under Diophantine conditions. We write \( \text{Var}_{[0,1]}(f) \) for the total variation of \( f \) on the interval \([0,1]\).
**Theorem 1.3.** Let $f$ be a function satisfying

\[ f(x + 1) = f(x), \quad \int_0^1 f(x) \, dx = 0, \quad \text{Var}_{[0,1]}(f) < \infty, \]

and let $(n_k)$ be a sequence of integers satisfying the Hadamard gap condition (1.1) and the Diophantine condition (1.8) for any $d \geq 1$. Then

\[ \limsup_{N \to \infty} \frac{\sum_{k=1}^N f(n_k x)}{\sqrt{2N \log \log N}} = \|f\|_2 \quad \text{a.e.} \]  

Similarly to Theorem 1.1, the Diophantine condition in Theorem 1.3 is nearly optimal. Note that by Koksma’s inequality (see e.g. [15], p. 143) the finiteness of the lim sup in (1.11) follows from Philipp’s LIL (1.2) and thus the essential new information provided by Theorem 1.3 is the exact value of the lim sup. It is worth pointing out that replacing $L^*$ by $L$ in (1.8) the value of the lim sup can be different from $\|f\|_2$, as the example $n_k = 2^k$ shows; see Fukuyama [9].

**2. Main lemma**

The crucial step of the proof of Theorems 1.1–1.3 is Lemma 2.4 below, giving an exact LIL for lacunary trigonometric polynomials. With this lemma established, our theorems will be proved in Section 3.

We start with some preliminary results. Here and in the sequel $\log x$ will stand for $\max\{1, \log x\}$.

**Lemma 2.1** (Strassen [18].) Let $(Y_i, F_i, i \geq 1)$ be a martingale difference sequence with finite fourth moments, let $V_M = \sum_{i=1}^M \mathbb{E}(Y_i^2|F_{i-1})$ and assume $V_1 = \mathbb{E} Y_1^2 > 0$ and $V_M \to \infty$. Assume additionally

\[ \lim_{M \to \infty} \frac{V_M}{s_M} = 1 \quad \text{a.s.} \]

with some positive sequence $s_M$, and

\[ \sum_{M=1}^{\infty} \frac{(\log s_M)^{10}}{s_M^2} \mathbb{E} Y_M^4 < +\infty. \]

Then

\[ \limsup_{M \to \infty} \frac{\sum_{i=1}^M Y_i}{\sqrt{2s_M \log \log s_M}} = 1 \quad \text{a.s.} \]

Condition (2.1) and the Beppo Levi theorem imply the a.s. convergence of the series

\[ \sum_{M=1}^{\infty} \frac{(\log s_M)^{10}}{s_M^2} \mathbb{E}(Y_M^4|F_{M-1}) \]

and hence by $V_M \sim s_M$ a.s. the series $\sum_{M=1}^{\infty} V_M^{-2} (\log V_M)^{10} \mathbb{E}(Y_M^4|F_{M-1})$ is also a.s. convergent. Thus

\[
\sum_{M=1}^{\infty} \frac{(\log V_M)^5}{V_M} \int_{x^2 > V_M (\log V_M)^{-5}} x^2 \, dP(Y_M < x|F_{M-1})
\leq \sum_{M=1}^{\infty} \frac{(\log V_M)^{10}}{V_M^2} \int_{-\infty}^{+\infty} x^4 \, dP(Y_M < x|F_{M-1}) < +\infty \quad \text{a.s.}
\]
Therefore by Corollary 4.5 of [18],
\[
\limsup_{M \to \infty} \frac{\sum_{i=1}^{M} Y_i}{\sqrt{2V_M \log \log V_M}} = 1 \quad \text{a.s.,}
\]
and since \( V_M \sim s_M \) a.s., this implies (2.2).

**Lemma 2.2.** For any function \( f \) satisfying (1.10) we have
\[
\left| \int_a^b f(\lambda x) \, dx \right| \leq \frac{2}{\lambda} \int_0^1 |f(x)| \, dx \leq \frac{2}{\lambda} \|f\|_{\infty}
\]
for any real numbers \( a < b \) and any \( \lambda > 0 \).

**Proof.** The lemma follows from
\[
\int_a^b f(\lambda x) \, dx = \int_{\lambda a}^{\lambda b} f(x) \, dx.
\]
\( \square \)

**Lemma 2.3 (Berkes, Philipp [5]).** Let \((n_k)_{k \geq 1}\) be a sequence of positive integers satisfying the Hadamard gap condition and let \( p(x) = \sum_{j=1}^{d} (a_j \cos 2\pi j x + b_j \sin 2\pi j x) \) be a trigonometric polynomial of order \( d \). Then
\[
\int_0^1 \left( \sum_{k=N_1+1}^{N_2} p(n_k x) \right)^4 \, dx \leq CN_2^2
\]
for all integers \( N_1, N_2 \geq 0 \) and a number \( C \) depending only on \( p, d \) and \( q \).

**Lemma 2.4.** Let \((n_k)_{k \geq 1}\) be a sequence of positive integers satisfying the Hadamard gap condition, let \( d \geq 1 \) and assume that (1.8) holds for some \( \varepsilon > 0 \). Let \( p(x) = \sum_{j=1}^{d} (a_j \cos 2\pi j x + b_j \sin 2\pi j x) \) be a trigonometric polynomial of order \( d \). Then
\[
\limsup_{N \to \infty} \frac{\left| \sum_{k=1}^{N} p(n_k x) \right|}{\sqrt{2N \log \log N}} = \|p\|_2 \quad \text{a.e.}
\]

**Proof.** We shall assume for the simplicity of writing that \( p(x) \) is an even function; the proof in the general case is essentially the same. Thus let
\[
p(x) = \sum_{j=1}^{d} a_j \cos 2\pi j x.
\]
We will assume that \( \|p\|_2 > 0 \), since otherwise the lemma is trivial. We will also assume without loss of generality that \( \|p\|_{\infty} \leq 1 \) and that \( |a_j| \leq 1, 1 \leq j \leq d \).

Here, and in the rest of this section, \( C \) will denote positive constants, not always the same, depending (at most) on \( p, d \) and \( q \).

We divide the set of positive integers into consecutive blocks
\[
\Delta_1', \Delta_1, \Delta_2', \Delta_2, \ldots, \Delta_i', \Delta_i, \ldots
\]
of lengths \( \lfloor 4 \log_q i \rfloor \) and \( i \), respectively. Letting \( i^- \) and \( i^+ \) denote the smallest, resp. largest, integer in \( \Delta_i \), we have
\[
\frac{n(i-1)^-}{n_{i^-}} \leq q^{-4 \log_q i} = i^{-4}, \quad i \geq 2.
\]
For every $k \in \bigcup_{i \geq 1} \Delta_i$, let $i = i(k)$ be defined by $k \in \Delta_i$, put $m(k) = \lfloor \log_2 n_k + 2 \log_2 i \rfloor$ and approximate $p(n_k x)$ by a discrete function $\varphi_k(x)$ such that the following properties are satisfied:

(P1) $\varphi_k(x)$ is constant for $\frac{v}{2^{m(k)}} \leq x < \frac{v+1}{2^{m(k)+1}}$, $v = 0, 1, \ldots, 2^{m(k)} - 1$;

(P2) $\|\varphi_k(x) - p(n_k x)\|_\infty \leq C i^{-2}$;

(P3) $E(\varphi_k(x) | \mathcal{F}_{i-1}) = 0$.

Here

$$Y_i = \sum_{k \in \Delta_i} \varphi_k(x)$$

and $\mathcal{F}_i$ denotes the $\sigma$-field generated by the intervals

$$\left[ \frac{v}{2^{m(i^+)}} , \frac{v+1}{2^{m(i^+)}} \right), \quad 0 \leq v < 2^{m(i^+)}.$$

Since $p(x)$ is a trigonometric polynomial, it is Lipschitz continuous, and so

$$|p(n_k x) - p(n_k x')| \leq C n_k 2^{-m(k)} \leq \frac{C}{i^2} \quad \text{for} \quad \frac{v}{2^{m(k)}} \leq x, x' \leq \frac{v+1}{2^{m(k)}}, \quad 0 \leq v < 2^{m(k)}.$$

Thus it is possible to approximate $p(n_k x)$ by discrete functions $\hat{\varphi}_k(x)$ that satisfy (P1) and (P2) only. Then for $k \in \Delta_i$ and any interval $I$ of the form $\left[ \frac{v}{2^{m((i-1)^+)}}, \frac{v+1}{2^{m((i-1)^+)+1}} \right)$ for some $v$ we get, letting $|I|$ denote the length of $I$,

$$|I|^{-1} \left| \int_I \hat{\varphi}_k(x) \, dx \right| \leq |I|^{-1} \left( \left| \int_I p(n_k x) \, dx \right| + \int_I Ci^{-2} \, dx \right)$$

$$\leq \frac{2 \|p\|_\infty 2^{m((i-1)^+)} n_{i^-}}{n_{i^-}} + C i^{-2}$$

$$\leq \frac{4 i^2 n_{(i-1)^+}}{n_{i^-}} + C i^{-2}$$

$$\leq C i^{-2},$$

by (2.3), Lemma 2.2 and since $\|p\|_\infty \leq 1$. For every $x \in [0, 1)$ we can find an interval of type $I$ for some $v$ such that $x \in I$, and we put $\varphi_k(x) = \hat{\varphi}_k(x) - |I|^{-1} \int_I \hat{\varphi}_k(t) \, dt$. Then these functions $\varphi_k(x)$ satisfy (P1), (P2) and (P3).

We put

$$T_i = \sum_{k \in \Delta_i} p(n_k x) \quad \text{and} \quad T_i' = \sum_{k \in \Delta_i'} p(n_k x), \quad V_M = \sum_{i=1}^M E(Y_i^2 | \mathcal{F}_{i-1}).$$

We put

$$s_M = \|p\|_2^2 \sum_{i=1}^M |\Delta_i|.$$
where $|\Delta_i|$ denotes the number of integers in $\Delta_i$. For given $M$ we want to estimate $\|V_M - s_M\|_2$. We have
\begin{align*}
T_i(x)^2 - \|p\|_2^2|\Delta_i| &= \left(\sum_{k \in \Delta_i} p(n_k x) \, dx\right)^2 - \|p\|_2^2|\Delta_i| \\
&= \left(\sum_{k \in \Delta_i} \sum_{j=1}^d a_j \cos 2\pi j n_k x\right)^2 - \left(\frac{1}{2} \sum_{j=1}^d a_j^2\right)|\Delta_i| \\
&= \sum_{1 \leq j, j' \leq d} \frac{1}{2} a_j a_{j'} \cos 2\pi (j n_k - j' n_{k'}) x \\
&\quad + \sum_{1 \leq j, j' \leq d} \frac{1}{2} a_j a_{j'} \cos 2\pi (j n_k - j' n_{k'}) x \\
&= U_i(x) + W_i(x) + R_i(x).
\end{align*}

Since $R_i(x)$ is a sum of at most $2d^2|\Delta_i|^2$ trigonometric functions with coefficients at most 1 and frequencies at least $n_{i-}$, by Lemma 2.2
\begin{equation}
|\mathcal{E}(R_i|\mathcal{F}_{i-1})| \leq 4d^2|\Delta_i|^2 \frac{2^{m(i-1)^+}}{n_{i-}} \leq C
\end{equation}
and consequently
\begin{equation}
\left| \sum_{i=1}^M \mathcal{E}(R_i|\mathcal{F}_{i-1}) \right| \leq CM.
\end{equation}

$U_i$ and $W_i$ are sums of at most $Ci$ trigonometric functions with coefficients at most 1. Indeed, the number of quadruples $(j, j', k, k')$ with $1 \leq j, j' \leq d$, $k, k' \in \Delta_i$, for which $|j n_k - j' n_{k'}| < n_{i-}$ is at most $C|\Delta_i|$, since for fixed $j, j'$ and $k$ in the case $n_{k'} > (d+1)n_k$ we have $j n_k - j' n_{k'} \leq j n_k - j'(d+1)n_k \leq (d-(d+1))n_k = -n_k \leq -n_{i-}$ and there are at most 1 + $\log_2(d+1)$ indices $k' > k$ for which $n_{k'} \leq (d+1)n_k$. In particular,
\begin{equation}
\|U_i\|_\infty \leq Ci \quad \text{and} \quad \|W_i\|_\infty \leq Ci.
\end{equation}

By (2.2), (2.5), Minkowski’s inequality and
\begin{equation}
\|Y_i^2 - T_i^2\|_\infty \leq \|Y_i - T_i\|_\infty \|Y_i + T_i\|_\infty \leq C|\Delta_i| i^{-2} |\Delta_i| \leq C,
\end{equation}
we get
\begin{align}
\|V_M - s_M\|_2
&\leq \left\| \sum_{i=1}^M \left( \mathcal{E}(T_i^2|\mathcal{F}_{i-1}) - \|p\|_2^2|\Delta_i| \right) \right\|_2 + CM \\
&\leq \left\| \sum_{i=1}^M \mathcal{E}(U_i|\mathcal{F}_{i-1}) \right\|_2 + \left\| \sum_{i=1}^M \mathcal{E}(W_i|\mathcal{F}_{i-1}) \right\|_2 + CM.
\end{align}
To estimate \( \left\| \sum_{i=1}^{M} E(W_i|\mathcal{F}_{i-1}) \right\|_2^2 \), we observe
\[
\left( \sum_{i=1}^{M} E(W_i|\mathcal{F}_{i-1}) \right)^2 \leq 2 \sum_{1 \leq i \leq i' \leq M} E(W_i|\mathcal{F}_{i-1})E(W_{i'}|\mathcal{F}_{i'-1}).
\]
By (2.6),
\[
\sum_{i=1}^{M} (E(W_i|\mathcal{F}_{i-1}))^2 \leq \sum_{i=1}^{M} C_i^2 \leq CM^3.
\]
For \( i < i' \), since \( E(W_i|\mathcal{F}_{i-1}) \) is \( \mathcal{F}_{i-1} \)-measurable,
\[
\left| \mathbb{E}\left(E(W_i|\mathcal{F}_{i-1})E(W_{i'}|\mathcal{F}_{i'-1})\mid\mathcal{F}_{i-1}\right) \right| = \left| E(W_i|\mathcal{F}_{i-1})E(W_{i'}|\mathcal{F}_{i-1}) \right| \leq \| W_i \|_\infty \left| E(W_{i'}|\mathcal{F}_{i-1}) \right| \leq C_i \left| E(W_{i'}|\mathcal{F}_{i-1}) \right|
\]
and thus
\[
\left| \mathbb{E}\left(E(W_i|\mathcal{F}_{i-1})E(W_{i'}|\mathcal{F}_{i'-1})\mid\mathcal{F}_{i-1}\right) \right| \leq C_i \mathbb{E}\left| E(W_{i'}|\mathcal{F}_{i-1}) \right|.
\]

\( W_{i'} \) can be written as a trigonometric polynomial of the form
\[
\sum_{u=n(i'-1)+}^{n_{i'-1}t} c_u \cos 2\pi u x,
\]
where \( \sum |c_u| \leq C|\Delta_{i'}| \). Thus using Lemma 2.2 with \( f(x) = \cos 2\pi x \) we get
\[
|E(W_{i'}|\mathcal{F}_{i-1})| \leq \sum_{u=n(i'-1)+}^{n_{i'-1}t} |c_u| u^{-2} t^{-2} \leq C i^{-2} t^{-2} q^{-i} q^{-i'-1} \leq C i^{-2} t^{-2} q^{-i'}.
\]
Combining the estimates (2.4), (2.10) and (2.11) we see that
\[
\left( \sum_{i=1}^{M} E(W_i|\mathcal{F}_{i-1}) \right)^2 = \left( C M^3 + \sum_{1 \leq i \leq i' \leq M} C i^{-3} t^{-2} q^{-i} q^{-i'-1} \right)^{1/2} \leq C M^{3/2}.
\]
To estimate \( \left\| \sum_{i=1}^{M} E(U_i|\mathcal{F}_{i-1}) \right\|_2^2 \), we note that \( U_i \) is a sum of trigonometric functions with frequencies at most \( n_{i(i-1)+} \); i.e.,
\[
U_i = \sum_{u=0}^{n_{i(i-1)+}} c_u \cos 2\pi u x,
\]
where \( \sum |c_u| \leq C|\Delta_i| \). Hence the fluctuation of \( U_i \) on any atom of \( \mathcal{F}_{i-1} \) is at most
\[
\sum_{u=0}^{n_{i(i-1)+}} |c_u| 2\pi u^{-2} t^{-2} \leq C i^{-2} t^{-1} n_{i(i-1)+} \leq C i^{-1},
\]
and consequently
\[
|E(U_i|\mathcal{F}_{i-1}) - U_i| \leq C i^{-1}.
\]
which gives

\[(2.13) \quad \left\| \sum_{i=1}^{M} E(U_i|F_{i-1}) \right\|_2 \leq \left\| \sum_{i=1}^{M} U_i \right\|_2 + C \log M.\]

The largest frequency of a trigonometric function in \(\sum_{i=1}^{M} U_i\) is at most \(n(M-1)^{+}\), so we can write

\[
\sum_{i=1}^{M} U_i(x) = \sum_{u=0}^{n(M-1)^{+}} c_u \cos 2\pi u x,
\]

where by the Diophantine condition \((1.8)\),

\[
|c_u| \leq C \frac{\sum_{i=1}^{M} (|\Delta_i| + |\Delta_i'|)}{\left( \log \left( \sum_{i=1}^{M} |\Delta_i| + |\Delta_i'| \right) \right)^{1+\varepsilon}} \leq CM^2(\log M)^{-(1+\varepsilon)},
\]

and \(\sum_{u} |c_u| \leq C \sum_{i=1}^{M} |\Delta_i| \leq CM^2\). Thus, using \((2.13)\), we get

\[
\left\| \sum_{i=1}^{M} E(U_i|F_{i-1}) \right\|_2 \leq \left( \sum_{u=0}^{n(M-1)^{+}} c_u^2 \right)^{1/2} + C \log M
\]

\[
\leq \left( CM^2 M^2(\log M)^{-(1+\varepsilon)} \right)^{1/2} + C \log M
\]

\[
\leq CM^2(\log M)^{-(1+\varepsilon)/2}.\]

Substituting the estimates \((2.12)\) and \((2.14)\) into \((2.8)\), we obtain

\[(2.15) \quad \|V_M - s_M\|_2 \leq CM^2(\log M)^{-(1+\varepsilon)/2}.\]

We choose an \(\alpha > 0\) such that

\[(2.16) \quad \left( 1 + \frac{\varepsilon}{2} \right)^{-1} < \alpha < \left( 1 + \frac{\varepsilon}{4} \right)^{-1}\]

and define numbers

\[M_l = \lfloor 2^{(\alpha^2)} \rfloor, \quad l \geq 0,\]

and sets

\[S_l = \bigcup_{M_l \leq M \leq M_{l+1}} \left\{ x \in (0, 1) : |V_M - s_M| > \frac{s_M}{(\log M)^{\varepsilon/4}} \right\}, \quad l \geq 0.\]

Then, since \(\alpha < 1\),

\[(2.17) \quad \lim_{l \to \infty} \frac{s_{M_{l+1}}}{s_{M_l}} = 1\]

and

\[(2.18) \quad l^{\alpha-1}(\log M_l)^{\varepsilon/4} \leq Ct^{\alpha-1} (l^{\alpha})^{\varepsilon/4} \to 0 \quad \text{as} \quad l \to \infty.\]

Since \(V_M\) and \(s_M\) are increasing in \(M\), and since for \(l \geq 1\),

\[s_{M_{l+1}} - s_{M_l} = s_{M_l} \left( \frac{s_{M_{l+1}}}{s_{M_l}} - 1 \right) \leq s_{M_l} \left( C2^{2l(l+1)^{\alpha}} - 1 \right) \leq s_{M_l} \left( C2^{2l(l+1)^{\alpha-1}} - 1 \right) \leq Cs_{M_l}^{\alpha-1},\]

and

\[s_{M_l}^{\alpha-1} \leq s_{M_{l+1}}^{\alpha-1} - s_{M_l}^{\alpha-1} \leq C2^{2l(l+1)^{\alpha-1}} - 1 \leq C2^{2l(l+1)^{\alpha-1}} - 1.\]
we get, using (2.17) and (2.18), that
\[
\mathbb{P}(S_l) \leq \mathbb{P}\left\{ V_{M_l} - s_{M_l} < \frac{s_{M_l}}{(\log M_{l+1})^{\epsilon/4}} \right\} + \mathbb{P}\left\{ V_{M_{l+1}} - s_{M_l} > \frac{s_{M_l}}{(\log M_{l+1})^{\epsilon/4}} \right\}
\]
\[
\leq \mathbb{P}\left\{ V_{M_l} - s_{M_l} < C s_{M_l} l^{\alpha - 1} - C \frac{s_{M_l}}{(\log M_{l+1})^{\epsilon/4}} \right\} + \mathbb{P}\left\{ V_{M_{l+1}} - s_{M_{l+1}} > -C s_{M_l} l^{\alpha - 1} + C \frac{s_{M_{l+1}}}{(\log M_{l+1})^{\epsilon/4}} \right\}
\]
\[
\leq \mathbb{P}\left\{ |V_{M_l} - s_{M_l}| > C \frac{s_{M_l}}{(\log M_{l+1})^{\epsilon/4}} \right\} + \mathbb{P}\left\{ |V_{M_{l+1}} - s_{M_{l+1}}| > C \frac{s_{M_{l+1}}}{(\log M_{l+1})^{\epsilon/4}} \right\}
\]
\[
\leq \frac{1}{(l^\alpha)^{1+\epsilon/2}},
\]
for sufficiently large \(l\), where the last inequality follows from (2.15) and Chebyshev’s inequality. Therefore by (2.16),
\[
\sum_{l=1}^{\infty} \mathbb{P}(S_l) < +\infty,
\]
and thus the Borel-Cantelli Lemma implies that the set of those \(x \in (0, 1)\), that are contained in infinitely many sets \(S_l, l \geq 1\), has Lebesgue measure 0. This implies \(V_M \sim s_M\) a.e.

By Lemma 2.3 and (2.7),
\[
\mathbb{E} Y_M^4 \leq C |\Delta_M|^2 \leq CM^2,
\]
and thus by \(CM^2 \leq s_M \leq CM^2\) we have
\[
\sum_{M=1}^{\infty} \frac{(\log s_M)^{10}}{s_M^2} \mathbb{E} Y_M^4 \leq \sum_{M=1}^{\infty} C \frac{(\log M)^{10}}{M^2} < +\infty.
\]
Hence by Lemma 2.1,
\[
\limsup_{M \to \infty} \frac{\left|\sum_{i=1}^{M} T_i\right|}{\sqrt{2s_M \log \log s_M}} = 1 \quad \text{a.e.}
\]
We add the sum of the “short blocks” \(T'_i\), for which
\[
\left|\sum_{i=1}^{M} T'_i\right| = O \left( \sqrt{(\log (M \log M \log M)} \right) \quad \text{a.e.}
\]
by (1.2) and Koksma’s inequality, change from \(Y_i\) to \(T_i\), where \(|Y_i - T_i| \leq C |\Delta_i| i^{-2} \leq Ci^{-1}\) by part of (2.7), and get
\[
\limsup_{M \to \infty} \frac{\left|\sum_{k=1}^{M} p(n_k x)\right|}{\sqrt{2s_M \log \log s_M}} = \limsup_{M \to \infty} \frac{\left|\sum_{i=1}^{M} (T_i + T'_i)\right|}{\sqrt{2s_M \log \log s_M}} = 1 \quad \text{a.e.}
\]
Now we want to break into the blocks of sums. Since
\[
\max_{N \in \Delta_i \cup \Delta'_i} \left| \sum_{k \in \Delta_i \cup \Delta'_i, k \leq N} p(n_k x) \right| \leq C (|\Delta_i| + |\Delta'_i|) \leq Ci,
\]
it follows that

\[
\limsup_{M \to \infty} \frac{\max_{(M-1)^+ < N \leq M^+} \sum_{k \leq N} p(n_k x)}{\sqrt{2s_M \log \log s_M}} = 1 \text{ a.e.}
\]

For \( N \geq 1 \) we define \( M(N) \) as the index \( m \), for which \( N \) is contained in \( \Delta_m \cup \Delta'_m \). Then

\[
\limsup_{N \to \infty} \frac{\left| \sum_{k \leq N} p(n_k x) \right|}{\sqrt{2s_{M(N)} \log \log s_{M(N)}}} = 1 \text{ a.e.}
\]

Since

\[
\frac{s_{M(N)}}{N} \to \|p\|^2_2 \text{ as } N \to \infty,
\]

Lemma 2.4 follows.

\[\square\]

3. Proof of Theorems 1.1 - 1.3

To prove Theorem 1.3 we first show

Lemma 3.1. Let \( (n_k)_{k \geq 1} \) be a sequence of positive integers satisfying the Hadamard gap condition, and let \( r(x) \) be a function of the form

\[
r(x) = \sum_{j=d+1}^{\infty} (a_j \cos 2\pi j x + b_j \sin 2\pi j x),
\]

for some fixed \( d \geq 0 \), where

\[
|a_j| \leq j^{-1} \quad \text{and} \quad |b_j| \leq j^{-1}, \quad j \geq d + 1.
\]

Then

\[
\limsup_{N \to \infty} \frac{\left| \sum_{k=1}^{N} r(n_k x) \right|}{\sqrt{2N \log \log N}} \leq C_q d^{-1/4} \quad \text{a.e.,}
\]

where \( C_q \) is a positive number depending on \( q \). For \( q \geq 2 \) we can choose \( C_q = 5 \).

Note that Lemma 3.1 is valid without any Diophantine conditions.

Proof. The proof of Lemma 3.1 can be easily modelled after [19] and [16]. Combining the argument in [19, p. 104] and Lemma 3 of [16, p. 246] proves

\[
\limsup_{N \to \infty} \frac{\left| \sum_{k=1}^{N} r(n_k x) \right|}{\sqrt{N \log \log N}} \leq 3\sqrt{2B} \quad \text{a.e.,}
\]

where

\[
B = \left(q^{1/2} - 1 \right)^{-1} \|r\|_2.
\]

Takahashi’s paper considers only Lipschitz continuous functions, but the proof remains valid without any change for functions satisfying the conditions of Lemma 3.1. Clearly

\[
\|r\|_2^2 = \frac{1}{2} \sum_{j=d+1}^{\infty} (a_j^2 + b_j^2) \leq \sum_{j=d+1}^{\infty} j^{-2} \leq d^{-1},
\]

completing the proof. \[\square\]
Proof of Theorem 1.3. Without loss of generality we can assume \( \text{Var}_{[0,1]}(f) \leq 2 \). Letting

\[
f(x) \sim \sum_{j=1}^{\infty} (a_j \cos 2\pi j x + b_j \sin 2\pi j x)
\]
denote the Fourier series of \( f \), we have (see Zygmund [21, p. 48])

\[
|a_j| \leq \frac{1}{j}, \quad |b_j| \leq \frac{1}{j}, \quad j \geq 1.
\]

Thus for any fixed \( d \geq 1 \), \( f(x) \) can be written as a sum of a trigonometric polynomial \( p(x) \) of order \( d \) and a remainder function \( r(x) \) satisfying the conditions of Lemma 3.1. Applying Lemma 2.4 and Lemma 3.1 we get

\[
\limsup_{N \to \infty} \left| \sum_{k=1}^{N} f(n_k x) \right| \leq \| p \|_2 + C_q d^{-1/2} \leq \| f \|_2 + C_q d^{-1/2} \quad \text{a.e.}
\]

and

\[
\limsup_{N \to \infty} \left| \sum_{k=1}^{N} f(n_k x) \right| \geq \| p \|_2 - C_q d^{-1/2} \geq \| f \|_2 - (C_q + 1)d^{-1/2} \quad \text{a.e.},
\]

since

\[
\| p \|_2 \geq \| f \|_2 - \| r \|_2 \geq \| f \|_2 - d^{-1/2}.
\]

Since \( d \) can be chosen arbitrarily, Theorem 1.3 follows.

To prove Theorems 1.1 and 1.2 we define, for \( r \geq 0 \), \( N \geq 1 \) and \( (x_1, \ldots, x_N) \in \mathbb{R}^N \),

\[
D_N^{(\leq 2^{-r})}(x_1, \ldots, x_N) = \sup_{0 \leq a < b \leq 1, \ b-a \leq 2^{-r}} \left| \frac{\sum_{k=1}^{N} I_{[a,b)}(x_k)}{N} \right|,
\]

\[
D_N^{(\geq 2^{-r})}(x_1, \ldots, x_N) = \max_{a_1, a_2 \in \mathbb{Z}, \ 0 \leq a_1 < a_2 \leq 2^r} \left| \frac{\sum_{k=1}^{N} I_{[a_1, a_2)}(x_k)}{N} \right|,
\]

and

\[
D_N^*(\geq 2^{-r})(x_1, \ldots, x_N) = \max_{a \in \mathbb{Z}, 0 < a < 2^r} \left| \frac{\sum_{k=1}^{N} I_{[a, 2^{-r})}(x_k)}{N} \right|,
\]

where \( I_{[a,b)} \) denotes the indicator of the interval \([a, b)\), extended with period 1 and centered at expectation, i.e.

\[
I_{[a,b)}(x) = 1_{[a,b)}(x) - (b - a).
\]

It is easy to see that

\[
D_N^{(\geq 2^{-r})} \leq D_N \leq D_N^{(\geq 2^{-r})} + 2D_N^{(\leq 2^{-r})}
\]

and

\[
D_N^*(\geq 2^{-r}) \leq D_N^* \leq D_N.
\]

The idea to split the discrepancy \( D_N \) into two parts \( D_N^{(\leq 2^{-r})} \) and \( D_N^{(\geq 2^{-r})} \) to prove an exact LIL for the discrepancy of \( (n_k x) \) is due to Fukuyama [9].
Lemma 3.2. Let \((n_k)_{k \geq 1}\) be a sequence of positive integers satisfying the Hadamard gap condition and the Diophantine condition \([13]\) for any \(d \geq 1\). Then for any fixed \(r \geq 0\),

\[
\limsup_{N \to \infty} \frac{ND_N^{(\leq 2^{-r})} (n_k x)}{\sqrt{2N \log \log N}} = \frac{1}{2} \quad \text{a.e.}
\]

and

\[
\limsup_{N \to \infty} \frac{ND_N^{(\geq 2^{-r})} (n_k x)}{\sqrt{2N \log \log N}} = \frac{1}{2} \quad \text{a.e.}
\]

Proof. Clearly, \(I_{[a,b)}(x), \ 0 \leq a < b \leq 1\) satisfies \([10]\). Thus Lemma 3.2 follows from Theorem [13] the definitions of \(D_N^{(\geq 2^{-r})}\) and \(D_N^{(\leq 2^{-r})}\) and the fact that

\[
\max_{a_1,a_2 \in \mathbb{Z}, 0 \leq a_1 < a_2 \leq 2} \left\| I_{[a_1 2^{-r}, a_2 2^{-r})} \right\|_2 = \left\| I_{[0,1/2]} \right\|_2 = 1/2
\]

and

\[
\max_{a_1 \in \mathbb{Z}, 0 < a_1 < 2^r} \left\| I_{[a_1 2^{-r}]} \right\|_2 = \left\| I_{[0,1/2]} \right\|_2 = 1/2. \quad \square
\]

Lemma 3.3. Let \((n_k)_{k \geq 1}\) be a sequence of positive integers satisfying the Hadamard gap condition. Then for any \(r \geq 1\),

\[
\limsup_{N \to \infty} \frac{ND_N^{(\leq 2^{-r})} (n_k x)}{\sqrt{2N \log \log N}} \leq C_q r^{-1} \quad \text{a.e.,}
\]

where \(C_q\) is a positive number depending on \(q\). In particular,

\[
\lim_{r \to \infty} \limsup_{N \to \infty} \frac{ND_N^{(\leq 2^{-r})} (n_k x)}{\sqrt{2N \log \log N}} = 0 \quad \text{a.e.}
\]

Similarly to Lemma [5.1], this lemma is valid without any Diophantine conditions.

Proof. The proof of this lemma can be modelled after [16]. It remains completely the same up to the end of page 249. On page 250, Philipp shows that

\[
\limsup_{N \to \infty} \sup_{a \in [0,1)} \frac{\sum_{k=1}^{N} I_{[0,a]}(n_k x)}{\sqrt{N \log \log N}} \leq C_q \quad \text{a.e.,}
\]

where \(C_q\) is a positive number depending on \(q\). Under the additional assumption that \(a \leq 2^{-r}\) for fixed \(r \geq 1\), it is easy to see that in the first equation on page 250 it suffices to sum over \(h\) from \(r\) to \(H\) instead of 1 to \(H\). Thus we get

\[
\limsup_{N \to \infty} \sup_{a \in [0,2^{-r})} \frac{\sum_{k=1}^{N} I_{[0,a]}(n_k x)}{\sqrt{N \log \log N}} \leq C_q \sum_{h=r}^{\infty} 2^{-h/8} \quad \text{a.e.}
\]

Using the same method it is easy to see that a similar result holds for “shifted intervals”, i.e.

\[
\limsup_{N \to \infty} \sup_{a \in [0,2^{-r})} \frac{\sum_{k=1}^{N} I_{[l 2^{-r} + a, l 2^{-r} + a]}(n_k x)}{\sqrt{N \log \log N}} \leq C_q \sum_{h=r}^{\infty} 2^{-h/8} \quad \text{a.e.,}
\]

for any integer \(l\) satisfying \(0 \leq l \leq 2^r - 1\), and, using the same argument in a mirror-inverted way, that

\[
\limsup_{N \to \infty} \sup_{a \in [0,2^{-r})} \frac{\sum_{k=1}^{N} I_{[l 2^{-r} - a, l 2^{-r}]}}{\sqrt{N \log \log N}} \leq C_q \sum_{h=r}^{\infty} 2^{-h/8} \quad \text{a.e.,}
\]
where \(1 \leq l \leq 2^r\). Those \(x \in [0, 1)\), for which (3.3) and (3.4) are valid for all possible values of \(l\), satisfy

\[
\limsup_{N \to \infty} \sup_{0 \leq a < b < 1, b - a \leq 2^{-r}} \frac{\sum_{k=1}^{N} I_{[a,b]}(n_k x)}{\sqrt{N \log \log N}} \leq 2C_q \sum_{h=r}^{\infty} 2^{-h/8} \quad \text{a.e.}
\]

as well. Since there are only finitely many possibilities to choose \(l\) in (3.3) and (3.4), the Lebesgue measure of the exceptional set in (3.5) has to be zero as well. This, together with the fact that

\[
\sum_{h=r}^{\infty} 2^{-h/8} \leq C r^{-1}
\]

with an absolute constant \(C\), proves Lemma 3.3.

Proof of Theorem 1.1. Theorem 1.1 follows from Lemma 3.2 and Lemma 3.3 together with (3.1) and (3.2).

Proof of Theorem 1.2. Theorem 1.2 follows from Lemma 2.4, Lemma 3.1 and Lemma 3.3. Assume \((n_k)\) is a sequence of positive integers such that

\[
n_{k+1}/n_k > q \geq 2, \quad k \geq 1.
\]

Set \(d = \lfloor q/2 \rfloor\). Then for fixed \(1 \leq j, j' \leq d\), the sequence

\[
(m_k)_{k \geq 1} = (m_k(j, j')_{k \geq 1} = (jn_k)_{k \geq 1} \cup (j'n_k)_{k \geq 1},
\]

i.e. the sequence consisting of the elements of the set-theoretic union of \((jn_k)_{k \geq 1}\) and \((j'n_k)_{k \geq 1}\), sorted in increasing order, is lacunary. Now by a well-known property of lacunary sequences (see Zygmund \[21\, p. 203\]), this implies that the number of solutions of the Diophantine equation

\[
m_k - m_{k'} = \nu, \quad k, k' \geq 1
\]

is bounded by a number \(C(j, j')\), uniformly in \(\nu \in \mathbb{Z}, \nu \neq 0\). Also, the number of solutions of

\[
j n_k - j' n_{k'} = 0, \quad k, k' \geq 1
\]

is bounded by \(C(j, j')\). Thus the sequence \((n_k)_{k \geq 1}\) satisfies (1.8) for this choice of \(d\). By Lemma 2.4 and Lemma 3.1 for any function \(f(x)\) satisfying (1.10), writing \(p(x)\) for the \(d\)-th partial sum of \(f(x)\),

\[
\limsup_{N \to \infty} \frac{\sum_{k=1}^{N} f(n_k x)}{\sqrt{2N \log \log N}} \leq \|p\|_2 + 5d^{-1/4} \leq \|f\|_2 + 6q^{-1/4} \quad \text{a.e.,}
\]

and similarly

\[
\limsup_{N \to \infty} \frac{\sum_{k=1}^{N} f(n_k x)}{\sqrt{2N \log \log N}} \geq \|p\|_2 - 5d^{-1/4} \geq \|f\|_2 - 6d^{-1/4} \geq \|f\|_2 - 8q^{-1/4} \quad \text{a.e.}
\]

Theorem 1.2 is a consequence of these equations, together with Lemma 3.3.
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