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Abstract. In this paper, we first give a slight improvement of Yamanoi’s truncated second main theorem for holomorphic maps into abelian varieties. We then use the result to study the uniqueness problem for such maps. The results obtained generalize and improve E. M. Schmid’s uniqueness theorem for holomorphic maps into elliptic curves. In the last section, we consider algebraic dependence for a finite collection of holomorphic curves into an abelian variety.

1. Introduction

A well-known result of Nevanlinna states that if \( f, g : \mathbb{C} \to \mathbb{P}^1(\mathbb{C}) \) are non-constant holomorphic maps such that \( f^{-1}\{a_i\} = g^{-1}\{a_i\} \) for distinct \( a_1, \ldots, a_5 \in \mathbb{P}^1(\mathbb{C}) \), then \( f \equiv g \). The problem of generalizing this result to various classes of complex manifolds has attracted much attention. H. Fujimoto studied the uniqueness of meromorphic mappings from \( \mathbb{C}^n \) into \( \mathbb{P}^m(\mathbb{C}) \) (see, for example, [Fu]). E.M. Schmid, in [Sc], considered the questions of this type for holomorphic maps from \( \mathbb{C} \) into elliptic curves and obtained the following result: If \( E \) is an elliptic curve, and if \( f, g : \mathbb{C} \to E \) are non-constant holomorphic mappings such that \( f^{-1}\{a_i\} = g^{-1}\{a_i\} \) as point sets for distinct \( a_1, \ldots, a_5 \in E \), then \( f \equiv g \) on \( \mathbb{C} \).

In each case of dealing with the uniqueness problem, an inequality of truncated second main theorem type was used to prove the result. Recently, K. Yamanoi established a truncated second main theorem for holomorphic maps into an abelian variety \( A \) (see [Ya]), and Noguchi, Winklemann, and Yamanoi extended the result to the semi-abelian variety \( A \) ([No-W-Y]). In this paper, we first give an improvement of Yamanoi’s result by considering only the points with multiplicity 1. As a consequence, we show that if a holomorphic curve \( f : \mathbb{C} \to A \) is totally (or completely) ramified over an effective reduced ample divisor on \( A \), where \( A \) is an abelian variety, then \( f \) is not Zariski dense. In particular, if \( f : \mathbb{C} \to E \) is holomorphic, where \( E \) is an elliptic curve, and \( f \) is totally (or completely) ramified over a point in \( E \), then \( f \) must be constant. We then use the improved second main theorem to obtain uniqueness results for holomorphic maps from \( \mathbb{C} \) into an abelian variety \( A \). In particular, we extend and improve E.M. Schmid’s result. In the last section, we prove an algebraic dependence result for a finite collection of holomorphic curves into an abelian variety.
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2. An improvement of Yamanoi’s truncated second main theorem

Definition 2.1. Let $V$ be a complex vector space of dimension $n$ and let $\Lambda$ be a lattice of rank $2n$. The quotient space $A = V/\Lambda$ is called an $n$-dimensional complex torus. $A$ is an abelian variety if it can be embedded into a projective space.

If $A$ is a complex torus and $\dim A = 1$, then we can identify $H^2(A, \mathbb{Z})$ with $\mathbb{Z}$. So, if $a \in A$ and $L$ is the line bundle determined by $a$, then $c_1(L) = 1$. Therefore, $L$ is a positive holomorphic line bundle on $A$, and hence $A$ is an abelian variety. A one-dimensional abelian variety is called an elliptic curve.

Suppose $A$ is an abelian variety, $\omega$ a smooth $(1,1)$-form on $A$, and $f : \mathbb{C} \to A$ is holomorphic. We define, for $r > 1$, the characteristic function of $f$ with respect to $\omega$ by

$$T_f(r, \omega) = \int_1^r \frac{dt}{t} \int_{|z| < t} f^* \omega.$$  

For a holomorphic line bundle $L$ over $A$, we define (up to a bounded term) $T_f(r, L) = T_f(r, c_1(L))$ where $c_1(L)$ is the Chern form of $L$ (with respect to some metric). We note that if $L$ is big, then $T_f(r, L) \to \infty$ as $r \to \infty$, and if $(-L_1) \otimes L_2$ is big, then $T_f(r, L_1) \leq T_f(r, L_2)$.

Let $E = \sum m_\alpha z_\alpha$ be an effective divisor on $\mathbb{C}$. We define the counting functions:

$$n(t, E) = \sum_{|z_\alpha| < t} m_\alpha,$$

$$N(r, E) = \int_1^r \frac{n(t, E)}{t} dt.$$

We define the truncated counting functions:

$$\bar{n}(t, E) = \sum_{|z_\alpha| < t} \min\{1, m_\alpha\},$$

$$\bar{N}(r, E) = \int_1^r \frac{\bar{n}(t, E)}{t} dt.$$

For a discrete subset $S \subset \mathbb{C}$, we let $n(t, S) = \#(S \cap \{z : |z| < t\})$ and

$$N(r, S) = \int_1^r \frac{n(t, S)}{t} dt.$$

Let $k \in \mathbb{N} \cup \{\infty\}$, and for an effective divisor $E = \sum m_\alpha z_\alpha$, we let

$$\text{Supp}_{\leq k} E = \bigcup_{0 < m_\alpha \leq k} \{z_\alpha\}, \quad E_{\leq k} = \sum_{m_\alpha \leq k} m_\alpha z_\alpha$$

and

$$\text{Supp}_{> k} E = \bigcup_{m_\alpha > k} \{z_\alpha\}, \quad E_{> k} = \sum_{m_\alpha > k} m_\alpha z_\alpha.$$  

Let $D$ be a divisor on $A$. We denote by $O(D)$ the line bundle determined by $D$. We now improve Yamanoi’s truncated second main theorem (see [Ya], or [No-W-Y]). For the second main theorem without truncation, see Siu-Yeung [Si-Y].
Theorem 2.2. Suppose that $A$ is an abelian variety, $D$ is a reduced effective divisor on $A$, and $F$ is an ample divisor. If $f : \mathbb{C} \to A$ is a Zariski dense holomorphic map, then for every $\epsilon > 0$,

$$\|T_f(r, \mathcal{O}(D))\| \leq N(r, f^* D_{\leq 1}) + \epsilon T_f(r, F).$$

Here, $\|$ means that the inequality holds for all $r > 1$, except possibly on a set of finite Lebesgue measure.

Proof. For every $\epsilon > 0$, by Yamanoi’s truncated second main theorem (see [Ya]), we have

$$\|T_f(r, \mathcal{O}(D))\| \leq N(r, f^* D) + \frac{\epsilon}{2} T_f(r, F).$$

Since

$$N(r, f^* D) \geq N(r, f^* D_{\leq 1}) + 2N(r, f^* D_{> 1}) = 2N(r, f^* D) - N(r, f^* D_{\leq 1}),$$

$$N(r, f^* D) \leq \frac{1}{2} N(r, f^* D_{\leq 1}) + \frac{1}{2} N(r, f^* D) = \frac{1}{2} N(r, f^* D_{\leq 1}) + \frac{1}{2} N(r, f^* D).$$

Hence,

$$\|T_f(r, \mathcal{O}(D))\| \leq \frac{1}{2} N(r, f^* D_{\leq 1}) + \frac{1}{2} N(r, f^* D) + \frac{\epsilon}{2} T_f(r, F)
\leq \frac{1}{2} N(r, f^* D_{\leq 1}) + \frac{1}{2} T_f(r, \mathcal{O}(D)) + \epsilon T_f(r, F).$$

Thus,

$$\|T_f(r, \mathcal{O}(D))\| \leq \frac{1}{2} N(r, f^* D_{\leq 1}) + \epsilon T_f(r, F).$$

This gives the desired inequality. \qed

Corollary 2.3. Suppose that $A$ is an abelian variety and $f : \mathbb{C} \to A$ is holomorphic. Assume that there is a reduced effective ample divisor $D$ on $A$ such that

$$\limsup_{r \to +\infty} \frac{N(r, f^* D_{\leq 1})}{T_f(r, \mathcal{O}(D))} < 1,$$

then $f$ is not Zariski dense in $A$. In particular, if there is an effective reduced ample divisor $D$ on $A$ such that $f$ is totally ramified over $D$ (i.e., $\text{Supp}_{\leq 1} f^* D = \emptyset$), then $f$ is not Zariski dense in $A$.

Corollary 2.4. Suppose that $E$ is an elliptic curve and $f : \mathbb{C} \to E$ is holomorphic. Assume that there is a point $a \in E$ such that $f$ is totally ramified over $a$ (i.e., $\text{Supp}_{\leq 1} f^* \{a\} = \emptyset$), then $f$ is constant.

3. Some results about abelian varieties

Let $A$ be an abelian variety. A polarization on $A$ is the first Chern class $c_1(L)$ of a positive line bundle $L$ on $A$. By abuse of notation, we sometimes consider the positive line bundle $L$ itself as a polarization (note by the definition of abelian variety, we know there always is such a bundle). If we can choose a basis, $\lambda_1, \ldots, \lambda_{2n}$, for $A$ over $\mathbb{Z}$ such that in terms of dual coordinates, $x_1, \ldots, x_{2n}$, the Chern form $c_1(L) = \sum_{j=1}^n 1dx_j \wedge dx_{n+j}$, then we say that $L$ is a principal polarization. Equivalently, $L$ is principally polarized if $\dim H^0(A, L) = 1$. If $A$ is an elliptic curve and $L$ is the line bundle determined by $(a)$ for $a \in A$, then since $c_1(L) = 1$, $L$ is principally polarized.
For a holomorphic line bundle $L$ over a compact complex manifold $M$, it is well known that if $L$ is positive, then $L$ is ample; that is, $H^0(M, \mathcal{O}(kL))$ gives an embedding into a projective space for some $k > 0$. The following result of Lefschetz states that in the case of abelian variety we can be more precise. We refer the reader to [Gr-H] for the proof.

**Theorem 3.1** (Lefschetz). Suppose $A$ is an abelian variety, and $L$ a positive line bundle over $A$. Then,

1. $H^0(A, \mathcal{O}(2L))$ has no base points (i.e., it defines a map into a projective space).
2. If $k > 2$, then $H^0(A, \mathcal{O}(kL))$ gives an embedding into a projective space.

To study the uniqueness of holomorphic curves into an abelian variety $A$, we will need a deeper understanding of the map defined in (1) of Theorem 3.1. More specifically, we wish to study the injectivity of this map.

We recall the Decomposition Theorem 4.3.1 on page 75 in [Bi-L]. Let $F_1 + \cdots + F_r$ be the decomposition of the fixed part of $|L|$ and let $|M|$ be the moving part of $|L|$. Write $N_j = \mathcal{O}(F_j)$. Let $A_M = A/K(M)_0$, and $A_{N_j} = A/K(N_j)_0$, where $K(M)_0$ and $K(N_j)_0$ are the subtori of $A$ with respect to the line bundles $M$ and $N_j$ (see [Bi-L] for the precise definition). Then Lemma 3.3.2 in [Bi-L] provides ample line bundles $\mathcal{M}$ on $A_M$ and $\mathcal{N}_j$ on $A_{N_j}$, with $M = p_M^* \mathcal{M}$ and $N_j = p_j^* \mathcal{N}_j$, where $p_M : A \rightarrow A_M := A/K(M)_0$ and $p_j : A \rightarrow A_{N_j} := A/K(N_j)_0$ are the natural projections. The pairs $(A_M, \mathcal{M})$ and $(A_{N_j}, \mathcal{N}_j)$ are polarized abelian varieties. In particular, the $\mathcal{N}_j$s define principal polarizations on the abelian variety $A_{N_j}$, since $\dim H^0(A_{N_j}, \mathcal{N}_j) = 1$. The Decomposition Theorem 4.3.1 in [Bi-L] states that $p = (p_M, p_1, \ldots, p_r) : (A, L) \rightarrow (A_M \times A_{N_1} \times \cdots \times A_{N_r}, q_M^* \mathcal{M} \otimes q_1^* \mathcal{N}_1 \otimes \cdots \otimes q_r^* \mathcal{N}_r)$ is an isomorphism, where $q_M, q_1, \ldots, q_r$ are the component projections. We will say that $L$ is **indecomposable** if $(A, L)$ is not the product of polarized abelian varieties of smaller dimension (i.e., the above decomposition only has one factor). In the indecomposable case, note that either $L$ has no fixed component, or $L$ is a principal polarization. We now consider the map $\phi$ associated to $2L$ for these two cases. Ohbuchi proved the following theorem when $|L|$ has no fixed components.

**Theorem 3.2** (Ohbuchi). Suppose $L$ is a polarization of a complex abelian variety $A$ without fixed components, and $\phi$ is the map associated to $2L$. Then $\phi$ is injective.

**Proof.** Suppose we have $p, q \in A$ with $\phi(p) = \phi(q)$; i.e., for all $D \in [2L], \ p \in SuppD$ if and only if $q \in SuppD$. It is known (see Lemma 4.1.7 on page 72 and Theorem 4.3.6 on page 79 in [Bi-L]) that there is an irreducible divisor $D_1 \in [L]$ so that $\tau_a^* D_1 = D_1$ only for $a = 0$ (here $\tau_a$ is a translation by $a$). Since $L$ has no fixed components, we can choose $D_2 \in |L|$ irreducible so that $D_2 \neq (-1)^* \tau_{p+q}^* D_1$. For any $a \in Supp \tau_p^* D_1$, $p \in Supp \tau_0^* D_1 \subset Supp(\tau_a^* D_1 + \tau_{-a}^* D_2)$. But since $\tau_a^* D_1 + \tau_{-a}^* D_2 \in [2L]$ and $\phi(p) = \phi(q)$ we have $q \in Supp(\tau_a^* D_1 + \tau_{-a}^* D_2)$, which implies $a \in Supp(\tau_a^* D_1 + (-1)^* \tau_a^* D_2)$. Therefore,

$$Supp \tau_p^* D_1 \subset Supp(\tau_a^* D_1 + (-1)^* \tau_a^* D_2).$$

Hence,

$$Supp D_1 \subset Supp(\tau_{p+q}^* D_1 + (-1)^* \tau_{p+q}^* D_2).$$

Then by choice of $D_2$, we have $D_1 = \tau_{-p+q}^* D_1$. Hence, $p = q$ by choice of $D_1$. $\square$
We now deal with the case where $L$ is an indecomposable principal polarization. When $L$ is a principal polarization, the map associated to $2L$ maps into $\mathbb{P}^{2n-1}$ (see [Gr-H]). In this case, we further assume that $L$ is symmetric (see below). Recall that a point $a \in A$ is called a 2-torsion point if $2a = 0$. Notice that if $\alpha : A \to A$ is the homomorphism $\alpha(x) = 2x$, then the set of 2-torsion points is the kernel of $\alpha$. Hence, the set of 2-torsion points is isomorphic to $\Lambda/2\Lambda \simeq (\mathbb{Z}/2)^{2n}$ (i.e., its number is $2^{2n}$). We also need the following concepts.

**Definition 3.3.** A line bundle $L$ is said to be symmetric if $(-1)^*L \simeq L$ (here $-1$ denotes the map $x \mapsto -x$). A divisor $D$ is symmetric if $(-1)^*D = D$.

**Definition 3.4** (Gauss map). Suppose $L$ is a positive line bundle over $A$, and $[L]$ corresponds to a reduced divisor $D$. Since all line bundles over $\mathbb{C}^n$ are trivial, the divisor $\pi^*D$ is principal, i.e., it is defined by a meromorphic function $\theta$. Thus, if $D_s$ denotes the smooth part of $\text{Supp}D$ we have a well defined map $G : D_s \to \mathbb{P}^{n-1}$, called the Gauss map, given by $G(p) = [\partial^{\theta}_{\tau_1}(p) : \cdots : \partial^{\theta}_{\tau_n}(p)]$.

It is known that the image of the Gauss map is not contained in a hyperplane (see [Bi-L], page 81). The following is stated in [Bi-L], page 98. We include a proof here for the sake of completeness.

**Theorem 3.5.** Suppose that $L$ is an indecomposable symmetric principal polarization of the complex abelian variety $A$, and let $\phi$ be the map determined by $2L$. Then $d\phi_p$ is injective if $p$ is not a 2-torsion point.

**Proof.** Suppose $p$ is not a 2-torsion point. It suffices to show that given $v \in T_p(A)$, there is a divisor $E \in [2L]$ with $p \in \text{Supp}E$, but $v$ is not tangent to $E$ at $p$. Note that by our assumptions for $L$, there is a unique (necessarily) symmetric $\Theta \in [L]$. Let $G$ denote the Gauss map for $\Theta$. Since $2p \neq 0$, and the image of $G$ is not contained in a hyperplane, we can choose $q \in \text{Supp}\Theta$ so that $q \notin \text{Supp}^{*}_{q,p}\Theta$, and $v$ is not tangent to $\Theta$ at $q$. Now let $E = \tau_{q-p}^*\Theta + \tau_{p-q}^*\Theta$. Notice that $E \in [2L]$. Because $q + (p - q) \in \text{Supp}^{*}_{q,p}\Theta$, we have that $p \in \text{Supp}E$. Since $v$ is not tangent to $\Theta$ at $q$, we know that $v$ is not tangent to $\tau_{q-p}^*\Theta$ at $p$. Also, $p \notin \text{Supp}^{*}_{p-q}\Theta$. If it were, then we would have $q \in \text{Supp}^{*}_{2p}(-1)^*\Theta$. But $(-1)^*\Theta = \Theta$, and so $q \in \text{Supp}^{*}_{2p}\Theta$, a contradiction. Thus, $v$ is not tangent to $E$ at $p$, as desired. \hfill \Box

4. Uniqueness theorems

To prove our uniqueness results we need the following lemma.

**Lemma 4.1.** Let $A$ be a complex abelian variety and suppose $f, g : \mathbb{C} \to A$ are two Zariski dense holomorphic maps. Suppose $\phi : A \to \mathbb{P}^N(\mathbb{C})$ is a holomorphic map, $D$ is a reduced effective ample divisor on $A$, and $H$ is the hyperplane line bundle on $\mathbb{P}^N$. Assume that $f(z) = g(z)$ for all $z \in \text{Supp}_{\leq 1}f^*D \cup \text{Supp}_{\leq 1}g^*D$. If $O(D) \otimes (-2\phi^*H)$ is ample, then $\phi \circ f \equiv \phi \circ g$.

**Proof.** The theorem is trivial if $\phi$ is constant. Suppose $\phi$ is not constant, and by way of contradiction, assume that $\phi \circ f \neq \phi \circ g$. Let $L = O(D)$. By Theorem 2.2, we have

\[ |(1 - \epsilon)T_f(r, L) \leq N(r, f^*D_{\leq 1}) \]
\[ |(1 - \epsilon)T_g(r, L) \leq N(r, g^*D_{\leq 1}). \]
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Let $S = \text{Supp}_{\leq 1}f^*D \cup \text{Supp}_{\leq 1}g^*D$, then

$$\|(1 - \epsilon)(T_f(r, L) + T_g(r, L)) \leq 2N(r, S).$$

We prove that

$$N(r, S) \leq T_f(r, \phi^* H) + T_g(r, \phi^* H) + O(1).$$

To do so, define $\Phi : A \times A \rightarrow \mathbb{P}^N \times \mathbb{P}^N$ by $\Phi(a_1, a_2) = \phi(a_1) \times \phi(a_2)$. For $k = 1, 2$ let $\pi_k : \mathbb{P}^N \times \mathbb{P}^N \rightarrow \mathbb{P}^N$, and $p_k : A \times A \rightarrow A$ be the canonical projections. Let $H' = \pi_1^* H \otimes \pi_2^* H$. Then we see that $\Phi^* H = (\phi \circ p_1)^* H \otimes (\phi \circ p_2)^* H$. Let $\Delta$ denote the diagonal of $\mathbb{P}^N \times \mathbb{P}^N$. We claim that there is a holomorphic section $\rho$ of $H'$ so that $\Delta \subset \text{Supp}[\rho]$, but $(\Phi \circ (f \times g))(\mathbb{C})$ is not contained in $\text{Supp}[\rho]$ (here $[\rho]$ denotes the divisor determined by $\rho$). To see the claim, let $([z_0, \ldots, z_N], [w_0, \ldots, w_N])$ be homogeneous coordinates for $\mathbb{P}^N \times \mathbb{P}^N$. Let

$$P([z_0, \ldots, z_N], [w_0, \ldots, w_N]) = \sum_{1 \leq m < n \leq N} a_{mn}(z_m w_n - z_n w_m),$$

where the $a_{mn}$ are complex numbers not all zero. $P$ determines a holomorphic section $\rho$ of $H'$. Evidently, $\Delta \subset \text{Supp}[\rho]$. By way of contradiction, suppose for all choices of $a_{mn}$ we have that the image of $\Phi \circ (f \times g)$ is contained in $\text{Supp}[\rho]$. In this case, we must have $P \circ \Phi \circ (f \times g) \equiv 0$. Write $\phi \circ f = [F_0, \cdots, F_N]$ and $\phi \circ g = [G_0, \cdots, G_N]$. Then,

$$\sum_{0 \leq m < n \leq N} a_{mn}[(F_m G_n) - (F_n G_m)] \equiv 0$$

for all choices $a_{mn}$. Thus, we must have for all $0 \leq m < n \leq N$

$$F_m G_n - F_n G_m \equiv 0.$$

But then, $\phi \circ f = \phi \circ g$, which is a contradiction, and so the claim is proved. Now, choose $\rho$ as in the claim. Since $f \equiv g$ on $S$, we have that $(\Phi \circ (f \times g))(S) \subset \Delta \subset \text{Supp}[\rho]$, and we have that the image of $\Phi \circ (f \times g)$ is not contained in $\text{Supp}[\rho]$. Therefore,

$$N(r, S) \leq N(r, (f \times g)^*[\rho \circ \Phi]).$$

Now, $\rho \circ \Phi$ is a holomorphic section of $\Phi^* H'$, and so $N(r, (f \times g)^*[\rho \circ \Phi]) \leq T_{f \times g}(r, \Phi^* H') + O(1)$. We know that

$$T_{f \times g}(r, \Phi^* H') = T_f(r, (\phi \circ p_1)^* H \otimes (\phi \circ p_2)^* H) \leq T_f(r, \phi^* H) + T_g(r, \phi^* H) + O(1).$$

So, $N(r, S) \leq T_f(r, \phi^* H) + T_g(r, \phi^* H) + O(1)$ as desired. Hence, we get

$$(1 - \epsilon)(T_f(r, L) + T_g(r, L)) \leq 2T_f(r, \phi^* H) + 2T_g(r, \phi^* H) + O(1).$$

Let $L_0 = L \otimes (-2\phi^* H)$, then

$$T_f(r, L_0) + T_g(r, L_0) \leq \epsilon(T_f(r, L) + T_g(r, L)).$$

By assumption, $L_0$ is ample, so there exist $\mu > 0$ such that $(\mu L_0) \otimes (-L)$ is big. Hence,

$$T_f(r, L) + T_g(r, L) \leq \mu(T_f(r, L_0) + T_g(r, L_0)).$$

Therefore,

$$\|T_f(r, L_0) + T_g(r, L_0) \leq \mu\epsilon(T_f(r, L_0) + T_g(r, L_0)),$$

which gives a contradiction. Therefore, $\phi \circ f \equiv \phi \circ g$. 

The main result of this paper is the following theorem.
Main Theorem. Let $A$ be a complex abelian variety, $\dim A = n$, and let $D$ be a reduced effective divisor with $D = D_1 + \cdots + D_q$ and $D_i$ irreducible for all $i$. Assume that

1. $\mathcal{O}(D_1)$ is ample and symmetric.
2. $\mathcal{O}(D_2) \otimes \cdots \otimes \mathcal{O}(D_q) \otimes \mathcal{O}(-3D_1)$ is ample.
3. For at least one $i$, $\text{Supp} D_i$ contains no 2-torsion points.

If $f, g : \mathbb{C} \to A$ are Zariski dense holomorphic maps, and if $f(z) = g(z)$ for all $z \in \text{Supp}_{\leq 1} f^* D \cup \text{Supp}_{\leq 1} g^* D$, then $f \equiv g$.

Proof. Let $\phi : A \to \mathbb{P}^N$ denote the map associated to $\mathcal{O}(2D_1)$. Let $H$ denote the hyperplane line bundle on $\mathbb{P}^N$, then we have that $\phi^* H = \mathcal{O}(2D_1)$. Therefore, $\mathcal{O}(D) \otimes (-2\phi^* H) = \mathcal{O}(D_2) \otimes \cdots \otimes \mathcal{O}(D_q) \otimes \mathcal{O}(-3D_1)$. Under assumption (2), $\mathcal{O}(D) \otimes (-2\phi^* H) > 0$. So, Lemma 4.1 implies that $\phi \circ f = \phi \circ g$. Now, the irreducibility implies that the fixed component of $|D_1|$ is either empty or equal to $D_1$. If the fixed component of $|D_1|$ is empty, then, by Theorem 3.2, $\phi$ is injective. This implies that $f \equiv g$. If the fixed component of $|D_1|$ is $D_1$, then $E \supseteq D_1$ for all $E \subseteq |D_1|$. Write $E = D_1 + (h)$. Then, $(h) \geq 0$ which implies that $h$ must be constant since $A$ is compact. So we get $E = D_1$. This means that $\dim H^0(A, \mathcal{O}(D_1)) = 1$. Hence $\mathcal{O}(D_1)$ is principally polarized. Moreover, the irreducibility of $D_1$ implies that when one writes the decomposition $F_1 + \cdots + F_r$ of the fixed component (which is $D_1$), we have $r = 1$. So $\mathcal{O}(D_1)$ is an indecomposable principal polarization of $A$. By the assumption, $\mathcal{O}(D_1)$ is also symmetric. Theorem 3.5 then implies that $\phi$ is locally injective outside of the 2-torsion points. By the assumption, we may choose $i \in \{1,\ldots,q\}$ so that $\text{Supp} D_i$ contains no 2-torsion points of $A$. Since $f$ and $g$ are Zariski dense, by Theorem 2.2, both $\text{Supp}_{\leq 1} f^* D_i$ and $\text{Supp}_{\leq 1} g^* D_i$ are non-empty. Moreover, since $f = g$ on $\text{Supp}_{\leq 1} f^* D \cup \text{Supp}_{\leq 1} g^* D$, there is $z_0 \in \mathbb{C}$ such that $f(z_0) = g(z_0) \in \text{Supp} D_i$. By assumption (3) we know that $f(z_0)$ is not a 2-torsion point on $A$. Theorem 3.5 implies that there is a neighborhood of $f(z_0)$ on which $\phi$ is injective. Thus, there is a neighborhood $U$ of $z_0$ so that $f = g$ on $U$. But then, $f \equiv g$ by uniqueness of analytic continuation. 

Remark. From the proof we see that if $\mathcal{O}(D_1)$ has no fixed components, then we actually do not need the “symmetric” assumption.

Corollary 4.2. Suppose $A$ is a complex abelian variety, and $D = D_1 + \cdots + D_5$ a reduced effective divisor with $D_i$ irreducible so that

1. $L := \mathcal{O}(D_1)$ is ample and symmetric.
2. $c_1(\mathcal{O}(D_1)) = \cdots = c_1(\mathcal{O}(D_5))$.
3. For at least one $i$, $\text{Supp} D_i$ contains no 2-torsion points.

If $f, g : \mathbb{C} \to A$ are Zariski dense holomorphic maps, and if $f(z) = g(z)$ for all $z \in \text{Supp}_{\leq 1} f^* D \cup \text{Supp}_{\leq 1} g^* D$, then $f \equiv g$.

Proof. By assumption (2) $c_1(\mathcal{O}(D)) - 4c_1(L) = 5c_1(L) - 4c_1(L) = c_1(L) > 0$. Thus, condition (2) of the Main Theorem is satisfied, and so $f \equiv g$.

Notice that when $n = 1$, this gives an improvement of Schmid’s result for elliptic curves.

Corollary 4.3. Let $A$ be an elliptic curve and let $a_1, \cdots, a_5$ be distinct points of $A$. If $f, g : \mathbb{C} \to A$ are non-constant holomorphic, and assume that for all $z \in \bigcup_{j=1}^5 (\text{Supp}_{\leq 1} f^*(a_j) \cup \text{Supp}_{\leq 1} g^*(a_j))$, we have $f(z) = g(z)$. Then $f \equiv g$. 


Proof. In the one-dimensional case we may identify \(H^2(A, \mathbb{Z})\) with \(\mathbb{Z}\). Set \(D = D_1 + \cdots + D_k\) where \(D_i = (a_i)\). Let \(L_i\) be the line bundle determined by \(D_i\). Notice that \(c_1(L_i) = 1\) for all \(i\). Also, by a translation, we can assume that \(a_1 = O\), so \(L_1\) is a indecomposable symmetric principal polarization. Since \(\dim A = 1\), \(A\) has exactly four 2-torsion points. So, at least one \(a_i\) is not a 2-torsion point. Thus, by the preceding corollary \(f \equiv g\).

Finally, in the one-dimensional case, the number of 2-torsions is 4, so if our divisor has 5 components (points), then at least one of these points has a neighborhood where \(\phi\) is injective. However, if \(A\) has dimension larger than 1, the number of 2-torsions is \(2^{\dim A} > 5\). So, to obtain the uniqueness using only 5 components, the price we paid is the addition of the hypothesis that one component of the divisor contains no 2-torsion point. However, recall that \(3L\) is very ample for any polarization \(L\) of \(A\). Using this, we can eliminate some of our assumptions by increasing the number of components. More precisely, we have the following results.

**Theorem 4.4.** Let \(A\) be a complex abelian variety. Suppose \(D = D_1 + \cdots + D_k\) is a reduced effective divisor with \(D_i\) irreducible. Suppose \(\mathcal{O}(D_1)\) is ample and \(\mathcal{O}(D_2) \otimes \cdots \otimes \mathcal{O}(D_k) \otimes \mathcal{O}(-5D_1)\) is ample. Let \(f, g : \mathbb{C} \to A\) be two Zariski dense holomorphic maps, and if \(f(z) = g(z)\) for all \(z \in \text{Supp} \leq_1 f^*D \cup \text{Supp} \leq_1 g^*D\), then \(f \equiv g\).

**Proof.** Since \(D_1\) is ample, \(L := \mathcal{O}(D_1) > 0\) and hence, the map \(\phi\) associated to \(3L\) is an embedding into \(\mathbb{P}^N\) for some \(N\). If \(H\) is the hyperplane bundle over \(\mathbb{P}^N\), then \(\phi^*H = 3L\). By hypothesis, \(c_1(\mathcal{O}(D)) - 6c_1(L) > 0\) hence, \(\mathcal{O}(D) \otimes (-2\phi^*H) > 0\). So by Lemma 4.1, we must have \(\phi \circ f = \phi \circ g\). But \(\phi\) is injective hence, \(f \equiv g\). \(\square\)

**Corollary 4.5.** Suppose \(A\) is a complex abelian variety, \(D = D_1 + \cdots + D_7\) is a reduced effective divisor where \(D_1\) is ample, all \(D_i\) are irreducible and \(c_1(\mathcal{O}(D_1)) = \cdots = c_1(\mathcal{O}(D_7))\). If \(f, g : \mathbb{C} \to A\) are Zariski dense holomorphic maps, and if \(f(z) = g(z)\) for all \(z \in \text{Supp} \leq_1 f^*D \cup \text{Supp} \leq_1 g^*D\), then \(f \equiv g\).

5. Further extension of Schmid’s results

In this section, we consider the case of \(l \geq 2\) non-constant, holomorphic curves into an elliptic curve. If \(E\) is an elliptic curve, and \(l \geq 2\), we let \(E^l\) be the product of \(l\) copies of \(E\). Define \(\Gamma \subset E^l\), by \(\Gamma = \bigcup_{1 \leq i < j \leq l} \{(a_1, \ldots, a_l) | a_i = a_j\}\). Note that in the case \(l = 2, \Gamma\) is just the diagonal, \(\Delta\). To prove our result, we need the following analogue of Lemma 4.1 above.

**Lemma 5.1.** Suppose \(E\) is an elliptic curve, \(l \geq 2\) an integer, and \(f_1, \ldots, f_l : \mathbb{C} \to E\) are non-constant, holomorphic maps. Suppose \(\phi : E \to \mathbb{P}^1\) is holomorphic, \(D\) is an effective reduced ample divisor on \(E\), and \(H\) is the hyperplane line bundle on \(\mathbb{P}^1\). Let \(S = \bigcup_{j=1}^l \text{Supp} \leq_1 f_j^*D\). Assume that \((f_1 \times \cdots \times f_l)(S) \subset \Gamma\), and \(\mathcal{O}(D) \otimes (-l\phi^*H) > 0\), then for some \(i \neq j\), we have \(\phi \circ f_i \equiv \phi \circ f_j\).

**Proof.** This is trivial if \(\phi\) is constant. So, suppose \(\phi\) is not constant, and for each \(j\), let \(F_j = \phi \circ f_j\). Assume that for all \(i \neq j\) that \(F_i \neq F_j\). Write \(L = \mathcal{O}(D)\); then by Theorem 2.2 we have for each \(j \in \{1, \ldots, l\}\)

\[\|(1 - \epsilon)T_{f_j}(r, L) \leq N(r, f_j^*D_{\leq 1})\].
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Thus, \[ \| (1 - \epsilon) \sum_{j=1}^{l} T_{f_j}(r, L) \leq lN(r, S). \]

Similar to the proof of Lemma 4.1, we claim that \[ N(r, S) \leq \sum_{j=1}^{l} T_{f_j}(r, \phi^* H) + O(1). \]

Define \( \Phi : E^l \to \mathbb{P}^{l} \) via \( \Phi(a_1, \ldots, a_l) = \phi(a_1) \times \cdots \times \phi(a_l) \). For each \( k \), let \( \pi_k : \mathbb{P}^{l} \to \mathbb{P}^{1} \), and \( p_k : E^l \to E \) be the canonical projections. Define \( H' = \bigotimes_{k=1}^{l} \pi_k^* H \); then we see that \( \Phi^* H' = \bigotimes_{k=1}^{l} (\phi \circ p_k)^* H \). For each \( 1 \leq j \leq l \), let \( z_j = [z_j^{(j)} : z_j^{(j)}] \) be homogeneous coordinates on the \( j \)-th copy of \( \mathbb{P}^{1} \), and define \( \Gamma' \subset \mathbb{P}^{l} \) by \( \Gamma' = \bigcup_{1 \leq i < j \leq l} \{(z_1^{(i)}, \ldots, z_{l}^{(i)}) | z_i^{(i)} = z_j^{(i)} \} \). Define a polynomial \( P(z_1^{(1)}, \ldots, z_{l}^{(l)}) = \prod_{1 \leq i < j \leq l} (z_0^{(i)} z_j^{(j)} - z_j^{(i)} z_0^{(j)}) \).

This polynomial defines in a natural way a section \( \rho \) of \( H' \). Evidently, \( \Gamma' \subset \text{Supp} \rho \).

Also notice that, \( (\Phi \circ (f_1 \times \cdots \times f_l))(\mathbb{C}) = (f_1 \times \cdots \times f_l)(\mathbb{C}) \) is not contained in \( \text{Supp} \rho \). To see this, suppose not and write \( F_j = [F_0^j : F_1^j] \). Then we have
\[
\prod_{1 \leq i < j \leq l} (F_0^i F_1^j - F_0^j F_1^i) \equiv 0.
\]

But then, at least one factor, \( F_0^i F_1^j - F_0^j F_1^i \) must vanish on some \( B \subset \mathbb{C} \) which has an accumulation point (if not, then the product vanishes only on a discrete subset of \( \mathbb{C} \)). Hence, \( F_0^i F_1^j - F_0^j F_1^i \equiv 0 \). That is, \( F_i = F_j \), with \( i < j \), which contradicts our assumption, and proves the assertion. Now, \( (f_1 \times \cdots \times f_l)(\mathbb{C}) \subset \Gamma \), hence \( (f_1 \times \cdots \times f_l)(\mathbb{C}) \subset \Gamma' \subset \text{Supp} \rho \). Proceeding as in the proof of Lemma 4.1, we conclude that \( N(r, S) \leq \sum_{j=1}^{l} T_{f_j}(r, \phi^* H) + O(1) \), which proves the claim.

Setting \( L_0 = L \otimes (-\phi^* H) \), the argument from Lemma 4.1 implies that for some \( \mu > 0 \) we have \[ \| \sum_{j=1}^{l} T_{f_j}(r, L) \leq \mu \cdot \sum_{j=1}^{l} T_{f_j}(r, L), \]
a contradiction. Thus, for some \( i \neq j \), we have \( \phi \circ f_i = \phi \circ f_j \), as desired. \( \square \)

Using this we can derive the following uniqueness result which gives an extension of Schmil’s result.

**Theorem 5.2.** Suppose \( E \) is an elliptic curve, \( l \geq 2 \) is an integer, and that \( a_1, \ldots, a_{2l+1} \) are distinct points of \( E \). Suppose that \( f_1, \ldots, f_l : \mathbb{C} \to E \) are non-constant, holomorphic maps, and that for all \( z \in \bigcup_{j=1}^{2l+1} (\text{Supp} \phi^* f_j^*(a_j)) \) there exists \( 1 \leq i_1 \neq i_2 \leq l \) (which may depend on \( z \)) such that \( f_{i_1}(z) = f_{i_2}(z) \). Then \( f_i \equiv f_j \) for some \( i \neq j \).

**Proof.** Let \( D \) be the divisor \( D = (a_1) + \cdots + (a_{2l+1}) \). By a translation, suppose that \( a_1 = O \). Since \( L_1 = \mathcal{O}(a_1) \) is a symmetric, principal polarization, the map \( \phi \) associated to \( 2L_1 \) maps into \( \mathbb{P}^{1} \), and is locally injective outside the four 2-torsion points of \( E \). Also notice that, \( \mathcal{O}(D) \sim (2l+1)L_1 - 2lL_1 = L_1 > 0 \), and, by the assumption, for all \( z \in \bigcup_{j=1}^{2l+1} (\text{Supp} \phi^* f_j^*(a_j)) \) we have...
(f_1 \times \cdots \times f_l)(z) \in \Gamma$. So, by Lemma 5.1, we know that \( \phi \circ f_i = \phi \circ f_j \) for some \( i \neq j \). Since 2l + 1 > 4, there is a \( k \) so that \( \phi \) is injective in a neighborhood of \( a_k \). Since \( f_i \) omits no point of \( E \), this implies that there is a neighborhood \( U \) of some \( z_0 \in \mathbb{C} \) so that \( f_i = f_j \) on \( U \), hence \( f_i \equiv f_j \). \( \square \)

6. ALGEBRAIC DEPENDENCE

In this section, we study the algebraic dependence for a set of Zariski dense holomorphic mappings into an abelian variety. Let \( f_1, \ldots, f_l : \mathbb{C} \to A \) be holomorphic maps. They are said to be algebraically dependent over \( \mathbb{C} \) if there exists some non-decomposable hypersurface \( \Sigma \) in \( A^l = A \times \cdots \times A \) such that \( (f_1 \times \cdots \times f_l)(\mathbb{C}) \subset \Sigma \); here decomposable means there are integers \( l_1, \ldots, l_s \) with \( l = l_1 + \cdots + l_s \) and algebraic sets \( \Sigma_j \subset A^{l_j} \) and \( \Sigma = \Sigma_1 \times \cdots \times \Sigma_s \). To be more precise, we make the following definition.

Definition 6.1. Let \( l > 0 \) be an integer, \( S \subset \mathbb{C} \), and \( f_1, \ldots, f_l : \mathbb{C} \to A \) be holomorphic. If there is a proper non-decomposable algebraic subset \( \Sigma \subset A^l \) so that \( (f_1 \times \cdots \times f_l)(S) \subset \Sigma \), then we say that \( f_1, \ldots, f_l \) are \( \Sigma \)-related on \( S \).

To state our result, we first fix some notation. An element of \( \text{Pic}(A) \otimes \mathbb{Q} \) is called a \( \mathbb{Q} \)-line bundle over \( A \). A \( \mathbb{Q} \)-line bundle \( F \) is said to be big (or ample) if there is a \( \nu \in \mathbb{N} \) so that \( \nu F \in \text{Pic}(A) \) is big (or ample). Further, we define \( T_{f}(r, F) = \frac{1}{\nu} T_{f}(r, \nu F) \). Evidently, this is well defined. Choose big line bundles \( F_1, \ldots, F_l \) over \( A \). Define a line bundle on \( A^l \) by \( \tilde{F} = p_1^* F_1 \otimes \cdots \otimes p_l^* F_l \), where \( p_1, \ldots, p_l : A^l \to A \) are component projections. Let \( \Sigma \) be a given non-decomposable hypersurface and let \( \tilde{L} \) be a big line bundle over \( A^l \) such that \( \Sigma = \text{Supp} \tilde{D} \) for some \( \tilde{D} \in |\tilde{L}| \). We assume that there exists a positive rational number \( \gamma \) such that

\[(\gamma \tilde{F}) \otimes (-\tilde{L}) \text{ is big.}\]

Assume that there is a line bundle \( F_0 \) with the property that \( F_0 \otimes (-F_j) \geq 0 \) for all \( j \) (if \( F_1 = \cdots = F_l \), then we can just take \( F_0 := F_1 \)).

We have the following theorem (compare to Theorem 2.2 in [Ai2]).

Theorem 6.2. With the above notation and assumptions, let \( f_1, \ldots, f_l : \mathbb{C} \to A \) be Zariski dense holomorphic maps. Let \( D \) be an effective reduced ample divisor on \( A \) (not necessarily irreducible). Assume that

\[\mathcal{O}(D) \otimes (-l\gamma F_0) \text{ is big.}\]

Let \( S = \bigcup_{i=1}^{l} \text{Supp}_{\leq 1} f_i^* D \) and assume that \( f_1, \ldots, f_l \) are \( \Sigma \)-related on \( S \). Then \( f_1, \ldots, f_l \) are \( \Sigma \)-related on \( \mathbb{C} \).

Proof. Write \( \hat{f} = f_1 \times \cdots \times f_l \). Suppose that \( \hat{f}(\mathbb{C}) \not\subset \Sigma \). From Theorem 2.2, we have, for every \( 1 \leq i \leq l \),

\[\|(1 - \epsilon) T_{f_i}(r, \mathcal{O}(D)) \leq N(r, f_i^* D_{\leq 1}).\]

Hence,

\[\| \sum_{i=1}^{l} (1 - \epsilon) T_{f_i}(r, \mathcal{O}(D)) \leq lN(r, S).\]
From the hypothesis,
\[
N(r, S) \leq N(r, \hat{f}^* \hat{D}) \\
\leq \gamma T_f(r, \hat{L}) + O(1) \\
\leq \gamma \sum_{i=1}^l T_{f_i}(r, F_i) \\
\leq \gamma \sum_{i=1}^l T_{f_i}(r, F_0).
\]
Combining these facts we get the inequality
\[
\| \sum_{i=1}^l (1 - \epsilon)T_{f_i}(r, \mathcal{O}(D)) \| \leq \gamma \sum_{i=1}^l T_{f_i}(r, F_0).
\]
Let
\[
L_0 = \mathcal{O}(D) \otimes (-\gamma F_0),
\]
then,
\[
\| \sum_{i=1}^l T_{f_i}(r, L_0) \| \leq \gamma \sum_{i=1}^l T_{f_i}(r, \mathcal{O}(D)).
\]
Since, by the assumption, \(L_0\) is big, there exists \(\mu > 0\) such that \(\mu L_0 \otimes (-\mathcal{O}(D))\) is big. Thus,
\[
T_{f_i}(r, \mathcal{O}(D)) \leq \mu T_{f_i}(r, L_0).
\]
Therefore,
\[
\| \sum_{i=1}^l T_{f_i}(r, L_0) \| \leq \mu \sum_{i=1}^l T_{f_i}(r, L_0),
\]
which gives a contradiction. Thus, \(\hat{f}(\mathbb{C}) \subset \Sigma\) as desired. 

We obtain the following uniqueness result as an application of this theorem.

**Corollary 6.3.** Suppose that \(D = D_1 + \cdots + D_q\) is a reduced effective divisor on \(A\) with all \(D_i\) ample, irreducible, and \(c_1(\mathcal{O}(D_1)) = \cdots = c_1(\mathcal{O}(D_q))\). Let \(\Delta\) be the diagonal of \(A \times A\), and let \(\hat{L}\) be the line bundle determined by the diagonal divisor \(\Delta\). Assume that there exists a positive rational number \(\gamma\) such that \((\gamma(p_1^* \mathcal{O}(D_1) \otimes p_2^* \mathcal{O}(D_1))) \otimes (-\hat{L})\) is ample. If \(f, g : \mathbb{C} \rightarrow A\) are Zariski dense holomorphic maps so that \(f(z) = g(z)\) on \(\text{Supp}_{\leq 1} f^* D \cup \text{Supp}_{\leq 1} g^* D\), and \(q > 2\gamma\), then \(f \equiv g\).

**Proof.** Using our above notation, we set \(F_0 = F_1 = F_2 = \mathcal{O}(D_1)\), and so \(\hat{F} = p_1^* \mathcal{O}(D_1) \otimes p_2^* \mathcal{O}(D_1)\). Since \(q > 2\gamma\), and \(c_1(\mathcal{O}(D_1)) = \cdots = c_1(\mathcal{O}(D_q))\), we have
\[
c_1(\mathcal{O}(D)) - 2\gamma c_1(F_0) = (q - 2\gamma)c_1(\mathcal{O}(D_1)) > 0.
\]
By Theorem 6.2, \(f\) and \(g\) are \(\Delta\)-related on \(\mathbb{C}\), that is \(f \equiv g\). 

In the case of elliptic curve that \(A = E\), Katsura (see [12]) proved that, if \(D_1 = (p)\), where \(p \in E\), then \((2(p_1^* \mathcal{O}(D_1) \otimes p_2^* \mathcal{O}(D_1))) \otimes (-\hat{L})\) is ample (i.e., we can take \(\gamma = 2\)). Hence, if we let \(D = (a_1) + \cdots + (a_q)\) where \(a_1, \ldots, a_q\) are distinct points in \(E\), assume that for every \(z \in \bigcup_{j=1}^q (\text{Supp}_{\leq 1} f^* a_j \cup \text{Supp}_{\leq 1} g^* a_j)\), \(f(z) = g(z)\),
then the conditions in Corollary 6.3 are satisfied for \( q > 4 \). This implies that \( f \equiv g \) for \( q > 4 \), which recovers Schmid’s theorem.
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