GENERALIZED LOG SINE INTEGRALS
AND THE MORDELL-TORNHEIM ZETA VALUES

KAZUHIRO ONODERA

ABSTRACT. We introduce certain integrals of a product of the Bernoulli polynomials and logarithms of Milnor’s multiple sine functions. It is shown that all the integrals are expressed by the Mordell-Tornheim zeta values at positive integers and that the converse is also true. Moreover, we apply the theory of the integral to obtain various new results for the Mordell-Tornheim zeta values.

1. INTRODUCTION

Integrals involving the logarithm of the trigonometric function were first studied by Euler [6, 7]. He showed that

\[ \int_0^{\pi/2} \log(\sin x) \, dx = -\frac{\pi}{2} \log 2 \]

and

\[ \int_0^{\pi/2} x \log(\sin x) \, dx = \frac{7}{16} \zeta(3) - \frac{\pi^2}{8} \log 2. \]

After his discovery, many people studied their generalizations and analogues: (a) integrals on a different interval, (b) indefinite integrals, (c) integrals involving products of a polynomial of higher degree and logarithms of trigonometric functions, (d) \( q \)-analogues, and (e) integrals of a logarithm of generalized multiple sine function. These works can be, for instance, found in [19] for (a)–(c), in [14, 17] for (d), and in [13, 15, 16, 18] for (e). It is attractive to build a theory that enables us to handle some of them together. In particular, our present concern is the construction of a theory involving the works for (c) and (e). In this paper, as a first step of this research, we concentrate on the case of Milnor’s multiple sine function \( S_r(x) \) (which, while inspired by [24], is actually defined in [16]) whose logarithm is equal to a certain constant multiple of the Clausen function \( \text{Cl}_r(2\pi x) \) in the interval \((0, 1)\). Concretely, we study the integral

\[ I_{p,q}(a; b) := \int_0^1 \prod_{i=1}^p B_{a_i}(x) \prod_{j=1}^q b_j \log S_{b_j}(x) \, dx \]
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for non-negative integers $p, q$ and $\mathbf{a} = (a_1, \ldots, a_p) \in (\mathbb{Z}_{\geq 0})^p$, $\mathbf{b} = (b_1, \ldots, b_q) \in (\mathbb{Z}_{\geq 1})^q$, where $B_q(x)$ is the Bernoulli polynomial. The integral $I_{p,q}(\mathbf{a}; \mathbf{b})$ is sometimes written as $I_{p,q}(a_1, \ldots, a_p; b_1, \ldots, b_q)$. When $p = 0$ or $q = 0$, it is understood that the empty product is equal to 1, and $I_{p,q}(\mathbf{a}; \mathbf{b})$ is denoted by $I_{0,q}(\mathbf{b}) = I_{0,0}(b_1, \ldots, b_q)$ or $I_{p,0}(\mathbf{a}) = I_{p,0}(a_1, \ldots, a_p)$, respectively.

The purpose of this paper is to show basic formulas of the integral $I_{p,q}$ and obtain its explicit expression such as Euler’s work. It does not appear that these integrals can in general be described in terms of ordinary zeta values, but rather in terms of the Mordell-Tornheim zeta values

$$
\zeta_{MT,r}(s_1, \ldots, s_r; s_{r+1}) = \sum_{n_1, \ldots, n_r=1}^{\infty} \frac{1}{n_1^{s_1} \cdots n_r^{s_r} (n_1 + \cdots + n_r)^{s_{r+1}}}
$$

for a positive integer $r$, which was defined as a function of complex variables by Matsumoto \[21\, 22\]. The series on the right hand side converges absolutely for $s_1, \ldots, s_{r+1} \in \mathbb{C}$ satisfying the fact that $\text{Re}(s_1 + \cdots + s_k + s_{r+1}) > k$ if $k = 1, \ldots, r$ and $1 \leq l_1 < \cdots < l_k \leq r$. The function $\zeta_{MT,r}(s_1, \ldots, s_r; s_{r+1})$ is meromorphically continued to the whole space $\mathbb{C}^{r+1}$, and its possible singularities are explicitly determined (see \[22\, Theorem 1\]). The special values of the Mordell-Tornheim zeta function at positive integers play the important role in this paper. Actually, after an explanation of the basic properties of the integral $I_{p,q}$ in §2, we show in the first half of §3 that the Mordell-Tornheim zeta value at positive integers is concretely expressed as a linear combination of the integrals and that the converse is also true. A simple example is as follows: if $a, b, c$ are positive integers and $a + b + c$ is even, then

$$
\zeta_{MT,2}(a, b; c) = \frac{(-1)^{s+b+c}}{2\pi!(b+c)!} (2\pi)^{a+b+c-2} (I_{1,2}(c; a, b) - \pi^2 I_{3,0}(a, b, c)),
$$

and the formula for $I_{1,2}(c; a, b)$ follows from Carlitz’s calculation of $I_{3,0}(a, b, c)$ (see \[3\, (4)\] or \[4.22\]). These results suggest that the theory of the integral $I_{p,q}$ and that of the Mordell-Tornheim zeta values are applicable to each other. In this paper, we apply properties of the integral to prove several results of the Mordell-Tornheim zeta values. In the second half of §3, we realize an explicit formulation for the parity result of Tsumura \[24\, Theorem 1.1\] and show another value-relation among the Mordell-Tornheim zeta values. In §4, we investigate some cases in which $I_{p,q}$ is described by the Riemann zeta values. We first show each generating function of $I_{1,q}(a; 1, \ldots, 1)$ and $\zeta_{MT,r}(1, \ldots, 1; a)$ and obtain their explicit expressions. Next, some of the integrals $I_{p,q}$ with $q \leq 3$ are studied concretely. As a result, we attain many expressions for the Mordell-Tornheim zeta values by the Riemann zeta values, which contain most of the known results and some new relations for $\zeta_{MT,r}$ ($r \geq 3$).

For example, we obtain

$$
\zeta_{MT,3}(2, 1, 1; 1) = 2\zeta(2)\zeta(3) - \zeta(5),
\zeta_{MT,3}(4, 1, 1; 1) = -2^{-1}\zeta(3)\zeta(4) + 4\zeta(2)\zeta(5) - 4\zeta(7).
$$

**Remark on Notation.** Our special notation is listed here: let $m$ be a positive integer and let $\mathbf{x} = (x_1, \ldots, x_m)$ be a row vector.

(a) $N_m := \{1, \ldots, m\}$.
(b) $|\mathbf{x}| := x_1 + \cdots + x_m$.
(c) $\mathbf{x}_K := (x_{i_1}, \ldots, x_{i_k})$ for a set $K = \{i_1, \ldots, i_k\} \subset N_m$ with $1 \leq i_1 < \cdots < i_k \leq m$. 
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(d) The multinomial coefficient is extended as follows:

\[
\binom{N}{n_1, \ldots, n_k} := \begin{cases} 
\frac{N!}{n_1! \cdots n_k!} & \text{if } n_1, \ldots, n_k \in \mathbb{Z}_{\geq 0} \text{ and } N = \sum_{j=1}^{k} n_j, \\
0 & \text{otherwise.}
\end{cases}
\]

(e) Each function can take any parameter of various forms that are suitable for the number of its variables. For example, it is understood that \( I_{p,q}(a_1, a', a'', b'; b_1, b_3, \ldots, b_q) \) with \( a' = (a_2, a_3), \ a'' = (a_4, \ldots, a_p) \) and \( b' = (b_1, b_2) \) equals \( I_{p,q}(a; b) \) with \( a = (a_1, \ldots, a_p) \) and \( b = (b_1, \ldots, b_q) \).

2. Basic formulas for generalized log sine integrals

We first recall basic properties of Milnor’s multiple sine function (refer to [16]). Let \( r \) be a positive integer. Then we define Milnor’s multiple sine function by

\[
S_r(x) = \Gamma_r(x)^{-1} \Gamma_r(1 - x)^{(-1)^r}
\]

for \( x \in (0, 1) \), where

\[
\Gamma_r(x) = \exp \left( \frac{\partial}{\partial s} \zeta(s, x) \bigg|_{s=1-r} \right)
\]

and \( \zeta(s, x) \) is the Hurwitz zeta function. It immediately follows that

\[
S_r(1 - x) = S_r(x)^{(-1)^r - 1}.
\]

The functional equation of the Hurwitz zeta function yields that the logarithm of Milnor’s multiple sine function has the following Fourier expansion in the interval \((0, 1)\). For an odd integer \( r \geq 1 \),

\[
\log S_r(x) = (-1)^{\frac{r+1}{2}} \frac{(r-1)!}{(2\pi)^{r-1}} \sum_{n=1}^{\infty} \frac{\cos(2\pi nx)}{n^r},
\]

and for an even integer \( r \geq 2 \),

\[
\log S_r(x) = (-1)^{\frac{r}{2}} \frac{(r-1)!}{(2\pi)^{r-1}} \sum_{n=1}^{\infty} \frac{\sin(2\pi nx)}{n^r}.
\]

Thus, we see that

\[
\log S_r(x) = (-1)^{\frac{r+1}{2}} \frac{(r-1)!}{(2\pi)^{r-1}} \text{Cl}_r(2\pi x)
\]

for \( x \in (0, 1) \), where \( \text{Cl}_r(x) \) is the Clausen function. Moreover, we can show that \( \frac{d}{dx} \log S_r(x) = (r - 1) \log S_{r-1}(x) \) for \( r \geq 2 \) and that there exists the limit of \( \log S_r(x) \) for \( r \geq 2 \) as \( x \downarrow 0 \). The limit is denoted by \( \log S_r(0) \), and so

\[
\log S_r(0) = \begin{cases} 
(-1)^{\frac{r+1}{2}} \frac{(r-1)!}{(2\pi)^{r-1}} \zeta(r) & \text{if } r \text{ is an odd integer } \geq 3, \\
0 & \text{if } r \text{ is an even integer } \geq 2.
\end{cases}
\]

We now apply the above properties of Milnor’s multiple sine function to show basic formulas for the integral \( I_{p,q} \).

**Proposition 2.1.** Let \( p \) and \( q \) be non-negative integers. Let \( a = (a_1, \ldots, a_p) \in (\mathbb{Z}_{\geq 0})^p \) and \( b = (b_1, \ldots, b_q) \in (\mathbb{Z}_{\geq 1})^q \). If \(|a| + |b| + q \) is odd, then \( I_{p,q}(a; b) = 0 \).
Proof. Since $B_a(1-x) = (-1)^aB_a(x)$ ($a \geq 0$) and $\log S_b(1-x) = (-1)^{b+1}\log S_b(x)$ ($b \geq 1$), the change of variable $x \mapsto 1-x$ gives
\[ I_{p,q}(a; b) = (-1)^{|a|+|b|+q}I_{p,q}(a; b). \]
Hence, the assertion holds. \hfill \Box

**Proposition 2.2.** Let $p$ and $q$ be non-negative integers. Suppose that $a_1, \ldots, a_p \geq 1$ and $b_1, \ldots, b_q \geq 2$. Put $a = (a_1, \ldots, a_p)$ and $b = (b_1, \ldots, b_q)$. If $|a| + |b| + q - 1$ is even, then
\[ \sum_{k=1}^{p} a_k I_{p,q}(a - e_k^{(p)}; b) + \sum_{k=1}^{q} b_k I_{p,q}(a; b - e_k^{(q)}) = -2 \prod_{j=1}^{p} B_{a_j} \prod_{j=1}^{q} b_j \log S_{b_j}(0), \]
where the row vector $e_k^{(r)}$ of dimension $r$ has components 0 except for its $k$-th component, which is equal to 1.

**Proof.** Note that $\frac{d}{dx}B_a(x) = aB_{a-1}(x)$ ($a \geq 1$) and $\frac{d}{dx}\log S_b(x) = (b-1)\log S_{b-1}(x)$ ($b \geq 2$). Hence, by integration by parts, we obtain the formula. \hfill \Box

**Proposition 2.3.** Let $r \in \mathbb{Z}_{\geq 1}$ and $c = (c_1, \ldots, c_r) \in (\mathbb{Z}_{\geq 1})^r$. Then
\begin{equation}
\sum_{k=0}^{r} \sum_{K \subseteq N_r \atop |K| = k} (\pi i)^k I_{k,r-k}(c_K; c_{N_r \setminus K}) = 0. \tag{2.1}
\end{equation}

**Proof.** We consider the integral
\[ I_\varepsilon := \int_{\varepsilon}^{1-\varepsilon} \prod_{j=1}^{r} Li_{c_j}(e^{2\pi i x})dx \]
for $\varepsilon \in (0, 1/2)$, where $Li_s(z)$ is the polylogarithm. We see that
\[ I_\varepsilon = \int_{\varepsilon}^{1-\varepsilon} \lim_{N \to \infty} \sum_{n_1, \ldots, n_r = 1}^{N} \frac{e^{2\pi i x(n_1 + \cdots + n_r)}}{n_1^{c_1} \cdots n_r^{c_r}} dx \]
\[ = -\frac{1}{\pi} \lim_{N \to \infty} \sum_{n_1, \ldots, n_r = 1}^{N} \frac{\sin(2\pi(n_1 + \cdots + n_r)y)}{n_1^{c_1} \cdots n_r^{c_r}(n_1 + \cdots + n_r)} \]
\[ \to 0 \quad (\varepsilon \to 0). \]

Here, the second equality and the limit are justified by uniform convergence in $x$ and $\varepsilon$, respectively. Since
\[ Li_n(e^{2\pi i x}) = -\frac{(2\pi i)^{n-1}}{n!}(n \log S_n(x) + \pi i B_n(x)) \]
for $n \in \mathbb{Z}_{\geq 1}$ and $x \in (0, 1)$, we have
\[ \int_{0}^{1} \prod_{j=1}^{r} (c_j \log S_{c_j}(x) + \pi i B_{c_j}(x))dx = 0. \]
Expanding the product on the left hand side, we deduce the result. \hfill \Box
Remark 2.1. Comparing the real and imaginary parts of both sides of (2.1), we obtain the formulas

\[(2.2) \sum_{k=0}^{r} \sum_{K \subseteq \mathbb{N}, \lvert K \rvert = k} (-1)^k \pi^k I_{k,r-k}(c_K; c_{\mathbb{N}\setminus K}) = 0\]

and

\[(2.3) \sum_{k=1}^{r} \sum_{K \subseteq \mathbb{N}, \lvert K \rvert = k} (-1)^{k-1} \pi^{k-1} I_{k,r-k}(c_K; c_{\mathbb{N}\setminus K}) = 0.\]

We now prove a lemma needed later.

Lemma 2.4. Let \( p \) be a positive integer and \( a_1, \ldots, a_p \) be non-negative integers. Put \( a = (a_1, \ldots, a_p) \). Then

\[(2.4) \prod_{i=1}^{p} B_a(x) = \sum_l B_p(a;l) B_{|a|-2l}(x) + I_{p,0}(a),\]

where the sum is taken over all integers \( l \in [0, |a|/2) \). Here

\[B_p(a;l) := \frac{\sum_{l_1, \ldots, l_p \geq 0} \prod_{j=1}^{p} (a_j)^{l_j} B_{l_j}}{|a| - 2l},\]

for an integer \( l \in [0, |a|/2) \).

Proof. We expand, in two ways, the function

\[\Phi_p(x; u) = \prod_{j=1}^{p} e^{u_j x_j} - 1 \quad (u = (u_1, \ldots, u_p))\]

as a power series in the variables \( u_1, \ldots, u_p \). In the first way, we directly use the definition of the Bernoulli polynomial to obtain

\[(2.5) \Phi_p(x; u) = \sum_{a_1, \ldots, a_p = 0}^{\infty} B_{a_1}(x) \cdots B_{a_p}(x) \frac{u_1^{a_1} \cdots u_p^{a_p}}{a_1! \cdots a_p!}\]

when \( |u_1|, \ldots, |u_p| < 2\pi \). In the second way, we apply the equation

\[\Phi_p(x; u) = |u|^{-1}(\Phi_1(x; |u|) - 1)(\Phi_p(0; -u) - \Phi_p(0; u)) + |u|^{-1}(e^{|u|} - 1)\Phi_p(0; u).\]

By simple calculation, the first term on the right hand side is equal to

\[\sum_{a_1, \ldots, a_p = 0}^{\infty} \left( \sum_l B_p(a;l) B_{|a|-2l}(x) \right) \frac{u_1^{a_1} \cdots u_p^{a_p}}{a_1! \cdots a_p!}\]

when \( |u_1|, \ldots, |u_p|, |u| < 2\pi \), where \( l \) runs over all integers in \([0, |a|/2)\). The second term is equal to

\[\int_{0}^{1} \Phi_p(t; u) dt = \sum_{a_1, \ldots, a_p = 0}^{\infty} I_{p,0}(a) \frac{u_1^{a_1} \cdots u_p^{a_p}}{a_1! \cdots a_p!}\]
when $|u_1|, \ldots, |u_p| < 2\pi$. Here, term-by-term integration is justified by uniform convergence for $t \in (0, 1)$. Hence

$$
(2.6) \quad \Phi_p(x; u) = \sum_{a_1, \ldots, a_p = 0}^{\infty} \left( \sum_l \mathcal{B}_p(a; l) B_{|a|-2l}(x) + I_{p,0}(a) \right) \frac{u_1^{a_1} \cdots u_p^{a_p}}{a_1! \cdots a_p!},
$$

when $|u_1|, \ldots, |u_p|, |u| < 2\pi$. Thus, comparing the coefficients of $u_1^{a_1} \cdots u_p^{a_p}$ in (2.5) and (2.6), we obtain formula (2.4).

**Proposition 2.5.** Let $p$ be a positive integer $\geq 2$ and let $a = (a_1, \ldots, a_p) \in (\mathbb{Z}_{\geq 1})^p$. Put $a_p = (a_1, \ldots, a_{p-1})$. Then, we have $I_{1,0}(a) = 0$ for an integer $a$, and

$$
(2.7) \quad I_{p,0}(a) = (-1)^{a_p+1} a_p! \sum_l \mathcal{B}_{p-1}(a_p, l) \left( \frac{|a_p| - 2l!}{(|a|-2l)!} B_{|a|-2l},
$$

where the sum is taken over all integers $l \in \{0, |a_p|/2\}$.

**Proof.** The first assertion is trivial. If $p = 2$, we can show it by integration by parts. When $p \geq 3$, it holds by applying (2.4) to $B_{a_1}(x) \cdots B_{a_{p-1}}(x)$. □

**Remark 2.2.** The result for $I_{2,0}$ was given by Nörlund [28, p.31] and by Mordell [26, p.375], and $I_{3,0}$ was calculated by Carlitz [3]. The methods of Mordell and Carlitz can be found in [2] p.276].

**Proposition 2.6.** Let $p, q, r$ be integers with $p \geq 1$ and $q, r \geq 0$. Let $a = (a_1, \ldots, a_p)$ and $b = (b_1, \ldots, b_q)$, whose components are non-negative integers, and let $c = (c_1, \ldots, c_r) \in (\mathbb{Z}_{\geq 1})^r$. Then

$$
(2.8) \quad I_{p+q,r}(a, b; c) = \sum_l \mathcal{B}_p(a; l) I_{q+1,r}(|a|-2l, b; c) + I_{p,0}(a) I_{q,r}(b; c),
$$

where the sum is taken over all integers $l \in \{0, |a|/2\}$.

**Proof.** The result immediately follows from (2.4). □

### 3. The Mordell-Tornheim zeta values

In 1957, Mordell proved that

$$
(3.9) \quad \zeta_{MT,2}(a, a; a) = (-1)^{a/2-1} \frac{(2\pi)^3 a}{6(a!)^3} \int_0^1 B_a(x)^3 dx
$$

for an even integer $a \geq 2$. This fact can be found in [25, p.371], though his definition of the Bernoulli polynomial is slightly different from ours. Employing the generalized log sine integral $I_{p,q}$, we can formulate his result in the general cases.

**Theorem 1.** Let $r$ be a positive integer and let $c = (c_1, \ldots, c_{r+1}) \in (\mathbb{Z}_{\geq 1})^{r+1}$. Then,

$$
(3.10) \quad \zeta_{MT,r}(c_1, \ldots, c_r; c_{r+1}) = (-1)^{c_r+1+r+1} \frac{(2\pi)^{|c|-r}}{c_1! \cdots c_{r+1}!}
$$

$$
\times \sum_{k=0}^r \sum_{\substack{K \subseteq N_r \atop |K| = k}} (\pi i)^k I_{k+1,r-k}(c_{r+1}, c_K; c_{N_r \setminus K}).
$$
Proof. We consider the integral
\[
\int_0^1 \text{Li}_{c_{r+1}}(e^{-2\pi ix}) \prod_{j=1}^{r} \text{Li}_{c_j}(e^{2\pi ix}) dx.
\]
In the same way as in the proof of Proposition 2.3, we have
\[
(-1)^{c_{r+1} + r} \frac{c_1! \cdots c_{r+1}!}{(2\pi i)^{|c|-r-1}} \zeta_{MT,r}(c_1, \ldots, c_r; c_{r+1})
\]
\[
= \int_0^1 \left( c_{r+1} \log S_{c_{r+1}}(x) - \pi i B_{c_{r+1}}(x) \right) \prod_{j=1}^{r} \left( c_j \log S_{c_j}(x) + \pi i B_{c_j}(x) \right) dx.
\]
Proposition 2.3 shows that the right hand side is equal to
\[
-2\pi i \int_0^1 B_{c_{r+1}}(x) \prod_{j=1}^{r} \left( c_j \log S_{c_j}(x) + \pi i B_{c_j}(x) \right) dx.
\]
Thus, we obtain (3.10). □

Remark 3.1. Comparing the real parts of both sides of (3.10), we obtain the following. If \(|c| + r\) is odd, then
\[
(3.11)
\]
\[
\zeta_{MT,r}(c_1, \ldots, c_r; c_{r+1}) = \left( -1 \right)^{\frac{|c|+r-1}{2} + c_{r+1}} \frac{(2\pi)^{|c|-r+1}}{c_1! \cdots c_{r+1}!} \sum_{k=0}^{r} \sum_{K \subseteq \mathbb{N}_r, |K|=k \text{ odd}} (-1)^{k-1} \pi^{k-1} I_{k+1,r-k}(c_{r+1}, c; \mathbf{c}_{\mathbb{N}_r \setminus K}),
\]
and if \(|c| + r\) is even, then
\[
(3.12)
\]
\[
\zeta_{MT,r}(c_1, \ldots, c_r; c_{r+1}) = \left( -1 \right)^{\frac{|c|+r-2}{2} + c_{r+1}} \frac{(2\pi)^{|c|-r}}{c_1! \cdots c_{r+1}!} \sum_{k=0}^{r} \sum_{K \subseteq \mathbb{N}_r, |K|=k \text{ even}} (-1)^{k} \pi^{k} I_{k+1,r-k}(c_{r+1}, c; \mathbf{c}_{\mathbb{N}_r \setminus K}).
\]

Remark 3.2. There is preceding research [5, 23, 27, 30, 31] for the expression of the Mordell-Tornheim zeta function by integrals involving the polylogarithms or associated functions. For other expressions, refer to [11, 21, 22]. Moreover, in [12], we can find integral expressions of the multi-variable Witten zeta-function which can be regarded as a generalization of the Mordell-Tornheim zeta function.

Theorem 1 exhibits the Mordell-Tornheim zeta values as sums of generalized log sine integrals. In order to prove the converse of this assertion, we first recall the Euler numbers \(E_n\) (\(n \in \mathbb{Z}_{\geq 0}\)) defined as
\[
\frac{1}{\cosh t} = \sum_{n=0}^{\infty} \frac{E_n}{n!} t^n \quad (|t| < \pi/2).
\]
It is clear that \( E_n = 0 \) if \( n \) is odd. We need two well-known formulas: for a non-negative integer \( n \),

\[
\sum_{k=0}^{n} \binom{2n}{2k} E_{2k} = \begin{cases} 1 & \text{if } n = 0, \\ 0 & \text{otherwise,} \end{cases}
\]

and for a positive integer \( n \),

\[
\sum_{k=0}^{n-1} \binom{2n-1}{2k} E_{2k} = \frac{2^{2n}(2^{2n-1} - 1)B_{2n}}{2n}.
\]

By the above properties of the Euler numbers, we obtain the following expression of the integral \( I_{a,q} \).

**Theorem 2.** Let \( q \) be a positive integer. Suppose that \( a \in \mathbb{Z}_{\geq 0} \) and \( b_1, \ldots, b_q \in \mathbb{Z}_{\geq 1} \). Put \( b = (b_1, \ldots, b_q) \). If \( a + |b| + q \) is even, then

\[
I_{1,q}(a; b) = \frac{(-1)^{a-|b|+q-2}}{(2\pi)^{a+|b|}} \sum_{k=0}^{q-1} \frac{E_k}{2k} \sum_{k \in N_q} \frac{\sum (K \subset N_q \leftarrow k)}{\sum (K \subset N_q \leftarrow k)} \left( \prod_{j \in N_q \setminus K} b_j! \right)
\]

\[
\times (2\pi)^{2} \text{B}_{k+1}(a, b; l) \zeta_{MT, q-k}(b_{N_q \setminus K}; a + |b_K| - 2l)
\]

\[+ (-1)^{\frac{q}{2}} \pi^{q} \text{I}_q I_{q+1,0}(a, b),\]

where \( l \) runs over all integers in \([0, (a + |b_K|)/2]\).

We prove two lemmas which will be useful in proving Theorems 2, 3, and 4.

**Lemma 3.1.** Let \( p, q \) be positive integers. Let \( a = (a_1, \ldots, a_p) \in (\mathbb{Z}_{\geq 0})^p \) and \( b = (b_1, \ldots, b_q) \in (\mathbb{Z}_{\geq 1})^q \). If \( |a| + |b| + q \) is even, then

\[
\sum_{0 \leq l < |a|/2} \text{B}_p(a; l) \zeta_{MT,q}(b; |a| - 2l)
\]

\[
= \sum_{k=0}^{q} \sum_{k \in N_q \leftarrow k} (-1)^{\frac{k}{2}} \pi^{k} \text{I}_{p+k,q}(a, b; b_{N_q \setminus K}),
\]

where, for \( c = (c_1, \ldots, c_{r+1}) \in (\mathbb{Z}_{\geq 1})^{r+1} \) with \( |c| + r \) even,

\[
\zeta_{MT,r}(c_1, \ldots, c_r; c_{r+1}) := \frac{(-1)^{|c|+r-2} + c_{r+1} c_1! \cdots c_{r+1}!}{(2\pi)^{|c|+r}} \zeta_{MT,r}(c_1, \ldots, c_r; c_{r+1}).
\]

**Proof.** If \( a_1 = \cdots = a_p = 0 \), then formula (3.15) coincides with (2.2). In the other cases, applying formulas (3.12), (2.3) and (2.2) to the left hand side of (3.15) in order, we can show that it coincides with the right hand side. Thus, formula (3.15) holds.

**Lemma 3.2.** Let \( A = \{a_{ij} \} \) be a square matrix. If \( A = \{(2j-2)/(2i-1) \} \) or \( \{(2j-1)/(2i-1) \} \),

then \( A^{-1} = \{a_{ij} E_{2(j-i)} \} \).

**Proof.** The result follows from (3.13).
Proof of Theorem 2. Put

\[
A = \left\{ \left( \frac{2j - 2}{2i - 2} \right) \right\} \quad (1 \leq i, j \leq \lfloor q/2 \rfloor + 1).
\]

Set \( X = \{X_0, X_2, \ldots, X_{2\lfloor q/2 \rfloor}\} \) and \( Y = \{Y_0, Y_2, \ldots, Y_{2\lfloor q/2 \rfloor}\} \) whose components satisfy

\[
X_k = (-1)^{\frac{k}{2}} \pi^k \sum_{K \subseteq N_q \atop |K| = k} I_{k+1,q-k}(a, b_K; b_{N_q \setminus K}),
\]

\[
Y_k = (-1)^{\frac{k}{2}} \pi^k \sum_{K \subseteq N_q \atop |K| = k} B_{k+1}(a, b_K; l) \zeta_{MT,q-k}(b_{N_q \setminus K}; a + |b_K| - 2l)
\]

for any even integer \( k \in [0, q) \), and \( X_q = Y_q = (-1)^{\frac{q}{2}} \pi^q I_{q+1,0}(a, b) \) if \( q \) is even. Then, Lemma 3.1 shows \( AX = Y \). Hence, by Lemma 3.2 we have

\[
I_{1,q}(a; b) = X_0 = \sum_{\substack{k=0 \atop k \text{ even}}}^{q} E_k Y_k.
\]

This completes the proof of Theorem 2. \( \square \)

Modifying the proof of Theorem 2, we gain two results for relations among the Mordell-Tornheim zeta values. The first result is an explicit formula for the parity result of Tsumura [34, Theorem 1.1] that the zeta value \( \zeta_{MT,r}(c_1, \ldots, c_r; c_{r+1}) \) \((c_1, \ldots, c_{r+1} \in \mathbb{Z}_{\geq 1})\) can be expressed as a rational linear combination of products of values of \( \zeta_{MT,q} \) \((q < r)\) at positive integers if \( r \) and \( \sum_{j=1}^{r+1} c_j \) are of different parity. Here, we remark that \( \pi^{2l} \) \((l \in \mathbb{Z}_{\geq 1})\) is a rational multiple of \( \zeta(2l) = \zeta_{MT,1}(l; l) \).

**Theorem 3.** Let \( r \) be a positive integer and \( c = (c_1, \ldots, c_{r+1}) \in (\mathbb{Z}_{\geq 1})^{r+1} \). If \(|c| + r \) is odd, then

\[
\zeta_{MT,r}(c_1, \ldots, c_r; c_{r+1})
\]

\[= 2 \sum_{\substack{k=1 \atop k \text{ odd}}}^{r-1} \frac{2^{k+1} - 1}{k+1} B_{k+1} \sum_{K \subseteq N_r \atop |K| = k} \sum_{l} (-1)^{|c_K|+l+1} \left( |c_K| + c_{r+1} - 2l \right)! \frac{1}{c_{r+1}! \prod_{j \in K} c_j!} \times \left( 2\pi \right)^{2l} B_{k+1}(c_{r+1}, c_K; l) \zeta_{MT,r-k}(c_{N_r \setminus K}; c_K + c_{r+1} - 2l) + (-1)^{|c|+c_{r+1}} \frac{2(2^{r+1} - 1)}{r+1} B_{r+1}(c_1! \cdots c_{r+1}! J_{r+1,0}(c),
\]

where \( l \) runs over all integers in \([0, (|c_K| + c_{r+1})/2)\).

**Proof.** Put

\[
A = \left\{ \left( \frac{2j - 1}{2i - 1} \right) \right\} \quad (1 \leq i, j \leq \lfloor (r+1)/2 \rfloor).
\]
Set \( X = t(X_1, X_2, \ldots, X_n) \) and \( Y = t(Y_1, Y_2, \ldots, Y_n) \) whose components satisfy
\[
X_k = (-1)^k \sum_{K \subset N_r, |K| = k} I_{k+1, r-k}(c_{r+1}, c_K; c_{N_r} \setminus K),
\]
\[
Y_k = (-1)^k \sum_{K \subset N_r, |K| = k} \sum I_{k+1}(c_{r+1}, c_K; i) \zeta_{MT, r-k}(c_{N_r} \setminus K; c_{r+1} + |c_K| - 2l)
\]
for any odd integer \( k \in [1, r) \), and \( X_r = Y_r = (-1)^{r-k} \sum_{|K| = 1} I_{r+1, 0}(c) \) if \( r \) is odd. Then, Lemma 3.1 shows \( AX = Y \). Hence, by Lemma 3.2 and formula (3.14), we have
\[
\sum_{k=1, k \text{ odd}}^r X_k = \sum_{k=1, k \text{ odd}}^r \frac{2^{k+1}(2^{k+1}-1)}{k+1} B_{k+1} Y_k.
\]
Thus, we conclude Theorem 3 by (3.11).

**Example 3.1.** (i) Let \( c_1, c_2, c_3 \) be positive integers. If \( c_1 + c_2 + c_3 \) is odd, then
\[
\zeta_{MT, 2}(c_1, c_2; c_3) = (-1)^{c_1} J_{2, 1}(c_1, c_3; c_2) + (-1)^{c_2} J_{2, 1}(c_2, c_3; c_1).
\]

Here, for positive integers \( a_1, a_2, a_3 \),
\[
J_{2, 1}(a_1, a_2; a_3) = \sum_k \left\{ \left( \begin{array}{c} a_1 + a_2 - 1 - 2k \\ a_1 - 1 \end{array} \right) + \left( \begin{array}{c} a_1 + a_2 - 1 - 2k \\ a_2 - 1 \end{array} \right) \right\}
\]
x \( \zeta(2k) \zeta(a_1 + a_2 + a_3 - 2k) \),
where the sum is taken over all integers \( k \in [0, \max\{a_1, a_2\}/2] \). This is properly included in the result of Huard-Williams-Zhang [10] Theorem 2). They proved a formula available for \( c_1, c_2 \in \mathbb{Z}_{\geq 0} \) and \( c_3 \in \mathbb{Z}_{\geq 1} \) satisfying \( c_1 + c_2 \geq 1, c_1 + c_3 \geq 2, \) and \( c_2 + c_3 \geq 2 \), which equals (3.16) in our case.

(ii) Let \( c_1, c_2, c_3, c_4 \) be positive integers. If \( c_1 + c_2 + c_3 + c_4 \) is even, then
\[
\zeta_{MT, 3}(c_1, c_2, c_3; c_4)
\]
\[
= (-1)^{c_1} J_{2, 2}(c_1, c_4; c_2, c_3) + (-1)^{c_2} J_{2, 2}(c_2, c_4; c_3, c_1) + (-1)^{c_3} J_{2, 2}(c_3, c_4; c_1, c_2)
\]
\[
+ (-1)^{c_4} \frac{\sum_{k=0}^{c_1+c_2+c_3+c_4} \left( \frac{2\pi}{4} \right)^{c_1+c_2+c_3+c_4} + 1}{4c_1!c_2!c_3!c_4!} I_{4, 0}(c_1, c_2, c_3, c_4).
\]

Here, we set, for positive integers \( a_1, a_2, a_3, a_4 \),
\[
J_{2, 2}(a_1, a_2; a_3, a_4) = \sum_k \left\{ \left( \begin{array}{c} a_1 + a_2 - 1 - 2k \\ a_1 - 1 \end{array} \right) + \left( \begin{array}{c} a_1 + a_2 - 1 - 2k \\ a_2 - 1 \end{array} \right) \right\}
\]
x \( \zeta(2k) \zeta_{MT, 2}(a_3, a_4; a_1 + a_2 - 2k) \),
where the sum is taken over all integers \( k \in [0, \max\{a_1, a_2\}/2] \). An expression of \( I_{4, 0}(c_1, c_2, c_3, c_4) \) by the Riemann zeta values will be described in Example 4.3. Formula (3.17) seems simpler than the result of Matsumoto-Nakamura-Ochiai-Tsumura [20] Theorem 4.6).

Next, we show another relation for the Mordell-Tornheim zeta values.
Theorem 4. Let \( r \in \mathbb{Z}_{\geq 1} \) and \( c = (c_1, \ldots, c_{r+1}) \in (\mathbb{Z}_{\geq 1})^r \). If \(|c| + r \) is even, then

\[
\sum_{k=1}^{r} \frac{2^{k+1} - 1}{k+1} B_{k+1} \sum_{K \subseteq N_{r+1}} \sum_{|K|=k} (-1)^{|c_K|+l}(|c_K|-2l)!
\times (2\pi)^2 B_k(c_K; l) \zeta_{MT,r+1-k}(c_{N_{r+1}\setminus K}; |c_K|-2l)
= (-1)^{|c|} \frac{2^{r+2} - 1}{r+2} B_{r+2} \frac{2\pi|c|}{c_1! \cdots c_{r+1}!} I_{r+1,0}(c),
\]
where \( l \) runs over all integers in \([0, |c_K|/2]\).

Proof. Put \( A = \{ (j_i - 1) \} (1 \leq i, j \leq \lfloor r/2 \rfloor + 1) \). Set \( X = t(X_1, X_3, \ldots, X_{2\lfloor r/2 \rfloor + 1}) \) and \( Y = t(Y_1, Y_3, \ldots, Y_{2\lfloor r/2 \rfloor + 1}) \) whose components satisfy

\[
X_k = (-1)^{k-1} \pi^{k-1} \sum_{K \subseteq N_{r+1}} \sum_{|K|=k} I_{k,r+1-k}(c_K; c_{N_{r+1}\setminus K}),
\]

\[
Y_k = (-1)^{k-1} \pi^{k-1} \sum_{K \subseteq N_{r+1}} \sum_{|K|=k} B_k(c_K; l) \hat{\zeta}_{MT,r+1-k}(c_{N_{r+1}\setminus K}; |c_K|-2l)
\]

for any odd integer \( k \in [1, r+1] \), and \( X_{r+1} = Y_{r+1} = (-1)^{\frac{r}{2}} \pi^{r+1} I_{r+1,0}(c) \) if \( r \) is even.

Then, in the same way as in the proof of Theorem 3 we have \( AX = Y \) and

\[
\sum_{k=1}^{r+1} X_k = \sum_{k=1}^{r+1} \frac{2^{k+1} - 1}{k+1} B_{k+1} Y_k.
\]

Since the left hand side vanishes by (2.3), we obtain the result.

Example 3.2. (i) If \( c_1 + c_2 + c_3 \) is even, then

\[
\zeta_{MT,2}(c_1, c_2; c_3) + (-1)^{c_2} \zeta_{MT,2}(c_2, c_3; c_1) + (-1)^{c_1} \zeta_{MT,2}(c_3, c_1; c_2)
= 2J_{2,1}(c_1, c_2; c_3).
\]

This is a special case of the result by Nakamura [27, Theorem 1.2]. He proved that this formula holds for \( c_1, c_2 \in \mathbb{Z}_{\geq 1} \) and \( c_3 \in \mathbb{C} \) except for the singular points. Before his work, Tsumura [35, Theorem 4.5] had given a functional relation which is complicated but equivalent to Nakamura’s result (see [24, p.102]). Other studies before them are found in [31, 33]. (ii) If \( c_1 + c_2 + c_3 + c_4 \) is odd, then

\[
(-1)^{c_4} \zeta_{MT,3}(c_1, c_2, c_3; c_4) + (-1)^{c_3} \zeta_{MT,3}(c_2, c_3, c_4; c_1) + (-1)^{c_2} \zeta_{MT,3}(c_3, c_4, c_1; c_2) + (-1)^{c_1} \zeta_{MT,3}(c_4, c_1, c_2; c_3)
= (-1)^{c_4} J_{3,1}(c_1, c_2, c_3; c_4) + (-1)^{c_3} J_{3,1}(c_2, c_3, c_4; c_1) + (-1)^{c_2} J_{3,1}(c_3, c_4, c_1; c_2) + (-1)^{c_1} J_{3,1}(c_4, c_1, c_2; c_3),
\]
where, for positive integers $a_1, a_2, a_3, a_4$,

$$J_{3,1}(a_1, a_2, a_3; a_4) := 3 \left( \frac{a_1 + a_2 + a_3 - 3}{a_1 - 1, a_2 - 1, a_3 - 1} \right) \zeta(2) \zeta(a_1 + a_2 + a_3 + a_4 - 2)$$

$$- 2 \sum_{k,l} \left\{ \left( \frac{a_1 + a_2 + a_3 - 1 - 2k - 2l}{a_1 - 1, a_2 - 2k, a_3 - 2l} \right) + \left( \frac{a_1 + a_2 + a_3 - 1 - 2k - 2l}{a_1 - 2l, a_2 - 1, a_3 - 2k} \right) \right. + \left( \frac{a_1 + a_2 + a_3 - 1 - 2k - 2l}{a_1 - 2k, a_2 - 2l, a_3 - 1} \right) \right\} \zeta(2k) \zeta(2l) \zeta(a_1 + a_2 + a_3 + a_4 - 2k - 2l),$$

where the sum is taken over all non-negative integers $k, l$ such that $k + l < (a_1 + a_2 + a_3)/2$. The corresponding functional relation was proved by Matsumoto-Nakamura-Ochiai-Tsumura [23] Theorem 4.5]. However, unlike the case of $\zeta_{MT,2}$, it is different from our formulation.

4. Relations to the Riemann zeta values

We investigate some cases in which the integral $I_{p,q}(a; b)$ is described by the Riemann zeta values. As a result, we obtain various relations between the Mordell-Tornheim zeta values and the Riemann zeta values, which contain most of the known results and some new ones.

4.1. Log sine integrals and $\zeta_{MT,r}(1, \ldots, 1; a)$. It is known that $I_{1,q}(a; 1)$ with $1 = (1, \ldots, 1)$ can be expressed in terms of the Riemann zeta values (see [19]). In this subsection, the generating function of $I_{1,q}(a; 1)$ becomes clear. Moreover, we show the corresponding results for $\zeta_{MT,r}(1, \ldots, 1; a)$.

**Proposition 4.1.** (i) For $u, v \in \mathbb{C}$ with $|u| < 1$ and $|v| < 1$,

$$\sum_{k,l=0}^{\infty} (-1)^{k+l} (2\pi)^{2l} I_{1,k}(2l; 1) \frac{u^k v^{2l}}{k!(2l)!} = \frac{\Gamma(1-u)\Gamma(1+v)\Gamma(1-v)}{\Gamma(1-u/2+v)\Gamma(1-u/2-v)}.$$

(ii) For $u, v \in \mathbb{C}$ with $|u| < 1$ and $|v| < 1$,

$$(4.18) \quad 1 - \sum_{k,l=1}^{\infty} \frac{1}{k!} \zeta_{MT,k}(1, \ldots, 1; 1) u^k v^l = \frac{\Gamma(1-u)\Gamma(1-v)}{\Gamma(1-u-v)}.$$

**Proof.** (i) We apply the formula

$$(4.19) \quad \int_0^1 (2\sin \pi x)^\mu e^{2\pi ivx} dx = \frac{e^{\pi iv}\Gamma(1+\mu)}{\Gamma(1+\mu/2+v)\Gamma(1+\mu/2-v)}$$

for $\mu, v \in \mathbb{C}$ with $\text{Re}(\mu) > -1$ [19 (7.136)]. We can check that

$$\int_0^1 (2\sin \pi x)^{-u} \left( \frac{2\pi iv e^{2\pi ivx}}{e^{2\pi iv} - 1} \right) dx = \frac{\Gamma(1-u)\Gamma(1+v)\Gamma(1-v)}{\Gamma(1-u/2+v)\Gamma(1-u/2-v)}$$

for $u, v \in \mathbb{C}$ with $\text{Re}(u) < 1$. We expand the left hand side as a power series to obtain the result. Here, term-by-term integration is justified when $|u| < 1$ and $|v| < 1$. 

(ii) Formula (4.19) shows
\[
\int_0^1 (2\sin \pi x)^{-u} e^{-\pi i u B_1(x)} e^{-2\pi i v x} \left( \frac{-2\pi i v e^{-2\pi i v x}}{e^{-2\pi i v} - 1} \right) \, dx = \frac{\Gamma(1 - u) \Gamma(1 - v)}{\Gamma(1 - u - v)}
\]
for \(u, v \in \mathbb{C}\) with \(\text{Re}(u) < 1\). When \(|u| < 1\) and \(|v| < 1\), we can show that the left hand side is equal to
\[
\sum_{k,l=0}^{\infty} (-1)^{k+l} (2\pi i)^l k! / l! \sum_{j=0}^{k} \binom{k}{j} (\pi i)^j I_{j+1,k-j}(l, 1; 1).
\]
Applying Proposition [2,3] and Theorem [1] we deduce the result. □

Remark 4.1. Hoffman gave formula (4.18) by a different method (see the proof of [9, Theorem 5.2]). Moreover, it can also be proved by combining the following two facts.

(i) (Hoffman [8, Corollary 4.2]) For positive integers \(r\) and \(a\),
\[
\zeta_{MT,r}(1, \ldots, 1; a) = r! \zeta(r+1, 1, \ldots, 1),
\]
where \(\zeta(k_1, k_2, \ldots, k_n)\) is the multiple zeta value defined by
\[
\zeta(k_1, k_2, \ldots, k_n) = \sum_{m_1 > m_2 > \cdots > m_n > 0} \frac{1}{m_1^{k_1} m_2^{k_2} \cdots m_n^{k_n}}
\]
for \(k_1 \geq 2\) and \(k_2, \ldots, k_n \geq 1\).

(ii) (Aomoto [1], Drinfel’d [4])
\[
1 - \sum_{k,l=1}^{\infty} \zeta(k+1,1,\ldots,1) X^k Y^l = \frac{\Gamma(1-X) \Gamma(1-Y)}{\Gamma(1-X-Y)}.
\]
A generalization of this formula can be found in [29].

Corollary 4.2 (Hoffman [8, Theorem 4.4]). Let \(k, l\) be positive integers. Then
\[
l! \zeta_{MT,k}(1, \ldots, 1; l) = k! \zeta_{MT,l}(1, \ldots, 1; k).
\]
This result is a special case of the duality of multiple zeta values (see [9, Corollary 6.2] or [36, p.510]).

Corollary 4.3. (i) Let \(a, q\) be non-negative integers with \((a, q) \neq (0, 0)\). Then
\[
I_{1,q}(2a; 1) = (-1)^q + a \frac{q! (2a)!}{(2\pi i)^{2a}} \sum_{k=1}^{\infty} \frac{1}{k!} \sum_{q_1 + \cdots + q_k \geq 1} \sum_{a_1 + \cdots + a_k = a} c_{q_1,a_1} \cdots c_{q_k,a_k},
\]
where \(c_{1,0} = 0\), \(c_{m,0} = (1 - \zeta(m+1)) / m\) for \(m \geq 2\), and
\[
c_{m,n} = -\frac{1}{2m-1} \binom{m+2n}{m} \zeta(m+2n)
\]
for \(m \geq 1\) and \(n \geq 1\).
(ii) Let \( a, r \) be positive integers. Then
\[
\zeta_{MT,r}(1,\ldots,1; a) = r! \sum_{k=1}^{\min\{r,a\}} \frac{(-1)^{k-1}}{k!} \sum_{r_1,\ldots,r_k \geq 1 \atop r_1 + \cdots + r_k = r} \sum_{a_1,\ldots,a_k \geq 1 \atop a_1 + \cdots + a_k = a} \prod_{j=1}^{k} \frac{(r_j + a_j)}{r_j + a_j} \cdot \zeta(r_j + a_j).
\]

**Proof.** (i) Applying the Taylor expansion
\[
\log \Gamma(z + 1) = -\gamma z + \sum_{k=2}^{\infty} \frac{(-1)^{k-1}}{k} \zeta(k) z^k \quad (|z| < 1),
\]
we obtain
\[
\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} (-1)^{k+l} (2\pi)^{2l} I_{1,k}(2l;1) \frac{u^{2l} v^{2l}}{k!(2l)!} = \exp \left( \sum_{m=1}^{\infty} \sum_{n=0}^{\infty} c_{m,n} u^{m} v^{2n} \right)
\]
for \( u, v \in \mathbb{C} \) with \( |u| < 1, |v| < 1 \) and \( |u/2 \pm v| < 1 \). Thus, we have the result.

(ii) The result follows in the same way as above. \( \Box \)

**Example 4.1.** Some examples for the log sine integral will be stated in Propositions

(i) (Mordell [25, (5)]) \( \zeta_{MT,r}(1,\ldots,1;1) = r! \zeta(r+1) \).

(ii) (Subbarao-Sitaramachandrarao [31, (3.6)])
\[
\zeta_{MT,r}(1,\ldots,1;2) = r! \left\{ (r+1) \zeta(r+2) - \sum_{k=2}^{r} \zeta(k) \zeta(r+2-k) \right\}.
\]

(iii) We see that
\[
\zeta_{MT,r}(1,\ldots,1;3) = \frac{r!}{6} \left\{ (r+1)(r+2) \zeta(r+3) - 3 \sum_{k_1,k_2 \geq 1 \atop k_1+k_2=r} (k_1+1) \zeta(k_1+1) \zeta(k_2+2) \right. \\
+ \sum_{k_1,k_2,k_3 \geq 1 \atop k_1+k_2+k_3=r} \zeta(k_1+1) \zeta(k_2+1) \zeta(k_3+1) \right\}.
\]

By Corollary 4.2, this example is equivalent to Markett’s result [20, Corollary 4.3] when \( r \geq 2 \).

4.2. **Integrals** \( I_{p,0} \). By (2.7), the integral \( I_{p,0}(a) \) can be expressed by the Riemann zeta values at positive even integers.

**Example 4.3.** Let \( a, b, c, d \) be positive integers.

(i) \( I_{1,0}(a) = 0 \) for all \( a \).

(ii) If \( a + b \) is even, then
\[
I_{2,0}(a,b) = (-1)^{\frac{a+b}{2}} \frac{2a!b!}{(2\pi)^{a+b}} \zeta(a+b).
\]
(iii) If \(a + b + c\) is even, then
\[
I_{3,0}(a, b, c) = (-1)^{\frac{a + b + c + 2}{2}} \frac{4a!b!c!}{(2\pi)^{a+b+c}}
\]
\[
\times \sum_k \left\{ \left( \frac{a + b - 1 - 2k}{a - 1} \right) + \left( \frac{a + b - 1 - 2k}{b - 1} \right) \right\} \times \zeta(2k) \zeta(a + b + c - 2k),
\]
where the sum is taken over all integers \(k \in [0, \max\{a, b\}/2]\).

(iv) If \(a + b + c + d\) is even, then
\[
I_{4,0}(a, b, c, d) = (-1)^{\frac{a + b + c + d + 2}{2}} \frac{12a!b!c!d!}{(2\pi)^{a+b+c+d}}
\]
\[
\times \sum_{k,l} \left\{ \left( \frac{a + b + c - 1 - 2k - 2l}{a - 1, b - 1, c - 1} \right) \zeta(2) \zeta(a + b + c + d - 2)
\]
\[
- \frac{2}{3} (a + b + c - 1 - 2k - 2l) + \left( a + b + c - 1 - 2k - 2l \right) + \left( a + b + c - 1 - 2k - 2l \right) + \left( a - 2l, b - 1, c - 2k \right)
\]
\[
+ \left( a + b + c - 1 - 2k - 2l \right) + \left( a - 2k, b - 2l, c - 1 \right) \right\} \zeta(2k) \zeta(2l) \zeta(a + b + c + d - 2l),
\]
where the sum is taken over all non-negative integers \(k, l\) such that \(k + l < (a + b + c)/2\).

4.3. Integrals \(I_{p,1}\). An explicit formula of the integral \(I_{p,1}\) is easily shown by Proposition 2.6.

**Proposition 4.4.** Let \(p, b\) be positive integers and let \(a = (a_1, \ldots, a_p) \in (\mathbb{Z}_{\geq 1})^p\). If \(b\) is odd, then \(I_{0,1}(b) = 0\). Moreover, if \(|a| + b\) is odd, then
\[
I_{p,1}(a; b) = \frac{(-1)^{|a|+b+1}}{(2\pi)^{|a|+b-1}} \sum_l (-1)^l (|a| - 2l)! (2\pi)^{|a|+b-1} \zeta(|a| + b - 2l),
\]
where the sum is taken over all integers \(l \in [0, |a|/2]\).

**Proof.** The result follows in the same way as in the proof of Proposition 2.6. \(\square\)

**Example 4.4.** Let \(a, b, c, d\) be positive integers.
(i) \(I_{0,1}(a) = 0\) for all \(a\).
(ii) If \(a + b\) is odd, then
\[
I_{1,1}(a; b) = (-1)^{\frac{a + b + 1}{2}} \frac{a!b!}{(2\pi)^{a+b-1}} \zeta(a + b).
\]
(iii) If \(a + b + c\) is odd, then
\[
I_{2,1}(a, b; c) = (-1)^{\frac{a + b + c + 1}{2}} \frac{2a!b!c!}{(2\pi)^{a+b+c-1}}
\]
\[
\times \sum_k \left\{ \left( \frac{a + b - 1 - 2k}{a - 1} \right) + \left( \frac{a + b - 1 - 2k}{b - 1} \right) \right\} \times \zeta(2k) \zeta(a + b + c - 2k),
\]
where the sum is taken over all integers in \([0, \max\{a, b\}/2]\).
(iv) If \(a + b + c + d\) is odd, then
\[
I_{3,1}(a, b, c; d) = \frac{(-1)^{a+b+c+d-1}}{(2\pi)^{a+b+c+d-1}} 6a!b!c!d! \left[ \left( \frac{a + b + c - 3}{a - 1, b - 1, c - 1} \right) \zeta(2) \zeta(a + b + c + d - 2) - \frac{2}{3} \sum_{k,l} \left( \begin{array}{c} a + b + c - 1 - 2k - 2l \\ a - 1, b - 2k, c - 2l \end{array} \right) + \left( \begin{array}{c} a + b + c - 1 - 2k - 2l \\ a - 2l, b - 1, c - 2k \end{array} \right) + \left( \begin{array}{c} a + b + c - 1 - 2k - 2l \\ a - 2k, b - 2l, c - 1 \end{array} \right) \right],
\]
where the sum is taken over all non-negative integers \(k, l\) such that \(k + l < (a + b + c)/2\).

4.4. \(I_{p,2}\) and \(\zeta_{MT,2}\). Unlike the previous subsections, it seems that the integral \(I_{p,2}\) is not always expressed by the Riemann zeta values. Most results for \(I_{p,2}\) mentioned below have equivalent results for \(\zeta_{MT,2}\) via the relation
\[
\zeta_{MT,2}(a; b; c) = \frac{(-1)^{a+b+c}}{(2\pi)^{a+b+c-2}} \frac{a!b!c!}{a+b+c-2} \zeta(a+b+c-2).
\]
for positive integers \(a, b, c\) satisfying that \(a+b+c\) is even. Hence, the corresponding result for \(\zeta_{MT,2}\) is described without proof.

**Proposition 4.5.** If \(a + b\) is even, then
\[
I_{0,2}(a, b) = (-1)^{a+b} \frac{a!b!}{2(2\pi)^{a+b-2}} \zeta(a+b).
\]

**Proof.** The result follows from \(I_{0,2}(a, b) = \pi^2 I_{3,0}(a, b)\) given by formula (2.2). \(\square\)

**Proposition 4.6.** (i) If \(a\) is an even integer \(\geq 2\), then
\[
I_{1,2}(a; a; a) = \frac{(-1)^{a+2} a!^3}{3(2\pi)^{3a-2}} \sum_{k=0}^{a/2} \left( \begin{array}{c} 2a - 1 - 2k \\ a - 1 \end{array} \right) \zeta(2k) \zeta(3a - 2k).
\]
(ii) For an even integer \(a \geq 2\),
\[
\zeta_{MT,2}(a; a; a) = \frac{4}{3} \sum_{k=0}^{a/2} \left( \begin{array}{c} 2a - 1 - 2k \\ a - 1 \end{array} \right) \zeta(2k) \zeta(3a - 2k).
\]

**Proof.** (i) Formula (2.3) shows that
\[
I_{1,2}(c_1; c_2; c_3) + I_{1,2}(c_2; c_3; c_1) + I_{1,2}(c_3; c_1; c_2) = \pi^2 I_{3,0}(c_1, c_2, c_3)
\]
for positive integers \(c_1, c_2, c_3\). Hence, we obtain \(I_{1,2}(a; a; a) = \frac{\pi^2}{3} I_{3,0}(a, a, a)\), which yields the result. \(\square\)

**Remark 4.2.** Mordell proved the integral expression (2.3) of \(\zeta_{MT,2}(a; a; a)\) for \(a\) even, and he calculated only the case \(a = 2\) concretely. Carlitz [3] showed the explicit expression of the integral \(I_{3,0}(a, b, c)\) for positive integers \(a, b, c\). Although he did not describe an explicit formula of the zeta value, he quoted Mordell’s work. (There is a misprint in the quotation [3 p.362].) After their studies, Subbarao and Sitaramachandrarao [31] proved an explicit expression of the value \(\zeta_{MT,2}(a; b; c) + \zeta_{MT,2}(b; c; a) + \zeta_{MT,2}(c; a; b)\) for \(a, b, c\) even, and specialized it to obtain a formula equivalent to (4.24).
Proposition 4.7. Let \( a \) be an even integer \( \geq 2 \).

(i) We have
\[
I_{1,2}(a + 1; a, a - 1) = \frac{(-1)^{a/2}(a + 1)!a!(a - 1)!}{3(2\pi)^{3a-2}} \sum_{k=0}^{a/2} \binom{2a - 1 - 2k}{a - 1} \zeta(2k)\zeta(3a - 2k).
\]

(ii) (Huard-Williams-Zhang \[10\] p.116)
\[
\zeta_{MT,2}(a - 1, a; a + 1) = \frac{2^{a/2}}{3} \sum_{k=0}^{a/2} \binom{2a - 1 - 2k}{a - 1} \zeta(2k)\zeta(3a - 2k).
\]

Proof. (i) Applying Proposition 2.2, we have
\[
I_{1,2}(a + 1; a, a - 1) = \frac{(-1)^{a/2}(a + 1)!a!(a - 1)!}{3(2\pi)^{3a-2}} \sum_{k=0}^{a/2} \binom{2a - 1 - 2k}{a - 1} \zeta(2k)\zeta(3a - 2k).
\]
Thus, the formula holds. □

Proposition 4.8. Let \( a \) be an even integer \( \geq 2 \).

(i) We obtain
\[
I_{1,2}(a; 1, 1) = \frac{(-1)^{a/2}a!}{(2\pi)^a} \left( \frac{1}{2} (a + 1)\zeta(a + 2) - \sum_{k=1}^{a-1} \zeta(k)\zeta(a + 2 - k) \right).
\]

(ii) (Tornheim \[32\] Theorem 2])
\[
\zeta_{MT,2}(1, 1; a) = \frac{1}{2} (a - 1)\zeta(a + 2) - \sum_{k=3}^{a} \zeta(k)\zeta(a + 2 - k).
\]

Proof. (i) The result is an example of Corollary 4.3. □

Proposition 4.9. Let \( a \) and \( b \) be positive integers. Suppose that \( a + b \) is odd and \( b > a \).

(i) We have
\[
I_{1,2}(1; a, b) = \frac{(-1)^{a+b-1}a!b!}{2(2\pi)^{a+b-1}} \left( \frac{1}{2} (b - a)\zeta(a + b + 1) - \sum_{a < k \leq b \atop k \text{ odd}} \zeta(k)\zeta(a + b + 1 - k) \right).
\]

(ii) (Tornheim \[32\] Theorem 3])
\[
\zeta_{MT,2}(a, b; 1) = (-1)^{a+1} \left( \frac{1}{4} (a + b + 2)\zeta(a + b + 1) - \sum_{2 \leq k \leq a \atop k \text{ even}} \zeta(k)\zeta(a + b + 1 - k) \right) - \frac{1}{2} \sum_{a < k \leq b \atop k \text{ odd}} \zeta(k)\zeta(a + b + 1 - k).
\]

Proof. (i) Proposition 2.2 shows that
\[
I_{1,2}(1; c, d) = -\frac{c}{d + 1} I_{1,2}(1; c - 1, d + 1) - \frac{1}{d + 1} I_{0,2}(c, d + 1) + c \log S_c(0) \log S_{d+1}(0)
\]
for integers $c, d$ such that $c \geq 2$, $d \geq 1$ and $c + d$ is odd. Hence, by induction on $a$, we have
\[
I_{1,2}(1; a, b) = (-1)^{a-1} \frac{ab!}{(a + b - 1)!} I_{1,2}(1; 1, a + b - 1) \\
+ \sum_{k=1}^{a-1} \frac{(-1)^k a! b!}{(a + 1 - k)! (b + k)!} I_{0,2}(a + 1 - k, b + k) \\
+ \sum_{k=1}^{a-1} \frac{(-1)^{k+1} a! b!}{(a - k)! (b - 1 + k)!} \log S_{a-1-k}(0) \log S_{b+k}(0).
\]
Thus, we obtain the result. 

**Remark 4.3.** Tornheim gave expressions of $\zeta_{MT,2}(1, 1; a)$ and $\zeta_{MT,2}(a, b; 1)$ available for all positive integers $a, b$. In our cases, they coincide with the above formulas. This fact follows from the well-known formula
\[
\sum_{k=0}^{n} \zeta(k) \zeta(n - k) = \frac{1}{2} (n - 1) \zeta(n)
\]
for an even integer $n \geq 4$.

**Proposition 4.10.** (i) $I_{1,2}(2; 3, 1) = (2\pi)^{-4} (\zeta(6) - 6\zeta(3)^2)$.

(ii) $\zeta_{MT,2}(3, 1; 2) = -\zeta(6)/3 + \zeta(3)^2/2$.

**Proof.** (i) Proposition 2.2 shows
\[
I_{1,2}(2; 3, 1) = -I_{1,2}(1; 2, 3) - \frac{3}{2} I_{1,2}(2; 2, 2).
\]
Hence, we have the result. 

**Remark 4.4.** Huard, Williams and Zhang gave an explicit evaluation of $\zeta_{MT,2}(a, b; c)$ into a linear combination of double zeta values $\zeta_{MT,2}(k; 0; l) = \zeta(k, k)$ (see [10 (1.6)]). For example, $\zeta_{MT,2}(3, 1; 2) = 2\zeta(5, 1) + \zeta(4, 2) + \zeta(3, 3)$. Moreover, they showed that $\zeta_{MT,2}(a, b; c)$ can be expressed by the Riemann zeta values when $a + b + c \leq 7$. Hence, Proposition 4.10 (ii) is a known fact.

4.5. $I_{p,3}$ and $\zeta_{MT,3}$. We study the expression of $I_{p,3}$ by the Riemann zeta values in the same way as in the previous subsection. In order to connect it to the result for $\zeta_{MT,3}$, we apply the formula
\[
\zeta_{MT,3}(a, b, c; d) = \frac{(-1)^{a+b+c-d+1} (2\pi)^{a+b+c-d+1} abcd}{a! b! c! d!} \\
\times \left\{ I_{1,3}(d; a, b, c) - \pi^2 \left( I_{3,1}(a, b, d; c) + I_{3,1}(b, c, d; a) + I_{3,1}(c, a, d; b) \right) \right\}
\]
for positive integers $a, b, c, d$ satisfying that $a + b + c + d$ is odd.

**Proposition 4.11.** If $a + b + c$ is odd, then
\[
I_{0,3}(a, b, c) = \pi^2 \left( I_{2,1}(a, b; c) + I_{2,1}(b, c; a) + I_{2,1}(c, a; b) \right),
\]
where the integrals on the right hand side are expressed by the Riemann zeta values such as (4.22).
Proof. The result follows from formula (2.2). □

Proposition 4.12. (i) If \( a \) is an odd integer \( \geq 3 \), then
\[
I_{1,3}(1; a-1, a, a) = (-1)^{\frac{a+1}{2}} \frac{(a-1)!a^2}{(2\pi)^{3a-3}} \left\{ \frac{1}{3} \zeta(a)^3 + \sum_{k=0}^{(a-1)/2} \left( \frac{2a-1-2k}{a-1} \right) \zeta(2k)\zeta(3a-2k) \right\}.
\]

(ii) For an odd integer \( a \geq 3 \),
\[
\zeta_{MT,3}(a-1, a, a; 1) = \frac{1}{3} \zeta(a)^3.
\]

Proof. (i) Proposition 2.2 yields that
\[
I_{1,3}(1; a-1, a, a) = \frac{1}{3a} I_{0,3}(a, a, a) + \frac{1}{3} a^2 \log^3 S_a(0).
\]
Thus, we have the result. □

Remark 4.5. The result for \( \zeta_{MT,3} \) can be shown by a general argument in the next subsection.

Proposition 4.13. (i) If \( a \) is an even integer \( \geq 2 \), then
\[
I_{1,3}(a; 1, 1, 1) = (-1)^{\frac{a}{2}} \frac{\pi a!}{(2\pi)^a} \left\{ \frac{3}{2} \zeta(2)\zeta(a+1) + \frac{1}{4} (a+1)(a+2)\zeta(a+3) \right. \\
- \frac{3}{2} \sum_{k_1, k_2 \geq 1} (2k_1+1)\zeta(2k_1+2)\zeta(2k_2+1) \\
+ \sum_{k_1, k_2, k_3 \geq 1} \zeta(2k_1+1)\zeta(2k_2+1)\zeta(2k_3+1) \right\}.
\]

(ii) (Markett [20, Corollary 4.3]) For an even integer \( a \geq 2 \),
\[
\zeta_{MT,3}(1, 1, 1; a) = -3a\zeta(2)\zeta(a+1) + (a+1)(a+2)\zeta(a+3) \\
- \frac{3}{2} \sum_{k_1, k_2 \geq 1} (a+2k_2-1)\zeta(2k_1+2)\zeta(2k_2+1) \\
+ \sum_{k_1, k_2, k_3 \geq 1} \zeta(2k_1+1)\zeta(2k_2+1)\zeta(2k_3+1).
\]

Proof. (i) The result is an example of Corollary 4.3. □

Remark 4.6. Markett proved an expression of \( \zeta_{MT,3}(1, 1, 1; a) \) for all positive integers \( a \), which is equivalent to the above formula when \( a \) is even.
**Theorem 5.** (i) If $a$ is an even integer $\geq 2$, then

\[ I_{1,3}(1; 1, 1, a) = \frac{(-1)^{\frac{a}{2}}a!}{(2\pi)^a} \left\{ \frac{2a}{2} - \frac{1}{2} \zeta(2) \zeta(a + 1) - \frac{2a^2 + 6a + 1}{6} \zeta(a + 3) \right. \]

\[ + \frac{1}{2} \sum_{k_1, k_2 \geq 1 \atop k_1 + k_2 = a/2} (a + 2k_2 - 1) \zeta(2k_1 + 2) \zeta(2k_2 + 1) \]

\[ - \frac{1}{3} \sum_{k_1, k_2, k_3 \geq 1 \atop k_1 + k_2 + k_3 = a/2} \zeta(2k_1 + 1) \zeta(2k_2 + 1) \zeta(2k_3 + 1) \right\}. \]

(ii) For an even integer $a \geq 2$,

\[ \zeta_{MT,3}(a, 1, 1; 1) = a\zeta(2) \zeta(a + 1) - \frac{1}{6} (a - 1)(a + 4) \zeta(a + 3) \]

\[ - \frac{1}{2} \sum_{k_1, k_2 \geq 1 \atop k_1 + k_2 = a/2} (a - 6k_2 + 3) \zeta(2k_1 + 2) \zeta(2k_2 + 1) \]

\[ + \frac{1}{3} \sum_{k_1, k_2, k_3 \geq 1 \atop k_1 + k_2 + k_3 = a/2} \zeta(2k_1 + 1) \zeta(2k_2 + 1) \zeta(2k_3 + 1). \]

**Proof.** (i) Formula (2.3) shows that

\[ I_{1,3}(1; 1, 1, a) = \pi^2 I_{3,1}(a, 1, 1; 1) + \frac{\pi^2}{3} I_{3,1}(1, 1, 1; a) - \frac{1}{3} I_{1,3}(a; 1, 1, 1). \]

By simple calculation, we obtain the result. \qed

Concerning the zeta value $\zeta_{MT,3}(a, 1, 1; 1)$ with $a$ odd, we can show that

\[ \zeta_{MT,3}(1, 1, 1; 1) = 6\zeta(4), \]

\[ \zeta_{MT,3}(3, 1, 1; 1) = \frac{89}{24} \zeta(6) - \zeta(3)^2. \]

However, in the case where $a$ is an odd integer $\geq 5$, it does not appear that $\zeta_{MT,3}(a, 1, 1; 1)$ can be expressed by the Riemann zeta values. These can be shown by the next result.

**Proposition 4.14.** If $a$ is an odd integer $\geq 1$, then

\[ \zeta_{MT,3}(a, 1, 1; 1) = 2\zeta_{MT,2}(a, 1; 2) \]

\[ + \frac{5}{2} \zeta(2) \zeta(a + 1) + \frac{1}{8} (a - 3)(a + 4) \zeta(a + 3) \]

\[ - \frac{1}{2}(a + 1) \sum_{k_1, k_2 \geq 1 \atop k_1 + k_2 = (a+1)/2} \zeta(2k_1 + 1) \zeta(2k_2 + 1) \]

\[ + \sum_{k_1, k_2, k_3 \geq 1 \atop k_1 + k_2 + k_3 = (a+1)/2} \zeta(2k_1) \zeta(2k_2 + 1) \zeta(2k_3 + 1). \]
Proof. The result follows from equation (3.17). Here, we may apply the formula
\[ \sum_{k=2}^{n} k\zeta(k)\zeta(n-k) = \frac{1}{4}n(n-1)\zeta(n) \]
for an even integer \( n \geq 4 \).

4.6. Other cases. Here we display some results. We see that \( \zeta_{MT,r}(c_1, \ldots, c_r; c_{r+1}) \)
can be expressed by the Riemann zeta values if \( c_1, \ldots, c_{r+1} \in \mathbb{Z}_{\geq 1} \) and \( \sum_{j=1}^{r+1} c_j \leq 0 \),
by combining some of the results mentioned above and by the following.

**Proposition 4.15.** \( \zeta_{MT,4}(2, 1, 1, 1; 1) = \zeta(6)/2 + 6\zeta(3)^2 \).

Proof. Applying Theorem 4, we can show that
\[ \zeta_{MT,4}(2, 1, 1, 1; 1) = \frac{1}{4}\zeta_{MT,4}(1, 1, 1, 1; 2) - 9\zeta_{MT,2}(1, 1; 4) + \frac{5\pi^2}{4}\zeta_{MT,2}(1, 1; 2) + 3\zeta_{MT,2}(1, 2; 3) - \frac{\pi^2}{2}\zeta_{MT,2}(2, 1; 1) + 8\pi^6 I_{5,0}(1, 1, 1, 1, 1, 2). \]

Thus, we have the result. \( \square \)

**Remark 4.7.** As the referee pointed out, any Mordell-Tornheim zeta value with positive integer arguments can be written as a linear combination (with integer coefficients) of multiple zeta values (4.21). The referee also proved Proposition 4.15 by expanding into multiple zeta values and using known results about them, as follows. By (4.25) below, we obtain
\[ \zeta_{MT,4}(2, 1, 1, 1; 1) = \zeta_{MT,4}(1, 1, 1, 1; 2) + 3\zeta_{MT,4}(2, 1, 0; 2). \]
The first term on the right hand side is \( 24\zeta(5, 1) \) by (4.21), and the second term is
\[
\begin{align*}
\sum_{n_1, n_2, n_3, n_4 \geq 1} & \frac{3}{n_1n_2n_3s_4} = \sum_{n_1, n_2, n_3, n_4 \geq 1} \frac{3}{n_1n_2n_3s_4} + \sum_{n_1, n_2, n_3, n_4 \geq 1} \frac{6}{n_1n_2s_3s_4} \\
= & \sum_{n_1, n_2, n_3, n_4 \geq 1} \frac{9}{n_1n_2s_3^2s_4} + \sum_{n_1, n_2, n_3, n_4 \geq 1} \frac{6}{n_1^2s_2s_3s_4} + \sum_{n_1, n_2, n_3, n_4 \geq 1} \frac{6}{n_1n_2s_2s_3s_4} \\
= & \sum_{n_1, n_2, n_3, n_4 \geq 1} \frac{18}{n_1s_2s_3^2s_4} + 6\zeta(2, 1, 1, 2) + \sum_{n_1, n_2, n_3, n_4 \geq 1} \frac{12}{n_1s_2^3s_3s_4} \\
= & 18\zeta(2, 2, 1, 1) + 6\zeta(2, 1, 1, 2) + 12\zeta(2, 1, 2, 1) \\
= & 18\zeta(4, 2) + 6\zeta(2, 4) + 12\zeta(3, 3) ,
\end{align*}
\]
where we have written \( s_i \) for \( n_1 + n_2 + \cdots + n_i \), and in the last step used the duality of multiple zeta values. Hence
\[ \zeta_{MT,4}(2, 1, 1, 1; 1) = 24\zeta(5, 1) + 18\zeta(4, 2) + 12\zeta(3, 3) + 6\zeta(2, 4) . \]
Using well-known relations among double zeta values, the right hand side coincides with \( \zeta(6)/2 + 6\zeta(3)^2 \).

Proposition 4.12 (ii) is generalized as follows.
Proposition 4.16. Let $r, a$ be integers $\geq 2$. Then
\[
\zeta_{MT,r}(a-1,a,\ldots,a;1) = \frac{1}{r} \zeta(a)^r.
\]

Proof. Note that
\[
\sum_{j=1}^{r} \zeta_{MT,r}(c_1,\ldots,c_{j-1},c_j-1,c_{j+1},\ldots,c_{r+1}) = \zeta_{MT,r}(c_1,\ldots,c_r;c_{r+1}-1).
\]
Taking $c_1 = \cdots = c_r = a$ and $c_{r+1} = 1$, we obtain the formula. \hfill \Box

Remark 4.8. Proposition 4.16 can be proved via the properties of the integral $I_{p,q}$: Theorem 1 and Propositions 2.2 and 2.3. However, such a proof is more complicated than the one above. Hence, it is omitted here.
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